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Abstract

In different multi-agent systems, agents coordinate with
different fashions. In team-based games, agents coordinate
to enhance the collaborative behaviors of a team. An at-
tractive problem in team-based games is the role assign-
ment problem. It requires agents to decide which roles they
should take based on the real-time feedback from a dynam-
ically changing environment. The Minority Game, widely
used in modeling financial marketing problems, has very
similar characteristics which meet the fundamental require-
ments of the role assignment problem. In this paper, we
propose a formulation of MG strategies in the role assign-
ment problem in a particular multi-agent system: Simula-
tion Robot Soccer. Through experiments, we demonstrate
that MG strategies improve the effectiveness of the role as-
signment among agents in a real competitive environment.
The improvement obeys some characteristics discovered in
the theoretical MG model.

1 Introduction

1.1 Motivation

In multi-agent systems (MASs), agents interact with
each other or with their environment to achieve coordina-
tive behaviors. MASs can have various coordination fash-
ions. For example, in Cellular Automata(CA), agents, cells
in a lattice, coordinate using some local rules to update their
states[12]. In Sensor Networks [2], which consist of large
amount of vast distributed sensors, agents coordinate to op-
timizing the gathering and routing of massive data.

Team-based agents, involve another coordination man-
ner, which helps agents enhance collaborative behaviors
of a team. An attractive problem in team-based agents,
especially in the environment of team-based games (e.g.,
RoboCup), is the role assignment problem. Agents in this

environment face with dynamic changing situations for lim-
ited resources, such as, the communication ability, the en-
ergy restriction, etc. Agents taking different roles will face
different tasks and consume different resources. The chal-
lenge in the role assignment is, the situation is changing
dynamically and rapidly, agents need to decide which roles
they should take based on the real-time feedback. There-
fore, agents involved in the role assignment problem have
the following characteristics:

� Situated in a dynamically changing environment;

� Have a real-time decision making process series;

� Use a performance driven payoff function;

� Provide with more than one roles and should select a
role or more dynamically.

From the above descriptions, a recently appeared game
theory, the Minority Game, come into our sight to solve the
role assignment problem. The Minority Game (MG), pro-
posed by Challet and Zhang [4], is one theory for study-
ing cooperation and competition of agents given limited re-
sources. Agents playing MG are making a set of sequential
decisions adaptively based on their past experiences with-
out interacting directly. In general, the characteristics of
MG are:

� Players are making a sequence of decisions;

� Each decision is based on the history results, i.e., the
decision is based on a changing environment;

� Each player will get a reward or punishment according
to their performance;

� Each player are faced with two alternatives;

We can observe from the above descriptions that, MG
is quite suitable to the requirements of the role assignment
problem. Therefore, by assigning the players in MG with
different roles, we can formulate MG strategies to the role



assignment problem in a multi-agent system. We want to
examine whether the formulations work for this problem,
and whether the factors such as the memory size in MG
affect the performance of the strategies.

To explore the above problems, we need to select a
platform where agents with different roles coordinate in a
competitive environment. Simulation Robot Soccer (SRS),
therefore, come into our consideration. SRS is a good multi-
agent testbed. It provides a standard platform for perform-
ing soccer games, and do not care about the real-robot de-
signing. In SRS, virtual robots can run on different clients
to play a soccer game via a server. Many technologies
can be applied and examined in SRS, such as multi-agent
collaboration, real-time reasoning and planning, and intelli-
gent robotic design [10]. As introduced in the official web
site [1], the goal of SRS is to foster the research in AI and
robotics related fields.

1.2 Problem Statement

In Section 1.1, we described the fundamental require-
ments of the role assignment problem, and we found a quite
suitable theory, MG, to solve this problem. We also selected
an appropriate platform, SRS, to implement the given prob-
lem. Here we can detail the motivation that we described in
the above section as follows:

1. How can we formulate the MG strategies in the the role
assignment of SRS?

2. How can we implement the formulations?

3. How can we test whether the formulations in (1) is ef-
fectiveness in the the role assignment problem?

4. Can the important factors in MG such as the memory
size affect the performance of MG strategies?

1.3 Organization of the Paper

The rest of the paper is organized as follows. Section 2
introduces the related work about MG and SRS. Section 3
gives the formulation of MG strategies to SRS. Section 4
presents the design of our experiments according to the for-
mulation. Then in Section 5, we analyze the results we have
achieved. Section 6 concludes the paper by summarizing
the key points of our research.

Figure 1. A Snapshot of a competition of SRS
Simulation League

2 Survey of Related Work

2.1 The Minority Game

2.1.1 Introduction of MG

Self-organization has been studied for a long time. In a self-
organizing system, with local interactions among members,
some emergent behaviors can appear. There is a particu-
larly interesting system, in which agents are not interacting
locally, self-organization is embodied by the feedback from
collective behaviors. Minority Game (MG), proposed by
Challet and Zhang [4], gives a simple model of this system.
It is suitable to various of cases, especially to the competi-
tion for limited resources. For instance, in a stock market,
everyone wants to sell in a high price and buy in a low price,
therefore it is better to stand in a minority group. In a fire
disaster, everyone wants to select an exit way chosen by the
minority people. In the rush-hour, drivers always want to
select a way containing minority traffics [9].

As claimed by Challet and Zhang, MG has three main
basic parameters: the memory �, the number of players
� , and the number of strategies �, which will be briefly
introduced below.

Let us suppose there are � (odd) players, each of them
has � strategies. At each cycle, they need to choose between
two options A and B. After everyone has chosen an option
independently, those who are in the minority side will win
the game. All the strategies that have correctly predicted the
winner side will get rewards. Players make their decisions
according to the past records of results. We can use signals
‘1’ and ‘0’ to represent A is winning or not. Thus the result
of the game can be denoted by a sequential binary series.



Signal Prediction
000 1
001 0
010 1
011 1
100 1
101 0
110 0
111 1

Table 1. An example of MG strategy where
� � �.

Assume that players can only memorize the last � results,
and make their next choice based on these results. A strat-
egy is defined to be the next choice given a certain � bits
memory. Table 1 is an example of one strategy for � � �.

The second column of Table 1 is a distinct strategy. The
number of all combinations of game’s results is �� . And
the total number of strategies is ���

� �.
The other important part of MG is its payoff function,

which defines rewards for the winners. All winners will get
rewards according to a predefined payoff function.

2.1.2 Related Work on MG

After the proposal of the standard MG, scientists have made
some modifications and proposed several variants of MG,
such as evolutionary MG [8], multiple choice MG [6], MG
with hierarchically organization [7], and MG with local in-
formation [11].

Furthermore, a lot of mathematical characteristics of MG
are utilized in real world applications. The standard MG can
be considered as a very crude model of financial markets,
because the minority mechanism is found in markets. Quite
a lot of papers motivate their studies of MG by that of mar-
kets. But, almost all of them are focusing on the emergent
collective behaviors of agents, not for achieving a common
task that is pre-assigned to them. We plan to use MG in a
different field, SRS, to test whether MG can help agents in
the same team be better coordinated in a real competition
against another team.

2.2 Simulation Robot Soccer

In the SRS league, a soccer server provides a virtual
pitch, and simulates all movements of a ball and players.
Players (agents) are connected to the server as clients over a
local area network, and all communications must be carried
out via the server. In this kind of SRS competition, no real

robots are involved, and we can focus on the coordination
and competition strategies among robots.

SRS is a totally distributed, multi-agent system. The ar-
chitecture of a SRS client can be separated into three layers:
basic behavior layer, advanced behavior layer and high level
strategy layer. The strategy level requires an effective de-
sign of coordination and co-operations among agents with
very limited local information. Figure 1 shows a snapshot
of a real SRS competition.

3 The MG Formulation

We can notice that players in MG are learning to com-
pete for limited resources. In Robot Soccer, the situations
are quite similar. For example, each team includes only 11
agents, which means the resource is limited. These agents
need to act in different roles according to different situa-
tions, sometimes as attackers, sometimes as defenders. All
the agents are initially homogeneous with similar attributes.
In most of SRS teams, Neural Networks are used to train
agents to select proper roles during the competition. Due to
the features that agents in MG can dynamically make their
decisions according to their previous experiences, i.e., his-
tories, we formulate MG strategies to SRS as follows.

3.1 Formulation of MG

Let us define the payoff function for MG first.
We can introduce a variable � � ���� �� to denote the

outcome of a player in the game. � is related to the pro-
vided choices of MG. After each cycle, we can know the
outcome at time t by summarizing outcomes of all players
in the game:

���� �
�
�

���	����� 
���� (1)

where 
��� is the history, and 	���� is the strategy used by
player i in this cycle.

From Eq. 1, we get the difference between the numbers
of winners and losers in the last cycle. Suppose that 5 play-
ers face with choices �A, B�, if a player chooses A, the
outcome is 1; otherwise, the outcome is -1. Assume the re-
sult after a cycle is �1, -1, -1, 1, -1�. Therefore ���� is -1,
representing that players who chose B lose the game, and
the difference between the numbers of winners and losers is
������, whose value is 1.

The payoff ����� to player i should be proportional to
����:

����� �

�
��� � ���	����� 
���� � ����� if � � ������ � �
��� � ���	����� 
���� � ����� otherwise

(2)



where � and � are predefined constants, �� and �� are
adjustable coefficients. We use �� and �� to control the pay-
off according to ������. If we set �� � ��, it means we hope
to encourage less difference between the numbers of losers
and winners. On the contrary, if �� � ��, we hope the dif-
ference fall out of the range �B1, B2�, that is, the more loser
the better. The total payoff of MG is:

���� �

��
���

����� (3)

where � is the number of winners.
Therefore, after each cycle of MG, the virtual value of a

strategy is updated by the following equation:

������ �� � ������ ����� (4)

where ��� is the virtual value of a strategy 	 for player �.
In the description of MG, players always select the strategy
with the highest virtual value to make their next decision.

3.2 SRS Scenarios using MG

As we known from the above, MG usually provides two
choices, and each player needs to choose one of the choices.
We need to assign meaningful roles to these choices accord-
ing to different scenarios in SRS, such as:

1. To act as defender or attacker;

2. To coordinate with others or just select the best situa-
tion for itself;

3. To act as a commander to others or to obey commands
from others

3.3 The Evaluation Function of SRS

How can we evaluate whether MG strategies is effective
in SRS? We need to construct a function to evaluate the per-
formance of a team. During a soccer match, we can examine
the following statistics:

�� ���: the times of failure ball-controlling;

�����: the numbers of successful shots on goal;

�����: the numbers of successful interception;

�����: the total time when the ball is under control;

�����: the total time when the ball is in our half yard;

	��� �
�

	���� : the summation of agents’ stamina in
a team.

There are some facts that can be derived from real-world
soccer games, such as, the longer the time to control a ball,
the more effective the shots, the more successful the inter-
ceptions, and the better the performance of a team. We are
not simply to make our team stronger than others and to
be a winner in a competition. We aim to explore whether
MG can really influence the coordinations among players
in SRS.

Therefore we evaluate one aspect of SRS, that is, the
ball-controlling time of a team. The ball-controlling time
involves several related actions, such as, the role assignment
among players, the dynamic formations, the interception
ability of an agent, the personal ball-control skill, the pass
accuracy, etc. One may wonder that why we choose this
aspect of SRS, but not the final score as an evaluation indi-
cator. The final score is a result of several skills, not only
the coordinations, but also the personal dribbling and shoot-
ing skills that can be trained using Reinforcement Learning.
The ball-controlling time can be a more reasonable reflec-
tion of coordination effectiveness, i.e., the role assignment
effectiveness among agents, but not some personal skills.

We can define the function of ball-controlling time
���� as follows:

���� �
��

	��

��	


���

���
���� � �	


���

���
����� (5)

where � is the current time step in SRS, �	
�� means the
maximal value of a collection, ��
��� is the interception
possibility for a player � at time step � , �� is the team for
which we calculate the ��� �, �� is the opponent team.
We can easily recognize from above equations that, if a
player has the maximal interception possibility of the ball,
the teams that this player belongs to is in control of the ball.

3.4 The MG Formulation in SRS

From the above subsections, we know how to formulate
MG, and how to evaluate the current status of a SRS team.
In this subsection, we will propose a formulation of MG
strategies to SRS.

According to the introduction of MG in Section 2.1, each
strategy has an intrinsic value, called virtual value, which is
defined as the total number of times the strategy has pre-
dicted the right selection. At the beginning of a game, each
player is equipped with a limited set of � strategies; then
it learns to use the best of them, that is, it uses the strategy
with the highest virtual value.

In Section 3.3, we defined an evaluation function of the
ball-controlling time in SRS: ����.

Let us derive ����� from ����:

����� � ��������� �� (6)



If ����� � ��, it means our team loses the ball; If
����� � �, it means our team successfully intercepts
the ball; while ����� � �, it means the same team is in
control of the ball.

So we can modify our rule for updating a strategy in MG,
which has been defined in Eq. 4, as follows:

������ �� �

��
�

������� �� � ����� if ����� � ��
������ � �� � ����� if����� � �
������ � �� � ����� if����� � �

(7)
where ��� ��� �� are weights of rewards.

From Eq. 7 we note that the virtual value of a strategy of
������ is not only dependent on the result of MG, but also
dependent on the evaluation value of the current status in
SRS.

4 Experimental Design

In a SRS team, if all the agents are doing the same thing
at the same time, it is a large waste of resources. In most
of SRS teams, agents are separated into two types, attackers
and defenders. In a specific situation, they should try to hold
different positions and to execute different actions based on
their pre-assigned roles and the real-time evaluation of the
situation. In the TsinghuAeolus team, they are using some
statistics from experiences and from the learning through
the neural network.

In our research, we use MG to dynamically assign at-
tacker or defender roles to agents, that is, let agents decide
to take defensive activities or take attacking activities in the
course of the game. The relationship between MG and the
actions of an agent is:

	���� �

�
����� if ����� � ��
������� if ����� � �

(8)

where 	���� is the selected strategy for agent � in time step
�, and ����� is the result of player � in cycle � in MG.

Figure 2 shows an illustration of how to use the strategy
to guide agents’ actions.

Each agent is equipped with a set of strategies randomly
chosen at the beginning, as we have described in the in-
troduction of MG in Section 2.1. During the process of a
competition, using the evaluation value or the current sta-
tus, the agent has a set of ranked strategies. The rank order
is changing dynamically after each cycle. The action of an
agent is guided by the strategy with the highest value, and
the value of a strategy is updated every cycle based on the
results of MG and the evaluation value of SRS. Therefore
we can observe how MG dynamically assists the decision-
making in SRS.

We also need to examine whether the important factor
� (the memory size) in MG will influence the result, and
how much it will influence.

(a) Agents’ positions at time step � � ��

(b) Agents’ positions at time step � � ��

Figure 2. (a) The positions of agents in a com-
petition between TsinghuAeolus and BUTT,
at time step � � ��. The decisions of ������
to ������� in the current cycle of MG were
0,0,1,1,0,1,1,0,1,1,0, respectively. According
to Eq. 8, �����	 �� �� �� �� �� selected to take of-
fensive actions, while �����	 �� �� �� �� �� �� de-
cided to take defensive actions. We use solid-
line arrows and dash-line arrows for showing
the directions of offensive actions and defen-
sive actions, respectively. To simplify the il-
lustration we took �����	 �� �� ��� �� as exam-
ples. (b) The positions of agents at the next
cycle � � ��. We can note that �����	 �� ��
went in offensive directions, and ����� �� ��
went in defensive directions.



Our program BUTT, which is equipped with MG strate-
gies in the role assignment, is based on the published source
code of TsinghuAeolus. Using TsinghuAeolus as a bench-
mark, we can compare the performance of these two teams.
In our work, we use the ball-controlling time to determine
the rewards of players in MG, so we will compare the two
teams on this special aspect.

5 Experimental Results

1. Figures 3(a), (b) and (c) show that by increasing the
memory size � , the ball-controlling time is increas-
ing, which shows the improvement of the performance
of a SRS team. We first let the players using memory
size � � �, which means the random position se-
lection during the match. Then we increase the mem-
ory size to � � �� �� �. We can see a larger brain
size makes the agents smarter than a smaller brain size
� � � which can do better in controlling the ball.
When � � �� �, the improvement on the performance
becomes obvious.

2. In Figure 3(d), we present the curves of the ball-
controlling time during the competition between Ts-
inghuAeolus and my program BUTT. In this figure,
the situation is changing as the competition goes on.
At the beginning, BUTT does not perform well, and
the ball is mostly controlled by TsinghuAeolus. As
time goes by, BUTT performs much better than before
and begins to control the ball with a longer time than
TsinghuAeolus.

3. In order to observe a long term performance of agents
who play SRS with MG, we modified the half-time pa-
rameter of the SRS server, in this way agents can play
a soccer game in ���� time steps. The improvement of
our ball-controlling time have been drawn in Figure 4.

From Figure 4 the improvement of BUTT becomes
more and more obvious in a nonlinear fashion. As time
goes by, each player of BUTT adjusts its virtual value
of its strategies according to the evaluation of the cur-
rent situation. Thus the movement of players are more
and more reasonable and the role assignments are more
and more effective. From the above results, we can
demonstrate that, by adopting MG in SRS, the role as-
signments among agents can be dynamically improved
by optimizing their strategy selections.

4. From the above experiments, it is clearly that the mem-
ory size of an agent in MG is related to its performance
in SRS. Does the performance always enhance as the
� increasing?
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Figure 3. Ball-controlling time in SRS compe-
tition, where � � ���	 denotes the time step
in one game. (a)� � �; (b)� � �;(c)� �
�;(d)� � �;
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Figure 4. The ball-controlling time of BUTT vs.
TsinghuAeolus in the case of � � �� �� �.

In Figure 5, we plot the ratio � of BUTT versus Ts-
inghuAeolus using different memory size � .

� �
�����

���������������

where �� is the ball-controlling time of a team in a
competition. All the points are the average values of
five experiments. We can see that, when � � �� �� �,
the performance of our team reaches a peak value, and
the further increasing of the memory size cause a de-
duction of the performance of our team. That’s to say,
the memory size (� ) of an agent is not the larger the
better. Too large� will deduce the deterministic trend
of the game.

Why the performance of a team will not always in-
crease as the memory size increases? We can try to
analyze this phenomenon using some analytical results
by Challet and Zhang. They have explained the phase
transition phenomena in MG (as shown in Figure 7) in
paper [5]. Here,

� � ���� (9)

and

� �
�

�

�
� � �� �������

�

�
�� (10)

where ����� is the number of players selecting side �
as time step �, and � is the total number of players in
MG.

As they described, the strategy space of MG can be di-
vided into three phases. One is � �� �� region, which
means a crowded phase (Here �� is the X-coordinate
where �� is minimal.) In this region, ����� � ���� .
If � is constant, the system will differ by different
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Figure 5. The ratio of ball-controlling time by
BUTT vs TsinghuAeolus using different mem-
ory sizes.

� . The second is � 	 ��, where the fluctuations are
minimal. The third one is � �� � region, in which
��

�
	� �

� � ���  � � �
� �, where �  � is the a aver-

age actual distance of strategies between the players.

It is obvious that in Challet and Zhang’s model, the � �

is the less the better in terms of Eq. 10. From this equa-
tion, the less the fluctuation around �

�
, the smaller the

� value, showing that the better performance of a MG
system. However, in our model, we try to maximize
the effectiveness of the coordination among agents,
i.e., the ball-controlling time. From Figure 6, when
using the strategy set � � �, while our team get the
maximal ball-controlling time, the corresponding � is
about �!���. From Figure 7, we can find that, when
� 
 �!���, � 
 �, which fits our experimental result
in Figure 5.

From the above figures and analysis, we can conclude
that, MG can have agents in SRS dynamically select
their roles so as to be adaptive to the changing en-
vironment. Thus MG can improve the coordination
effectiveness among agents in a competitive situation.
Furthermore, some intrinsic characteristics of MG are
also found in the performance transition of agents in
SRS, such as the phase transition phenomenon.

6 Conclusion

In this paper, we described a challenging domain in
multi-agent research, the role assignment problem and a re-
cently emerged game theory, the Minority Game (MG). Due
to the similar characteristics between these two domains, we
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formulated MG strategies to the role assignment problem in
a particular multi-agent system: Simulation Robot Soccer
(SRS). We then presented the experimental results, compar-
ing our team (with MG strategies) to TsinghuAeolus (with-
out MG strategies) with their coordination effectiveness.

From the obtained results, we note that MG strategies re-
ally help agents in SRS make their role assignments adap-
tive to their changing environment, making the best use of
limited resources. Also we observed that there are some
important factors affect the performance of MG strategies,
such as the memory size (� ). The intrinsic phase transi-
tion phenomenon related with � is also be observed while
agents coordinate in a competitive environment.

As we know, in the previous work, players in MG are
selfish. Each player wants to win the game without coordi-
nating with the others to achieve a common goal. Although
after several cycles, there appear some collective behaviors
in the system, these behaviors are not goal-directed.

In our work, agents with MG strategies can coordinate
to achieve a common goal, i.e., to control the ball as long
as possible, by adjusting the points of their strategies pro-
portional to the real-time situation evaluation value in SRS.
This gives us a new way to study MG in real competi-
tive games, and also provides the research on multi-agent
systems with a new method to dynamically improve the
decision-making process.
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