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Mercure: Towards an Automatic E-mail Follow-up
System
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Abstract— This paper discusses the design and the approach Given the fact that more than half of the people in the
we have developed in order to deal effectively with customer e US and Canada now have an everyday access to e-mail, it is
t”;]ae";rtse;‘rt]é‘ihaeﬁor;pacl’(r:tt'ﬁg'p\g{renf'trhsétp;gtsﬁ?;]t:‘aen;tgggtt ;‘)‘l"‘stearoé important for companies to make sure that their clients can use
needed in order to deal effectively with the rather informal style this medium for customer service inquiries. In the .context of e-
encountered in the emails. In our project, called Mercure, we COMMerce, customers expect more access, continuous support

have explored three complementary approaches: classification, and increased convenience and at the same time, they are less

case-based reasoning and question-answering. tolerant of poor response time, inaccurate answers or worse,
Index Terms— Customer relationship management, automatic ~NoN-responsiveness.
e-mail response, e-mail response management, text classification, E-mail offers a number of advantages for customers com-
case-based reasoning, question-answering pared to telephone calls: there are no tedious telephone menus
and no waiting on the line for an available operator during
|. CONTEXT OF THE PROBLEM business hours; with e-mail, the customer can formulate her

HE number of free-form electronic documents availablEE9Uest any time at her own pace and can continue her normal

and needing to be processed has reached a level tEg}ivities while waiting for the answer. The answer arrives in

makes the automatic manipulation of natural language a necgS! usual mailbox and it can be kept for later reference. The
sity. Manual manipulation is both time-consuming and exper‘f—us’tOmer no I(_)nger hgs _to listen care_fully t_o_ a v_erbal answer
sive, making Natural Language Processing (NLP) techniqu@gd take the risk of missing or forgetting critical information.

very attractive. E-mail messages make up a large portion Hpwever, because there is no immediate feedback between the
the free-form aocuments available today and as e-mail b perator and the customer, the later can never be certain that

comes more and more popular, an automated e-mail answeﬁ reql:e;strhans dt;ﬁen referlxe?i. ";nad(:}'tr':nr’ 'ntfvrka\‘lst'? dn bnedtwfi\r;
service will become as necessary as an automated teleph i ope a'cljtr? _fhcustol eh S UC” orea ard and slo
service is today. with e-mail than with a telephone call.

This paper discusses the use of natural language processin or an enterpnsc_e, using e-mail aIIovys it to keep_ trgck of
for dealing with e-mail automatically. Our work was develope§® munications with its customers either for statistical or
in the context of e-mails regarding investors relations sent a;llty-cgntrol plurppsis. It.'s alzo possn'JIIe tg ?epd :ngre Ct?]m'
a specific corporation but we believe that the approach cRif'e and complex nstructions by e€-mail and to inciude other

be applied to any Customer Relationship Management (CR edia such as plctur_es, video or aud|o_cl|ps. I_n a_ddmon, I IS
application. cheaper to geographically or chronologically distribute e-mail

Although it is difficult to find reliable figures on the quality answering to operators. On the other hand, e-mail is much less

of online customer service (because of commercial interesﬁgrsonal than direct contact with customers.

and the fact that these figures are most often given by compa—AS described by Walker [25], e-mail should not be consid-

nies selling CRM systems) the following situation describe?red a Sl:_bStt'tUtﬁ for all fgle_dbacITI fr?hm c_uitto {n elr?. IrlhorQetr) to
in [1] seems to be typical: igure outjust when e-mail is really the right tool for the jo

A recent Jupiter studkpf the top 125 web sites found it is important to study this tool ogether with innovative ways

that 55% of customers expect accurate responses to to use it effectively.
e-mail within 6 hours, yet only 20% of companies
are meeting their expectations. Forty-two percent of

the sites never responded to the e-mails, took more The simplest level of e-mail answering systems is the so-

than five days to respond to the questions, or had no  called auto-respondét These systems return a static docu-
e-mail address listed on their site. ment in response to an e-mail according to the presence of
keywords in the subject or body of the message. As a variant,

_1_Jupiter Communications, “E-mail Customer Service: Taking control ¢he user can fill a set of predefined fields in a web form
Rising Customer Demand", 2000. to customize the response. An obvious drawback of these
1RALI, DIRO, Universigé de Montgal, CP 6128, Succ. Centre Ville, SyStems is that they do not analyze the content of free-form
Montréal (Qiebec) Canada, H3C 3J7apal me@ro. unontreal . ca messages. The content of the text is reduced to a small set

2 . o . ) -
CLaC Laboratory, Concordia University, 1455 de Maisonneuve BIV§if kevnwords with no r r he tr meanin f th X
West, Monteal (Quebec) Canada, H3G 1M8 ®f keywords with no regards to the true meaning of the text.

kossei m@&s. concordi a. ca

Il. CURRENT APPROACHES

2also known afAR infobots mailbotsor e-mail-on-demand
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response templates for frequently asked questions. Slots

usually filled in with information extracted manually from the | Case-based reasoning | [ Guestion-Answering |
incoming mail, although some systems seem to perform tl Retrievalireuse :

extraction automatically [19] Classiioaton

[ffacts retrieval
Some commercial systems such as Kana [17], RightNow [: [Fersonataaion | Ijjg
or XM-MailMinder [26] are aimed at optimizing the work y L -ewEmen
flow of a call-center by keeping track of customer e-mails

MAe ssage- Entreprise
helping representatives to answer by means of partially fille database
templates and providing productivity statistics on the answe v y

ing process. However, to our knowledge, these systems do | | Frener | Frever |
use any NLP technology outside spell-checking and regulcu
expression matching. Some systems also perform text cl@ﬁi 6.
sification (using learning technigues from annotated corpora
or regular expressions) to categorize the incoming message
into general pre-defined classes (e.g. requests, congratulations,

complaints,...). Thee-mail can then be routed to the appro-on Specific dates, buying and selling plans, explanations about

priate department or representative or, with specific categori&',rrent events of the company; and also regard more routine is-

can even be answered automatically or deleted in the casedf> such as address changes, lost of certificate, etc. Although
spam the e-mail service is limited to administrative matters and that

An early work on the automatic generation of appropriatBOj“diCial responsibility can be attributed to late or even false

answers to customer requests was performed by Coch [@ swers, timely and exact responses are essential for keeping

[10] who developed a system to generate answers to co -IOd redlatlotns W:jth w:veztohrs. i tv dealt with
plaint letters from clients of La Redoute (a large French mail- n order to understand how e-mail IS currently dealt wi

order corporation). As letters were not in electronic format, ithin BCE_’ we studied a_prellmlnary corpus of more than
the reading, the extraction and the decision was perform 00 e-mails sent to the investors relation department. The

manually, but the production of a well-formed response Wa@alysiS showed that.the e-mail yaried considerably with re-
done automatically. Through a formal blind evaluation, Cocﬂards. to the level of difficulty required to analyze them: some
demonstrated that the best responses (according to spe 'ﬁ@at'lls were short etm%asked f(?[r?factur?: antsr:/v er often foqtnd
criteria) are still the human-generated ones, but that the use giectly in a corporate documentation, whiie others were quite

a hybrid template-based Natural Language Generation (NLf%"g and answering them required deeper research and in-

system produced acceptable responses at a much faster r _mat|_on gathering from various sources. Becau_se of this,
we believed that a single technique could not suffice to deal

I1l. M ERCURE with all e-mails, and we decided to try three complementary

Bell Canada Enterprises (BCE) is a large Canadian corpoFSthiqueS in parallel and then to determine which one seems

tion offering communication and entertainment services sudfior® appropriate given specific e-mail characteristics. Even-

as telephone, internet and television to private and commercidlly: @ combination of these techniques could be used in
éeal implementation. Figure Il shows the three techniques

customers. To keep its competitive edge, its customer servi ) e )
must be efficient and cost-effective. In order to achieve thi§XPlored in Mercure: text classification, case-based reasoning
BCE asked the Bell University Laboratories (BUL) to study?"d duestion-answering. The following subsections will de-
the problem of e-mail follow-up in cooperation with the RALISCrPe €ach technique in greater detail.
(Recherche Applique en Linguistique Informatiddabora-
tory. This has resulted in Mercufea 4 year study, also fundedA. Classification
by a Cooperative Research and Development grant from theClassification of documents is a well known problem, but
National Science and Engineering Research Council (NSEREily recently has it been possible to use computers to separate
of Canada. texts into predefined categories according to their contents.
After a preliminary study on a corpus of e-mails dealinghe result of classification can be seen as a summary repre-
with printer related problems [18], we focused on customefentation of the topic of a set of similar documents in order to
e-mails sent to a specific department at BCE: the investasgse the finding of related documents. Assigning a document
relations department. This department receives and answgysa certain class is not always a clear cut decision as a
e-mails of current and potential investors sent to the addragscument may differ considerably from the others or could be
investors.rel ati ons@oce. ca. The e-mails are often assigned to more than one class. Text classification is typically
requests for annual reports, press releases, but sometimes geiformed using standard machine learning techniques and
tain more complex financial questions such as values of stodkgormation retrieval term weighting schemes. Word distribu-
3applied Research in Computational Linguistics tion is a good feature for discriminating among categories and

4French name for Mercury, the roman god who was messenger of the ottr%rCIaSS'fy a new document to its most approprlat(.a_cat.egory.
gods. Although much work has been done on the classification of

More sophisticated types of e-mail responders are includ
in e-mail management systems, and can provide pre-writt

Question analysis

Modules of the Mercure Project
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TABLE | _ . . i .
investors and their corresponding responses from financial an-
RESULTING CLASSIFICATION OF THE818 SINGLE-PURPOSE MESSAGES OF . . L . .
OUR CORPUS alysts. Case-based reasoning is similar in spirit to the way
humans reuse (and adapt) previous e-mails for answering new
Category % T Description requests. The design of a CBR email response system relies
dividend r.p.| 5% | dividend reinvestment plan on a corpus of previously answered messages, a resource that
stock split 5% | BCE stock split N is representative of the domain of discourse and of the various
dividend 5% | other questions about dividends bl tackled duri il h T h d
mailing list 7% | asking to be added or removed from| a Probiems a(_: ed during email exchanges. Tsearc . L
distribution list adaptreasoning scheme then offers a natural mapping to the
report 17% | asking for annual or trimestrial reports two phases of email response, i.e. the analysis of incoming
share price | 29% | value of BCE stock t d th thesi f rel t = ted
general 320 | other requests an e synthesis of relevant responses. Presente

from a client perspective, the CBR module attempts to reuse
messages in the SENT mailbox of the analyst’s email software
. ) ] to suggest responses to new messages incoming in the INBOX.
newspaper articles through techniques sudk mearest neigh- oy processing is divided into three main phases (retrieval of
bors [13], naive Bayeg15], decision trees such as CART [4]ca5es, reuse of cases and personalization of the answer). Each
and 1D3 [16]. Fewer projects have addressed the problem b, is now described below and has been implemented in a
e-mail classification [8], [11]. A notable exception is theprototype Java-based mail client.
classification obpam which has attracted some interest in this 1) Retrieval of casesThis phase compares a new message
problem and has even spurred an open-source project [14]yith the ones previously received, in order to find a similar
~ In the context of BCE, a seemingly simple problem is dealsne and reuse its answer. During our initial experimentation,
ing with the intricacies of the contents of e-mail such age similarity between messages was established based on
headerg,, citations, attachments, HTML part;, etc. that, in SORMe comparison of a tf.idf (term frequencinverse document
caseshide the text content and creates noise for the classfequency) vectorial representation of the message content.
fier. After removing thisnoisg Dubois [12] managed to ex- ysing a cosine function to compute global similarity provides
tract the content of the e-mails in order to build a corpug precision of approximately 57.9%. This is similar to the
of 1568 message and follow-up pairs sent between June 1gr%é)ults of comparable experiments with FAQs [7]. However,
and November 2000 tonvest ors. rel ati ons@ce. ca. the pature of our cases can be exploited to improve some as-
Thesg_ e-mails were use_d by Dubpls to study many types_;‘j’écts of the retrieval phase. As the selection of wrong answers
classifiers (k nearest neighbors with k=10,20,30,40,50, naiygquires additional manipulation by the user of the system, it
Bayes network and Ripper) on different number of classes jmportant to optimize the ranking of the most relevant(s)
(5,10 and 22), with or without preprocessing (numeral and St‘i‘)%\se(s) to ensure the production of a relevant response.
word removal or stemming, truncating words or not) and using For improving the performance of the retrieval phase, we
different separation of corpus between training and validatigs; considered the classical word relationships but it required
sets. About 150 conflguratlons have been tested with a succgiSexact correspondence of words (or key-phrases or ngrams).
rate of about 50%. The main cause for errors was the noigg gyercome this constraint, some authors [6], [7] have made
brought by the fact that some messages dealt with more thagy of existing linguistic resources (e.g. thesaurus) to establish
one subject or were part of a multi-message exchange. SQuk semantic similarity of different words that have related
was decided to work with only single-topic e-mails. With SiMmeanings. This approach does not transpose well to our prob-
ilar configurations as in the previous case and combination gf, as, to our knowledge, no domain specific resources are
them (210 in total), results raised to 90% for 5 categories, 80%0ailable.
for 10 categories and 67% for 22 categories. After studying the gjnce textual responses provided by a limited number of
confusion matrices for all these cases, Dubois finally choosgfaysts are more similar (based on word distribution) than
the 6 categories (plus orgenera) shown in table IlI-A. With ey ests sent by many different investors, we conjectured that
these categories, a success rate of about 80% was obtained;giliarity should be more easily established when the tex-
a 144 e- mail test set for March 2002, a period not containggy) responses are also taken into account during the retrieval
in the learning set. _ phase. We combined both of the above possibilities into a
These results are adequate in the context of Mercure becagﬁ@e scheme. A textual case can be seen as the linguistic
e-mail of some of these classesividend r.p.andmailing lis)  conyersionof a textual problem into a corresponding textual
are already being forwarded to people outside of BCE. Megpytion. The case base then corresponds to a mapping from
sages of theeport category are answered by simply mailing, requestlanguage (problem) to sesponselanguage (solu-

the desired report. tion). The finding of associations, captured as co-occurrences,
provides indications that the occurrence of problem words
B. Case-Based Reasoning increases the likelihood of the presence of some other words in

The second approach we are investigating is the applicatiHHa soluti_on. To obtain the co-occurences, we collect the count
of textual case-based reasoning (CBR) techniques to genef@k!l pairs of words coming respectively from the requests
responses to incoming email messages. This CBR moddid their corresponding responses, and we select the most

exploits a corpus of email messages comprising requests fr§fgnificant ones based on the mutual information metric [21].
The approach we are currently using of inserting the associ-
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ations in the retrieval phase is inspired from query expansiamcludes, for instance, names of companies, individuals, fi-
techniques. The incoming problem description (the investorngancial factors, dates and time references. These expressions
request) is expanded into a vector of response terms providmmrespond to nhamed entities and can be identified using in-
by the lists of co-occurrences. Similarity of the cases thdormation extraction techniques (IE). IE techniques identify,
corresponds to the weighted sum of both problem and solutiosing either rule patterns or statistical models, information
vector cosine. Experimentation [20] conducted on 102 tefbm textual documents to be converted into a template-based
requests indicates that the expansion scheme slightly improvepresentation. As we did during the first phase of the project,
the overall precision (62.0% vs. 57.9%) of the retrieval phasge make use of extraction patterns and lexicons (lists of com-
and preserves the rank of the first pertinent solution in the sippany names, titles, acronyms and frequent financial terms).
ilarity list (2.01 vs. 1.96). The most significant improvement Substitutions of these entities are partly conducted using
has been observed for the test messages where the responaeride-based approach. Replacement of individual names and
not directly addressing the request (e.g. redirection to a genecmmpanies is based on the roles of the messages entities.
web site address following the request of specific documenibe role is determined by the type of patterns used during
or financial information). For this category of message, thextraction, mostly based on the part-of-speech and the terms
precision is almost doubled (80.1% vs. 51.0%) and the apreceding/following the entities. For instance, expressions like
erage rank is reduced to a very good level (1.33 vs. 2.38Bincerely, John Smith’“to purchase Nortel shares"“reg-

For the other messages, the precision is mostly preserved Istitred with Montreal Trust’ could provide indications of the

we observed some degradation for the routine messagesnsssage sender, subsidiary company and financial institution
the expansion scheme introduces some noise in the interregpectively. However, as the Investor Relations domain does
representation of the textual cases. This result is however imet offer much predictability, the elicitation of domain rules for
teresting as responses are built from a limited number of tmemeric information (dates, price, factors?) remains difficult
most highly ranked cases (usually the first one). And, moahd such substitutions rely mostly on the user.

importantly, we expect that the selection of a judicious trade-

pff between request and solution similarities will bring furtheg Question-Answering

improvement. . . . .

2) Reuse of previous case®ur application presents strong Man_y of the e-mails sent_ to corporaﬂons are asking for in-
incentives to implement some adaptations of previous respor@é@.apon and can be_ considered as ques'qons L custorr_]ers
While complete reformulation of past textual responses f(B? which re_presentgtwes ShOL."d answer in the.best poss[ble
diverse situations is beyond the capability of current CBR a y. The third tec-hnlque used 'S bqsed on Question-Answering
NLP techniques, some of these techniques can neverthel 'sa‘) technology: the t"?lSk of f|r_1d|ng an exact answer to a
help to personalize past messages and preserve the relev gral Ian_guage ql_Jestlon [2.4] in a large set of docum_ents.
of cases with the context of the new incoming request. In th € question type is determined by the presence (.)f trigger
CBR literature, case adaptation (i.e. case reuse) has exclusi [ases (e.gwhere how many how much, which indicate

been conducted for structural cases and mostly correspond% type .Of the answer requwed (elgcation, nu_mbe_r, mongy
modifying the values of pre-selected solution features. In ormation retrieval is typically performed to identify a subset

textual setting like our email response domain, such a schel%ethe documents a_n_d a set of passages that may contain the
gnswer. Named entities are then extracted from these passages

structured. Therefore, prior to the modification of the conteﬁﬁnd _seman_ncglly tagged and the string cqnt_ammg the best
oring entity is retained as the answer. Within Mercure, we

of the messages, we need to determine what portions of tg%
n

: e . ve developed Quantum [22] tiaditional QA system with
responses are good candidates for modification. Given a %iph we participated in the QA-track of TREC and that will

message and some past solutions selected during the retr%&used as a basis for our work in e-mail answerin
phase, we have implemented the reuse of textual cases . ) S 9.
A differs from e-mail answering in several aspects. Gen-

three-step process: _ . N .
erally speaking, e-mail answering involvasalyzinga longer

D |Qent|f;]cat|on of p)lassaggs fr? r determmlfn% the te_xt POfext andformulatinga linguistically-motivated answer, while
_tlonst atare applicable |r_1t _ecc_)ntexto the new INCOMy A (akes a short and explicit question as input and focuses
ing request. Statistical distributions, captured as wo

> . { locating the answer. Issues in discourse analysis and gen-
alignments [S], can be. used for this tqsk; eration must therefore be addressed in e-mail answering, but
2) message personallz'a.mon that determines what text PRGE in QA. In addition, questions, at least in systems par-
tlons_ are to be mo_d|f|_ed; . ticipating to the TREC evaluations, are restricted to specific
3) pruning and subst|tut_|on_ for removal of |_rrelevant Pas; pes such awho, why, where, .but pertain to an unrestricted
Sages and the subst_|tut|ons of the portions to be p iscourse domain. On the other hand, in e-mail answering, the
sonallzeq. I.n NLP, this corresponds t‘? a query—relevaabestions are of unrestricted type, but the discourse domain
summgnzaﬂon process [3], more specifically to the cong typically restricted. E-mail answering thus involves finding
densation of a text based on the terms of a request. passages from the textual knowledge base that best relate to the
3) Personalization of the messagdersonalization of mes- jncoming message and sending the passages as is to the user.

sages refers to the capacity to detect some factual informatipRis is the avenue currently being pursued by Luc Blanger[2]
in the messages and to substitute them in the responses. TRifis Ph.D. thesis.
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IV. TRANSFER TO THE INDUSTRY REFERENCES

In order to make sure that the technology we develope(l] Banter Inc.  Natural language engines for advanced customer

in our lab could be transferred to the operational context of irnézrl?i(:trigrgoezég(l)lht " http:// wwmv. real market . comd
BCE, we installed a mirror mail server with the same hardwarey) | ¢ Belanger. Le traitement automatisfes courriels pour les services

and software configuration as the one used by BCE. We also aux investisseurs: une approche par la questmomse. Technical
made arrangements to receive a copy of all e-mails sent to report, DEpartement d'informatiqgue et RO - Univessidle Montgal,
mvesto_rs relations at B_CE ar_1d this enabled us t_o build ] A. Berger and V. Mittal. Query-relevant summarization using FAQs.
dynamic corpus of e-mails which was used for testing: these In Proceedings of the 38th Annual Meeting of the Association for

new e-mails deal with the same domains as the ones used foy Computational Linguistics (ACLpages 294-301, Hong-Kong, 2000.
loDi h . f th | ifier h ﬁ{ L. Breiman, J.H. Friedman, R. A. Olshen, and C. J. Std@lassification
developing the system. A version of the classifier has been’ ;ng regression Treesvadsworth Int. Group, 1984.

installed in the BCE mail server but administrative delaygs] P. Brown, J. Cocke, S. Della Pietra, V. Della Pietra, R. Jelinek,

and change of personnel did not allow a complete integration F-and Mercer, and P. Roossin. A statistical approach to machine
. h h The CBR and ti A . translation. Computational Linguistics16(2):79-85, 1990.
Into the answering process. e and Question- ”SWGV'Q@] S. Brininghaus and K. Ashley. Bootstrapping case base development

modules are being developed separately and will eventually be with annotated case summaries. Rroceedings of ICCBR-99, Lecture

integrated into the mail server. Notes in Computer Science 165fages 59-73. Springer Verlag, 1999.
9 [7] R. Burke, K. Hammond, V. Kulyukin, S. Lytinen, N. Tomuro, and

S. Schoenberg. Question Answering from Frequently-Asked Question

V. CONCLUSION AND FUTURE WORK Files: Experiences with the FAQ Finder SysteiiMagazing 18(2):57—
. . 66, 1997.
In this paper we have described the research conductgg| s. Busemann, S. Schmeier, and R. Arens. Message Classification in

within the Mercure project, aimed at the automatic follow-  the Call Center. IrProceedings of ANLP-200@pages 159-165, Seattle,

. e 2000.
UP of e-mail messageg. The work \_Nas performeq specmcal%] J. Coch. Evaluating and comparing three text-production techniques. In
with a corpus of e-mails from the investors relations depart- ~ proceedings of COLING-98Copenhagen, Dannemark, 1996.
ment of Bell Canada Enterprises. As the e-mails were nidfl J. Coch and J. Magnoler. Quality tests for a mail generation system. In

: : ‘g Proceedings of Linguistic Engineerinylontpellier, France, 1995.
homogeneous in their textual characteristics, we explored thr ) W. Cohen. Learning rules that classify e-mail.Aroceeding of the 1996

complementary approaches: text classification, case-based rea- AAAl Spring Symposium on Machine Learning in Information Access
soning and question-answering. Our experience with e-mail 1996.

o - :412] Julien Dubois. Classification automatique de courmdectronique.
classification was not very fruitful. As the classes consid Master's thesis, Universitde Monteal, 2002.

ered were very much related, the standard word distributigre] R. 0. Duda and P.E. HartPattern classification and scene analysis
approach showed insufficient discrimination power. However, ~John Wiley & Sons, 1973.

. : . . 4] John Graham-Cumming. Popfile - automatic email classification, 2003.
it would be interesting to compare our results with hum 5] T. Joachims. A probabilistic analysis of the rocchio algorithm with tfidf

classification to have an upper bound measure of what we can for text categorisation. In D.H. Fisher, edit®oceedings of the 14th
hope to achieve. This would allow us to evaluate whether the International Conference on Machine Learnjngages 143-151, San

e : : : Francisco, 1997. Morgan Kaufmann.
approach needs to be modified or if the task is S|mply t 6] Quinlan J.R. Induction on decision tredglachine Learning 1(1):81—

difficult. The 2 other approaches are still under development.” 106, 1986.
The case-based reasoning module seems promising and [ifE www.kana.com. 1999.

. Leila Kosseim, Stphane Beauregard, and Guy Lapalme. Using informa-
research performed so far seems to show that an Importm tion extraction and natural language generation to answer e-Daih

number of messages can be answered using this technique. Fi- & Knowledge Engineering38:85-100, 2001.
nally, the question-answering approach still needs more woik9] Y. Lallement and M. Fox. Interact: A Staged Approach to Customer

: : - : : Service Automation. In H. Hamilton and Q. Yang, edito@anadian
especially to identify the question in the texts. Al 2000 LNAI 1822, pages 164-175, Berlin, 2000. Springler-Verlag.

Once the case-based reasoning and the question-answepiog Luc Lamontagne, Philippe Langlais, and Guy Lapalme. Using statistical
modules are in place, we plan to evaluate each approach on word associations for the retrieval of stronglly-textual cases=ltmida

. Cmai . Artificial Intelligence Research Science (FLAIRS) 20p&ge 7 pages,
different sets of e-mails so as to measure how appropriate each Augustine, Florida, 2003.

approach is as a function of specific e-mail characteristics sugh] c. Manning and H. Saitze. Foundations of Statistical Natural Lan-
as e-mail length, category, etc. This will allow us to combine  guage ProcessingMIT Press, 1999.

: : : ] Luc Plamondon, Leila Kosseim, and Guy Lapalme. The QUANTUM
the three approaCheS either by running then in paraIIeI a guestion answering system at trec-11. In E.M. Vorhees and D.K.

combining their result, or by using one approach and revert to Harman, editorsThe Eleventh Text REtrieval Conference (TREC-2002)

another if the previous one is unable to produce an appropria%e EQQESN 670_$77H G?itherstFQ,RMDi Nover?(ber 2|0é)2- NIIEST.' 2002
answer with enough confidence. [23] RightNow Technologies. evelation Knowledge Engine, 2002.

http://ww.right now. com
[24] Proceedings of the Tenth Text REtrieval Conference (TREGjhers-
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