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ANAPHORA RESOLUTION

By Ruslan Mitkov, Longman, 2002, ISBN: 0582325056

sider the following clarifying example thus, Mitkov is addressing a wide au-
from a British World War Il anti-raid dience and illustrating concisely, yet

i — leaflet: thoroughly, the needed prerequisites. In
ANAPHORA “If an incendiary bomb drops next to “Einstein; felt he; was on the right track”
RESOLUTION , o i i

you, don’t loose your head. Pittin a he refers to Einstein (hence we put the
bucket and coveit with sand.” same indices$). In this case we are lucky

If this raised eyebrows - don’t worry there is only one possible itefre could
- it is meant to. Indeed “it” could stand Point back to. Mitkov stresses that more
for (or refer to) either of the two objects ©ften than not in normal circumstances
mentioned before it, “bomb” and “head”. (t€xts be them monologues or dialogues)
Reviewed by Nicolas Nicolov ~ The authors meant the former, but théhere would be a number of items that
rules of language have a tendency t&ould potentially be referred to; this am-
In the past two decades, as the amouritias readers to picking the latter. ButPiguity gives rise to the need for resolv-
of available information has been grow-then “head’s are not the usual thingdnd the correct anaphor (previous item).
ing almost exponentially and data haone puts in buckets and covers withAlthough as humans we are amazingly
become ever so plentiful, the gap besand. What anaphora resolution, whei§00d at picking the right referent (the
tween existing knowledge resources (irdone correctly, enables us and systems f§chnical term for the previous item is
textual, audio and video form) anddo, is to merge the previous informationantecedent for machines this is by far
the ability of computer systems to ex-about an entity with the new informa- N0t SO straightforward. While the discus-
tract that very knowledge has also beetion we encounter. Collecting dispersecfion SO far might misleadingly suggest
alarmingly widening. The dream of hav-pieces of information on an object ul-it IS only pronouns that have the magic
ing a piece of wood becoming hu-timately builds a fuller picture about Property of making us search our men-
man, speak andnderstand(Pinocchio) it; in technical parlance, systems carf@! representations for maiching items
has developed into the idea of hav-store the isolated pieces of knowledgdPronominal anaphors), Mitkov quickly
ing machines not onlyspeak but also in a knowledge base associated with th@'ves a _comprehenswe_cIaSS|_f|cat|_on_ of
autonomouslylearn - that is, acquire sameobject. And the more information @naphoric phenomena, including *invis-
knowledge about the world from their we have in the knowledge base, the mor&!€ things” ¢ero anaphorbeing able to
language interactions with the environ-new information can be automaticallymagically refer back. The mystery is due
ment (as SIm@ne, a simulated computdnferred (perhaps using the automated® @ peculiarity of Romance languages;
agent, does in a Andrew Niccol's 2002theorem proving technique of resolutionin the ltalian example, “Judy e’ molto
movie with Al Pacino). The latter aspectas in Horn clause logic). So think of ntelligente; si e’ laureata alla Edinburgh
of understanding language has been aanaphora as the delicate balance betwedifliversity” (*Judy is very intelligent;
eagerly anticipated event by early Alconciseness of communication and théShel is a graduate of Edinburgh Univer-
researchers, which, by the way, didn’tability of humans to understand eactsity’), ltalian allows, actually expects,
fail to be faced with at times bitter dis- other. speakers to drop the pronoun “she” be-
appointments in those initial years; re- A number of applications, Mitkov caus? t_he,morpholcigy of the ( reﬂ(_axwe)
cently focus has shifted to more tractableays, hinge on systems being able tgerb SI € laureata [3rd person singu-
concrete problems that allows us to makelo anaphora resolution right: machine!ar’ femlnlne] makes. I clgar that Judy
progress in building models that take adtranslation, automatic abstracting, infor-"> the intended subject in the second
vantage of enhanced Natural Languagenation extraction, question answering.sentenCé'
Processing (NLP) capabilities. NLP is the arena where the computer Conversely languages also allow for
Anaphoradescribes the language phescientist meets the linguist; approachepointing back to entities that haven't
nomenon of referring to a previouslyto anaphora resolution require intricatebeen mentioned explicitly: “As John was
mentionedentity (also calledobjector understanding of language phenomendriving, a rabbit jumped on to the road
evenj; anaphora resolutionis the pro- and making them operational requiresand John slammed on the breaks.” “the
cess of finding that previous item. Con-solid computer science. In the bookbreaks” refers to the vehicle John is driv-
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2Incidentally, if you ever wondered why in ltalian we can skip the pronouns when the [3rd person singular, present tense] verb provides such strong
indications as what the pronoun could be and in English in the same situation we cannot - rest assured in Italian all other pronouns are dropp (hence al
the name pro-drop languages). In English the verbs forms for present tense verbs which are not [3rd person singular] are the same and speakers of Englis

would have a harder task of picking the right antecedent.
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ing which was not mentioned explicitly. emerged in early 1980s to deal with it.building anaphora resolution engines is
Mitkov then goes on to describe Mitkov does empower the reader withfully revealed. The goal is to describe
declaratively what knowledge sourcessuccinct coverage of the theories and fully automatic, knowledge-poor, mul-
are evolved in the process of anaphoréghe knowledge-intensive techniques otilingual system. Mitkov does notice a
resolution. Consider “The childrerhad the 80s. Al wasn't “situated” then anddrop of performance when the system
sweets. They, were deli " researchers would make assumptionaorks on real output of pre-processing
Substituting “delighted” and “delicious” about what (pre-)processing was availcomponents which are not perfect and
for the last word yields two different able to them making for elegant theoretmake errors; he suggests that previous
antecedents for the pronoun “they”, “theical frameworks but not resulting in sys-research should be examined critically
children” and “the sweets” respectivelytems that could easily be applied in pracin view of many systems having been
(linguists routinely use substitution teststice. Mitkov contrasts this knowledge- evaluated under the assumption that they
to demonstrate certain constructions aritensive approach with later develop-had had access to perfect preprocessing
possible and others are kind of odd)ments that impose fewer requirementsf the input.
The example is a clear case where sesn the depths of preprocessing. He calls The proliferation of approaches and
mantic knowledge about what entitiesthese techniques knowledge-poor, and a§stems begs the question “How do
can be delighted and what entities camne might guess, these are techniqugs a5 a natural language engineer,
be delicious helps in picking the rightthat derive their “poor” knowledge from .pqose among alternative anaphora res-
antecedent. corpora. “The pressing need for the degytion engines?” Corpora with coref-
Returning to the applications that needrelopment of robust and inexpensive sogrence links allow direct comparisons.
or greatly benefit from anaphora resodutions to meet the demands of practiyitkov draws a distinction between eval-
lution engines, machine translation carcal NLP systems encouraged many regating an anaphora resolution algorithm
take advantage of them, using similarsearchers to move away from extensiveng evaluating an anaphora resolution
anaphoric expressions in the transladomain and linguistic knowledge andengine as a component of a larger sys-
tion output if the languages are closeto embark instead upon knowledge-poofem. For algorithms he presents preci-
(e.g., translating from Norwegian into anaphora resolution strategies.” (Paggjon and recall measures, performance
Swedish). Automatic abstracting (sum-94). An additional factor that enabledmeasyres, comparative evaluation tasks
marization), information extraction andless knowledge-intensive approaches tgnq component measures. For systems
question answering all stress the neede explored was the availability of both pmitkov presents an evaluation work-
of being able to piece together kr_lowl_-common tools and corpora that perpench where in a plug-and-play mode
edge about entities or events which ismitted the use of machine learninggifferent engines can be substituted for
spread through the information sourceechniques. And finally the field was and the change in performance charac-
(not all facts about a person are stategiewed ripe enough that conferences inggristics observed.
at the point when they are first in-cluded tracks on resolving anaphors - . . .
troduced in the text). Something thatthe Message Understanding Conferences Finally, Mitkov concludes by taking
Mitkov does not mention (and tradition- (MUC6 & MUC7) gave considerable a step back and conS|der|ng the accom-
ally not considered a part of anaphoranomentum to research in the area. Morghshments of res_earch in the area of
resolution) is that anaphora plays a roleecently, the Automatic Content Extrac-"Jlnaphora resolu_t|_on so faCéntering
in the language generation process. Getion (ACE) evaluation also crucially in- theory about entities in the fpcus qf the
ting it wrong, as in our World War Il cludes resolving anaphors. Multilingual-attentlon of the spegker and listeriis-
leaflet example, brings smiles to peoity is also a factor of concern and re-S°Y's€ Representation Theoand how .
ple’s faces. And in order not to get insearchers are interested in domain- andSCOU'Se €lements are accessed, wide
wrong technical documentation guide-language-independent techniques. iy of systems using d|ffe_rent levels of
lines recognize the inherent ambiguityferent languages, though, exhibit Subﬂ&nowledge). He then _con5|ders present
of possible antecedents and explicitly trydifferences in the kinds of anaphors the hallenges and d'recuon,s of futurg re-
to reduce the chance of the reader getise and their distributions. search. Researchers actwely_workmg in
ting the antecedent wrong by avoiding Mitkov covers a lot of ground and the area of anaphora resolution as well
certain anaphoric constructions. Incidennecessarily at various points needs t'?s graduate students Sh.OUId IooI_< here
tally, writing guidelines for lazy readers refer the reader to the original source or ways 1o push the frontiers of science
resort to the same technique - save thfor greater details, though the descripVe" further.
reader the effort of finding what you tion of the techniques allows for rational S0 are we really close to the moment
meant by telling him explicitly (perhaps reconstruction of the original work. He when S1m@ne can understand the ques-
risking a bit of repetition). does, however, change pace and preseritens posed to her without Al Pacino
Anaphora was appreciated quicklyas a comprehensive case study the afrantically pushing buttons to produce
enough as a stumbling block in fur-proach and system he has been developer response? Mitkov says we are 80%
thering progress in NLP and a numbeing over the years (MARS). This is thethere but covering the remaining 20%
of theoretical approaches and systemglace in the book where the practice oWwill not be easy.
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