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An Embedded Two-Layer Feature Selection
Approach for Microarray Data Analysis

Pengyi Yang and Zili Zhang

Abstract—Feature selection is an important technique in deal- can improve the generalization property of the resulting
ing with application problems with large number of variables and classification model.

limited training samples, such as image processing, combiorial Based on the selection manners, feature selection methods
chemistry, and microarray analysis. Commonly employed feture

selection strategies can be divided into filter and wrapperin ¢an be broadly divided into filter, wrapper and embedded
this study, we propose an embedded two-layer feature selésh approaches [4]. Among them, filter and wrapper approaches
approach to combining the advantages of filter and wrapper are the most popular ones in biological data analysis. Genet
algorithms while avoiding their drawbacks. The hybrid algo- Algorithm (GA), as an advanced type of wrapper selector,

rithm, called GAEF (Genetic Algorithm with embedded filter), has been applied as the search scheme for microarray data
divides the feature selection process into two stages. In éhfirst

stage, Genetic Algorithm (GA) is employed to pre-select feares ~analysis recently [5], [6], [7]. Unlike forward selectioma
while in the second stage a filter selector is used to further backward elimination wrappers which select features ligea

identify a small feature subset for accurate sample classifation. GA selects features nonlinearly by creating feature combi-
Three benchmark microarray datasets are used to evaluate ngtions randomly. This character of GA accommodates the

the proposed algorithm. The experimental results suggesthat . PP ; ; ;
this ‘embedded two-layer feature selection strategy is abléo identification of the nonlinear relationship among feasure

improve the stability of the selection results as well as theample Moreover, GA is efficient in exploring large feature spack; [8
classification accuracy. [9], which makes it a promising solution for gene selection

Index Terms—Feature selection, Filter, Wrapper, Hybrid, Mi- of microarray. However, as many Wrapper.sglection strategi
croarrays. encountered, GA often suffers from overfitting [10] because
an inductive algorithm is usually used as the sole criterion
| INTRODUCTION in feature_ subset evaluati_on. Another prqblem is tha_t GA is

i _ unstable in feature selection because of its stochastirenat

CURSE'OF'DlMENS|ONAL|TY is @ major problem as- pyrthermore, GA is a near optimal search algorithm. This

sociated with many classification and pattern recognitiQfeans when applying GA, we are facing the risk of trapping
problems. When addressing the classification problems avithig |ocal optimal solutions. This risk rises exponentiatiith
large number of features, the classifier created will often bne increase of the feature size.
very complex with poor generalization property. This isesp  pifferent from wrapper strategies, filter approaches do not
cially true in analyzing microarray datasets which inhéiien gptimize the classification accuracy of a given inductive
have several thousand of features (genes) with only a fejyorithm directly. Instead, they try to select a featuré se
dozen of samples [1]. One effective way to deal with sudjith a predefined evaluation criterion. Examples incluele
problems is to apply feature selection technologies [2]e Thegt [11], y2-test [12], Information Gain [13] etc. Although

benefits of feature selection are as follows: filtering algorithms are superior in selecting of better gen
« Reducing the number of features to a sufficient minimualization features which often extended well on unseen, data
will cut the computational expenses. there are manifold disadvantages they suffered from. Igirst

« Feature selection can reduce the noise introduced in tiieering approaches totally ignore the effects of the deléc
classification process, which then will improve sampleature subset on the performance of the inductive algarith
classification accuracy. However, the performance of the inductive algorithm may be

« From the biological perspective, minimizing feature sizerucial for accurate phenotype classification [14]. Setgnd
can help the researchers to concentrate on the seledikéring approaches are often deterministic and greedgdas
genes for biological validation etc. This leads to only one feature profile being selected, which

« The higher the ratio of the number of training samplg often suboptimal, whereas a different feature profile may
to the number of features used by classifier, the betiefoduce better classification results. Moreover, Jaegel.et
the generalization ability of the resulting classifier [3]Jdemonstrated that in microarray data analysis genes @otain
In other words, minimizing the size of the featurepy aggressive reduction with filter based methods are often

Pengyi Yang is with School of Information Technologies (J1Zhe hlghIY.correlated Wlth each other, thU§,_ reFjundant [15]. In

University of Sydney, NSW 2006, Australia. classifier construction and sample classification, sucldarre

E-mail: yangpy@it.usyd.edu.au dant feature set often increases the model complexity while
Zili Zhang is with Faculty of Computer and Information Saien Southwest decreases the generality [3]

University Chongqging 400715, China; School of Informatidachnology, . .
Deakin University, Geelong, Victoria, Australia, 3217. In order to combine the strengths of filter and wrapper

E-mail: zili.zhang@deakin.edu.au approaches while avoiding their drawbacks, we recently in-

December 2009 Vol.10 No.1 IEEE Intelligent Informatics Bulletin



Feature Article: Pengyi Yang and Zili Zhang 25

troduced several hybrid feature selection strategies [16]. [I. EMBEDDED TWO-LAYER FEATURE SELECTION

In those studies, however, the filtering algorithm is uséldeei APPROACH

as prior evaluator [16] or an intermediate scoring critélidl. A System Overview

In this study, we gives the filtering algorithm more control . . .
: From the data mining perspective, each sample in

over the feature selection results and propose an embed eg . )
) L dataset is commonly described as a vector of the form

two-layer feature selection framework. The aim is to tgsti si=lf, f fl, (i = 1,....m), wherem is the number of

whether such formulation could improve sample classifigati ~° /172> = Jnds A% = %000 70

accuracy and feature selection stability. This approastifies samples and is the number of the features. The dataset is de-
' ribed as an x n Matrix Dy ={(81,41), (82, ¥2), (Sm, Ym )},

its name because a filter algorithm is embedded in the évv'%were Ji is the class value of theth sample. Feature Se-

algorithm. The embedded filter is used to evaluate and redyce; ~ 7! .
ection is essentially to generate a reduced feature vector

the feature subsets randomly generated by GA and then fegd , : . i
S7=[f1, f2, .-, fd], (si C s;) which confines the dataset matrix

the reduced subsets to the inductive algorithm for patteirnf'{0 Dona={(8, 31), (S, 32). 8/, , ym)} With the expectation

recognition. Hence, the feature selection process is broke :
into two stages. We named it GAEF (Genetic Algorithm Witﬁo reduce the noisy and redundancy. The proposed GAEF

embedded filter) for convenience. Different from many hgibriapprO?Ch utilizes a standard GA as the first layer of feature
; ) . . selection to generate and select large, pre-selectedréeatu
methods relying on manipulating learning datasets [18§ th

/= / . .
embedded two-layer feature selection model has foIIowir%Jbsetssi_[fl.’fQ’“"fdl]’ (s; C si). The embedded filter
advantages: gorithm which serves as the second layer of feature se-

lection is used to further determine a compact feature subse
s/=[f1, fa, ..., fa,), (8] C s}) from each pre-selected feature
« With the random selection of GA and the pattern recogubset of GA. Those further selected feature subsets ane the
nition of the classifier, stochastic nature is integrated infed into the classification algorithm for pattern recogmitiFor
the hybrid system as well as the performance informati@®nvenience, and without loss of generality, we simplifg th
of the inductive algorithm. notation ofs; to s in the rest of the paper. Figure 1 illustrates
« The unstable issue of GA is minimized because GA t§e work flow of the GAEF model.
designated to pre-select a very large feature subset whilelhe algorithm performs following steps:
the final feature set is actually determined by the filterS1: Initially, GA randomly creates a set of chromosomes

algorithm embedded in it. which representing various pre-selected feature subsets.

« Since GA only “loosely” selects a large feature subsetS2: Filter algorithm is invoked to select a further reduced
the possibility of trapping into a suboptimal solution is feature subset from each pre-selected feature subset
minimized while generalization property is enhanced. provided in GA chromosome.

« The integration of the performance information of a givenS3: Feature sets selected by filter are then fed into classifie
classifier in sample classification is used to minimize the  for sample classification and pattern recognition. After

correlation of the filter selected features implicitly, ukts a classifier evaluates a given feature subset, it returns
ing in a redundancy reduced and information enriched the classification strength of this feature subset to its
feature subset. corresponding pre-selected feature subset.

S4: After the whole population are evaluated, GA selects
favorite chromosomes that can produce good feature
subsets with a given filter in sample classification.

The crossover and mutation operations are then con-
ducted on the selected chromosomes with a predefined

Therefore, this GAEF algorithm is expected to possess
more stable and generalization quality in feature selectio gg.
which contribute to a higher sample classification accuracy
comparing with those obtained by applying its components

Pc (probability of crossover) and,; (probability of
alone. We apply the proposed method to three benchmark  ation), respectively, and the next generation begins.
microarray datasets, including binary-class as well astimul qg.

o = ' S6: Repeat steps 2-5 until terminating generation is rehche
class classification problems. The empirical results obthi

) ) and the final filter selected feature subsets are collected
by using the proposed model are compared with those ob- 55 the gptimal feature profiles for sample classification
tained by using GA wrapper and filter algorithms individyall and pattern recognition.

Moreover, the classification results of a popular GA/KNN

algorithm developed by Li et al. [5] for microarray dataB Subset Evaluation and Selection

analysis are provided as the third yardstick. It's worthimpt i o

that the proposed algorithm can also be applied to otheurfeat In GA, the goodness of a candidate solution is evaluated by

selection domains such as image processing and combmlatdiiculating a given fitness function using the bits configiara
chemistry with minor modification. of this solution. In feature selection, such fitness furrctsof-

ten defined as the simple classification accuracy. Howewer, t
The paper is organized as follows: In Section Il, we preseptoblem of using simple classification accuracy is that when
the overview of the proposed method. In Section Ill, ththe numbers of samples in different classes are imbalatioed,
implementation and evaluation issues are detailed. Set¥fo fithess score provided by such a measure could be misleading
provides the experimental results while Section V and 8acti[19]. This can be shown with following examples. Suppose a
VI discuss and conclude of the paper. binary-class dataset contains 5 samples from class A and 45
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Fig. 1. GAEF work flow. GA is used to produce large, pre-sel@atandidate feature sets and a filter algorithm is invokesketect a compact feature set
from those pre-selected sets for sample classification.

samples from class B. If a classifier misclassifies all samplment selection is a good trade-off. Formally, the winner is
in class A but correctly classifies other 45 samples in class @etermined as follows:

the fitness score produced by simple classification accuracy

measure is45/50 x 100 = 90%. However, no differential ) ) )

pattern is actually identified by the classifier, and the ltesy Winner = arg ruax fitnessi(R(s)) (i=1,2,3) (3)
feature subset is in fact useless for sample separationsefim . . .

data. The problem worsen if the dataset at hand is muI¥V—here R(.) is the random func_tlon which rf?mdo.mly selects
class. To overcome such problems, we utilized a balanc§(§lture.SUbset fr_om the populatishof GA, while fitness(.)
classification accuracy for feature subset evaluation anest etermines the fitness of the randomly selected featuretibs
calculation. Fitness function derived from such a balanced

classification accuracy is defined as: C. Filters
S Se, x2-test and Information Gain are popular filtering algo-
fitness(s) = &4=1—1 (1) rithms and are commonly used in gene selection of microar-
C

rays [12], [13]. We used this two types of filtering algoritbm
where c denotes the number of classes in the dataset,sangor forming the proposed hybrid algorithm, respectivelyh&x
denotes the subset under evaluati§a; denotes the classifi- used for feature selection purposg-test can be considered
cation sensitivity of the samples in classvhich is calculated as to evaluating occurrence of certain value of a feature and
as follows: occurrence of the class. The feature is then ranked witheotsp

P to the following quantity:

Se; = N]iv x 100, 2)

K3

—~ (N(f =v,¢i)) = B(f =v,ci))
- b 2 - b 2

where NP denotes the number of true positive classification X (f) = Z Z E(f=v,¢) )
of samples in clasg, and N; denotes the total number of vevii=l ’
samples in classg. For previous example, the fithess scoresherec;, (i = 1,...,m) denotes the possible classes of the
given by this balanced accuracy measur@j$+45/45)/2 = dataset, whilef is the feature that has a set of possible values
50%. This result is significantly lower than that of simpledenoted a¥’. N(f = v,¢;) andE(f = v, ¢;) are the observed
classification accuracy measure which helps to correct thed the expected co-occurrence o= v with the classe;,
fithess score. respectively.

Followed by subset evaluation, tournament selection-strat Information Gain is another type of statistic measure for
egy is used for the selection of favorite chromosomes. feature selection. It measures the number of bits of infeiona
tournament selection, larger tournament size gives faster provided in class prediction by knowing the value of feature
vergence speed of GA, and we found three member tourdegain, let ¢; belong to a set of discrete classes (1, ...,m).
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V be the set of possible values for candidate feafurdhe B. GAEF Implementation

information gain of a featur¢ is then defined as follows: A standard GA is used in GAEF implementation as the first

layer of feature selection. The population size of GA is set t

Gain(f) = — i P(c;)log P(c;) 100. We adopt single point crossover and mutation, with the
L, =1 (5) probability of 0.6 and 0.02, respectively as they produasaty

+ 3 S P(f =0)P(cs|f =v)log P(ci|f = v) classification results. Three members tournament sefectio
veV i=1 strategy is utilized for favorite chromosome selection. ivile

plemented three termination conditions. The first condii®

that the algorithm reaches the 50th generation. The seamad o
kNN is a relatively computational efficient classifier whichequires that the chromosomes in a GA generation converge

has been applied by several studies in evaluating geneiselecyy 9o, The last condition is that no fitness improvement is

[5], [6]. It calculates the similarity, called the distanad a generated in the last 5 sequential GA generations.

given instance with others and assign the given samplefto t a5 tg the GA pre-selection size, after some preliminary

class to which thé most similar samples belong. Such a simigast we decide to fix it to 400 genes as it produces good

larity can be defined as Euclidean distance, Manhattarmﬁetaexperimema| results. In regard to the second gene satectio

or Pearson’s correlation etc. We utilizédNearest Neighbor layer, we examined-test and Information Gain algorithms.

(kNN) classifier for sample classification and evaluation ef trBy exploring combining different filters, we are able to eval

“merits” of feature subsets. In our GAEF algorithm, Euciide ,e the generality of the proposed embedded two-layerreatu
distance is used for sample similarity comparison. Forynall ggjection model. Based on the previous study [24], in most

cases only a few dozen (or a few) genes are needed for sample

D. Classification

d classification. Therefore, we vary the embedded filter sielec
ED(x1,x2) = Z(xl(fi) —x2(f1))%, (fi€s) (6) ofthe gene sizes from 5 to 25 with a step of 5. Lastly, each
i=i gene subset is evaluated BN classifier. Previous studies,
wherex; andx; are two samples described by the subsetdemonstrated that small values bfsuch as odd number of
which is a feature vectdlfy, fo, ... fal. 3 and 5 often produce good classification results [5]. In our
experimentsi = 3 is arbitrarily chosen.
[1l. EXPERIMENTAL SETTINGS Table Il summarizes the parameter setting of the GAEF
A. Datasets model.
Microarray technologies make parallel evaluation of saver TABLE II
thousand of genes possible. On the contrary, the samples GAEFPARAMETER SETTINGS
collected for such evaluation are often with limited size— Parameter Value
a few dozen. Therefore, most microarray datasets are with Gsnetilc Algogthm Singlel(ggjective
Iarge number of gene features and Iimite_d number of samples, Ch?g#qggg&e 'é?ze 200
which make them ideal for the evaluation of the proposed Selector Tournament Selectior]
algorithm. In the initial experiment, we evaluated the regd Crossover Single Point (0.6)
method with three benchmark microarray datasets. The first Mutation Single Point (0.02)
_y : Termination Condition| Multiple Condition
two, namely “Colon” and “Breast”, are binary-class dataset Candidate Filter x2-test; InfoGain
which are generated from microarray studies of colon cancer Filtering Size 5 to 25 (step of 5)
Inductive Algorithm kNN

[20] and breast cancer [21], respectively. The third mio@a
dataset called “MLL" is a multi-class dataset generatednfro
a leukemia study [22]. Table | summarizes each dataset.

MICROARRAY DAT:?EB'I'LSEUISED IN EVALUATION C Correlation Evaluation
Name Colon Breast MLL As pointed out by Jaeger et al. [15], in microarray study
No. of Gene 2000 24481 15154 genes obtained by aggressive reduction with filter baset-met
N,ﬁgfj,fsé{;‘;’s'e 622 927 732 ods are often highly correlated which inevitably introduce
CL Normal (22) Relapse (46) ALL (29) noisy and redundancy. Therefore, several studies attehtpte
gg Cancer (40)  Non-relapse (51) AM'\ﬁL(léé)ZO minimize the correlation of selected genes to the minimum

[25], [26]. However, those measures try to get rid of cotiefa

in the selected gene subset all together, while such ctimela
Expression values of each gene in each dataset are nofermation may not be totally uninformative. For example,

malized into [0,1] with the mean of 0 and the variance df study [27], Xu and Zhang suggested that such correlation

1 before feeding for pattern recognition. As to the Breadiself may be used as predictor of sample class.

and the Prostate datasets, for the purpose of computationdh our algorithm, the correlation of selected genes is min-

efficiency, we conducted a Symmetrical Uncertainty analydimized in a more moderate manner. That is, through the

[23] to reduce the feature dimension from 24481 to 2000 ande of an inductive algorithm the correlation of the sekécte

from 15154 to 2000, respectively. genes is minimized implicitly. Our objective is to minimize
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the redundancy while keeping the usefulness. After all, tlsets withkNN classifier. And the last two columns provide the
reason of minimizing gene correlation is to obtain higherassification results obtained by using GAEF selected gene
classification accuracy. In our experiment, we compare tkets with embedded filters gf?-test and Information Gain,
correlation of the most frequently selected genes using trespectively. Each GA based selection method is averagied wi
proposed method to those obtained by using filter algorithrBsndependent runs.

directly. The calculation of the average correlation is as As can be readily observed, in most cases GAEF identified
follows: gene subsets produced better sample classification results
With Colon dataset, using GAEF selected gene sets we ob-
tained the average sample classification accuracy of 8386 a

S 2y — OIEDIOED)

Pl 2:) — 7y 82.46 using embedded filters gf-test and Information Gain,
(i, ;) = (7) . . . . )
s (a2 s a2 respectively. Compared with using these two filter algonith
Qoai — =) — =) directly, which produced the average classification aagura

of 73.67 and 75.98, the improvement is significant. Similar

9 i i \/ﬁ results can be observed in the analysis results of both Breas

' % P e Tir dataset and MLL dataset. The classification accuracy of GAEF

Average Correlation = n(n—1) (8) identified gene subsets for Breast dataset are 68.03 anti,67.0

) . while for MLL dataset the figures are 86.28 and 87.89, using
wherez; andz; denote the expression level of two different 2_test and Information Gain, respectively. In comparisbe, t
genes in the selection result(.) is the function of Pearson ¢|assification accuracy produced with the two filter algoris
Product-Moment correlation coefficient: denotes the total girectly are 63.69 and 63.54 for Breast dataset, and 82.69 an
samples, while: denotes the total number of genes consideregb 15 for MLL dataset. Although not so phenomenal compared
with that of Colon dataset, the improvement is still obvious
D. Cross Validation and Stability Essentially, x2-test and Information Gain produced similar

Cross validation is one of the most popular eVa|uatiogassification results regardless been used solely or eteloed

strategies. When employing cross validation, the dataset'? GA- By applying GA wrapper directly for gene subsets
commonly divided into several folds. Taking-fold cross selection, the average classification accuracy are 71.79 fo
validation as an example, while — 1 folds are used to Colon data, 64.46 for Breast data and 82.06 for MLL data.

train the classifier the remaining fold is used to evaluage ti "€ results are similar to those achieved by applying filter
classification power of the classifier on unseen data. AftBRS€d gene selection and sample classification.

each fold is used to evaluate the classification accuracy inVith regard to the stability of the classification results,

an orderly fashion, the classification accuracy of the tiass When applying GA wrapper directly, the varianeés usually
is then calculated by averaging the classification accuedcydUite 1arge, which is consistent with our assumption that GA

each fold. Cross validation is a robust evaluation methoid. | 'S unstable a_nd prone t_o local optimal _With _high feature-
particularly useful when the sample size of the dataset llsmi-SamPple ratio data. This phenomenon is evident from the
because the dataset is efficiently reused for measuringtbie eanaIyS|s results of all of the three microarray datas_etss. Fo
rate, resulting a more objective evaluation results [28fthis C©lon, Breast and MLL datasets, the average variance of
work, 5-fold stratified cross validation is utilized. the classification results are 5.29, 5.02 and 3.52, respdgti
With the consideration of the stochastic nature of GA, eaéﬁolumn 4 of Tables “I__V)' . .
GA based method is conducted with 5 independent runs,ln contrast, results yielded by using GAEF model are with

producing 5 independent cross validation results. The firgpaller variance (column 5 a_nd 6 of Tables I_II.—V)_. With
results are given in the form of “meah standard deviation” Colon dataset, the average variance of the classificatguitre

H 2
(n + o). The stability of each GA based method can then te 2.47 for thex"-test embedded model and 2.45 for the

assessed by comparing the value of the standard devi(atiorlnformation Gain embedded model. With Breast dataset, the
average variance of the classification result is 2.77 for the

x2-test embedded model and 2.82 for the Information Gain
embedded model. As to the MLL dataset, the figures are 2.05
A. Sample Classification Accuracy and 2.50 for they2-test embedded model and the Information
For comparison purpose, we experimented using GA wra@ain embedded model, respectively. These results sudgest t
per and filters ¢2-test and Information Gain) separately foby adding an embedded filter, we are able to improve the
feature selection. The classification results of each iddal stability of GA based feature selection algorithms.
selection method is compared with those obtained with GAEF.
Tables IlI-V give classification accuracy details of eacB- Comparison of GA/KNN
method, using Colon, Breast and MLL microarray datasets,Table VI provides the 5-fold stratified cross validation
respectively [20], [21], [22]. Specifically, the second ahe results utilizingkNN with the gene sets identified by GA/KNN
third columns of each table detail the sample classificati@hgorithm [5], using identical divisions of training andtesets
using x2-test and Information Gain selected gene sets (froas that of GAEF. When applying GA/KNN, the chromosome
size of 5 to 25 with a step of 5) withNN classifier. The fourth length of 10 is used, and the number of near-optimal combi-
column shows the classification of GA wrapper selected genations selected is 1000. Majority voting and the= 3 of

IV. RESULTS
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TABLE Il

5-FOLD STRATIFIED CROSS VALIDATION ACCURACY OFCOLON DATASET

GAEF
Feature size] x?+kNN | Info+kNN GA+kNN GA+xZ+ENN | GA+Info+kNN
5-gene 71.22 72.11 70.55£5.79 | 81.224+2.71 80.53 +2.17
10-gene 72.55 76.11 73.37 £5.40 | 84.62 4+ 2.61 81.82 +2.36
15-gene 73.26 73.89 71.07 £5.96 | 83.02 4+ 1.55 83.55 + 3.44
20-gene 76.22 78.89 69.38 +4.47 | 83.58 £ 2.61 83.78 £ 0.67
25-gene 75.11 78.89 74.60 £4.82 | 84.34 +2.89 82.60 + 3.61
TABLE IV

5-FOLD STRATIFIED CROSS VALIDATION ACCURACY OFBREAST DATASET

GAEF
Feature size] x?+kNN | Info+kNN GA+kNN GA+xZ+ENN | GA+Info+kNN
5-gene 57.14 55.34 64.24 +4.70 | 66.07 £ 4.49 62.51 + 2.66
10-gene 66.11 62.54 62.58 +=4.39 | 70.17 £ 3.08 66.75 £ 3.89
15-gene 68.29 66.30 64.44 + 5.67 | 66.56 £+ 1.92 68.99 + 3.69
20-gene 61.99 64.28 65.61 +5.86 | 67.51 £ 1.80 69.61 £ 1.15
25-gene 64.96 69.24 65.43 +4.46 | 69.85 £ 2.58 67.20 £2.72

TABLE V
5-FOLD STRATIFIED CROSS VALIDATION ACCURACY OFMLL DATASET

GAEF
Feature size] x2+kNN | Info+kNN GA+ENN GA+x?+ENN | GA+Info+kNN
5-gene 80.00 79.33 74.44 £ 4.53 | 84.47 + 1.58 88.31 £2.93
10-gene 84.00 81.11 83.74 +4.27 | 86.84 £ 1.59 86.29 + 1.07
15-gene 83.11 81.11 85.64 +2.16 | 85.49 + 2.39 87.64 + 3.45
20-gene 82.11 85.78 80.87 +5.39 | 87.69 £ 2.56 87.00 £ 1.32
25-gene 84.22 83.44 85.60 +1.24 | 86.89 + 2.13 90.20 + 3.74

29

the k-nearest neighbor are adopted. It should be noted tl®¥614 at in MLL dataset are the most frequently selected
the cut off of the selection threshold for the chromosomegnes using different methods. Each table is subdivided int
of GA/KNN depends on the characteristics of the datasefsur sub-tables corresponding to the gene selection method
Different thresholds are used according to its classificati of usingy?-test and Information Gain directly, and using they
power on different datasets. Specifically, the threshotdtie as GA embeds. Selected genes in each sub-table are pairwised
Colon dataset is that 4 samples are incorrectly classifiedvéth each other for Pearson Product-Moment correlatiorfi-coe
most. For Breast dataset and MLL dataset the thresholds &céent calculation. It is evident that the average Pearsoree
lation coefficients of GAEF selected genes are generallgtow
Comparing the results produced by our GAEF method withan those identified directly by filter algorithms. Neveittss,
those obtained from GA/KNN algorithm, we can conclud6&AEF algorithm did not attempt to reduce the correlation
that GAEF method is comparable or even superior in sevelstween each pair of genes to the minimum. This is because as
cases to GA/KNN algorithm in terms of gene selection fatemonstrated in empirical study [27] correlation amongegen
does not necessarily be totally useless. On the contranayt

5 and 2 samples are incorrectly classified at most.

microarray data classification.

TABLE VI
CLASSIFICATION ACCURACY OF GA/KNN ALGORITHM
GA/KNN
Feature size| Colon Breast MLL
5-gene 74.78 66.63 86.22
10-gene 76.55 68.63 87.89
15-gene 83.11 69.81 85.45
20-gene 83.11 69.40 88.11
25-gene 83.11 69.36 87.00

C. Correlation of Frequently Identified Genes

tig7258 RC in Breast dataset, and 40768 32847at and

IEEE Intelligent Informatics Bulletin

facilitate the sample classification in some degree.

V. DISCUSSION

One major problem of applying GA based wrapper for fea-
ture selection of high dimensional dataset is that the dlgaor
is prone to overfitting and often quickly converge to a local
optimal solution. Therefore, the selected feature sulstts
perform poor on unseen data classification. This phenomenon
is evident in our experimental results that using GA with
kNN classifier for gene selection and data classification of
microarrays. By embedding an filtering algorithm into the

Tables 5-7 give the top-5 most frequently selected genes@Af wrapper, we are able to minimize the overfitting of the
Colon dataset, Breast dataset and MLL dataset, respactivedsulting hybrid algorithm in feature selection and sample
Specifically, Hsa.37937 and Hsa.692 in Colon dataset, Carlassification processes. The explanation of this impr@rém

is straightforward. By adding a filter algorithm, candidate

December 2009 Vol.10 No.1
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TABLE VI
TOP-5MOST FREQUENTLY SELECTED GENES OEOLON DATASET AND THEIR PAIRWISE CORRELATIONS

Z+kNN
Geneid Hsa.627 Hsa.8147 Hsa.37937 Hsa.692(f765) Hsa.1832
Hsa.627 -
Hsa.8147 -0.277 -
Hsa.37937 -0.315 0.815 -
Hsa.692(f765) -0.298 0.794 0.761 -
Hsa.1832 -0.283 0.815 0.886 0.725 -
Average Pearson correlation coefficient: 0.597
Info+kNN
Geneid Hsa.627 Hsa.8147 Hsa.37937 Hsa.692(f765) Hsa.692(f267)
Hsa.627 -
Hsa.8147 -0.277 -
Hsa.37937 -0.315 0.815 -
Hsa.692(f765) -0.298 0.794 0.761 -
Hsa.692(f267) -0.285 0.886 0.739 0.851 -
Average Pearson correlation coefficient: 0.602
GA+x%+kNN
Geneid Hsa.692(f267) Hsa.37937 Hsa.601 Hsa.692(f765) Hsa.3306
Hsa.692(f267) -
Hsa.37937 0.739 -
Hsa.601 -0.243 -0.237 -
Hsa.692(f765) 0.851 0.761 -0.279 -
Hsa.3306 -0.223 -0.147 0.665 -0.189 -
Average Pearson correlation coefficient: 0.433
GA+Info+kNN
Geneid Hsa.5971 Hsa.41323 Hsa.692(f245) Hsa.2451 Hsa.2291
Hsa.5971 -
Hsa.41323 0.705 -
Hsa.692(f245) -0.192 -0.120 -
Hsa.2451 0.567 0.582 -0.155 -
Hsa.2291 -0.178 -0.012 0.571 0.145 -
Average Pearson correlation coefficient: 0.323
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TABLE IX
TOP-5MOST FREQUENTLY SELECTED GENES OMLL DATASET AND THEIR PAIRWISE CORRELATIONS
xZ+ENN
Geneid 36239 at 35164 at 32847at 40763at 39318at
36239 at -
35164 at 0.580 -
32847 at 0.712 0.745 -
40763 at -0.159 -0.152 -0.193 -
39318 at 0.626 0.578 0.629 -0.142 -
Average Pearson correlation coefficient: 0.452
Info+kNN
Geneid 36239 at 35164 at 32847at 40763at 37539at
36239 at -
35164 at 0.580 -
32847 at 0.712 0.745 -
40763 at -0.159 -0.152 -0.193 -
37539 at 0.688 0.625 0.669 -0.152 -
Average Pearson correlation coefficient: 0.468
GA+x2+kNN
Geneid 31886at 41747s at 35164at 266s at 40763at
31886 at -
41747 s at 0.304 -
35164 at 0.356 0.457 -
266 s at 0.602 0.528 0.650 -
40763 at -0.109 0.136 -0.152 -0.163 -
Average Pearson correlation coefficient: 0.346
GA+Info+kNN
Geneid 36122 at 32847 at 35260at 35614at 1914 at
36122 at -
32847 at 0.413 -
35260 at 0.494 0.732 -
35614 at 0.334 0.661 0.738 -
1914 at -0.169 -0.279 -0.170 -0.213 -
Average Pearson correlation coefficient: 0.420
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