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Abstract

We summarize the scientific papers of the special issue “Advances in Web Intelligence,”which will appear in the Neurocomputing
journal, Volume 76, Issue 1 (2012)- published by Elsevier. These papers are substantially extended from original contributions to
the Web Intelligence 2010 conference held in Toronto, Canada, in September 2010.
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1. Introduction

Web intelligence is commonly seen as a combination of ap-
plied artificial intelligence and information technology in the
context of the web with a view to study and characterize emerg-
ing — or design new — products and services of the inter-
net. The Web Intelligence conference, held every year be-
tween 2001 and 2010 with the exception of 2002, has recog-
nized these new directions and provides a scientific forum for
researchers and practitioners to further topics such as web intel-
ligence foundations; world wide wisdom web (W4); web infor-
mation retrieval and filtering; semantics and ontology engineer-
ing; web mining and farming; social networks and ubiquitous
intelligence; knowledge grids and grid intelligence; web agents;
web services; intelligent human-web interaction; web support
systems; intelligent e-technology; and other related areas.

Web Intelligence 2010 received 313 submissions, of which
51 regular papers were accepted. The papers in this special is-
sue reflect the trends at Web Intelligence 2010 and focus on par-
ticularly strong contributions to the conference, of which we in-
vited 16 to the special issue. These authors since then expanded
their Web Intelligence 2010 contribution significantly for the
benefit of the Neurocomputing readership guided by an inde-
pendent, critical peer review process that ultimately accepted
9 submissions. The areas to which the papers of this special
issue contribute can broadly be characterized into content anal-
ysis (Section 2), social media and network analysis (Section 3)
and machine learning for web intelligence (Section 4).

2. Content analysis

The paper “Multimodal Representation, Indexing, Auto-
mated Annotation and Retrieval of Image Collections via Non-
negative Matrix Factorization” by Caicedo et al. proposes a
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novel method of analyzing and generating multimodal im-
age representations that integrate both visual features in im-
ages and their associated text information such as descriptions,
comments, user ratings and tags. Experiments using Corel
and Flickr data sets have demonstrated the advantage of non-
negative matrix factorization with asymmetric multimodal rep-
resentation over other approaches such as direct matching and
singular value decomposition.

Krestel and Fankhauser’s paper “Personalized Topic-Based
Tag Recommendation” proposes an approach for personalized
tag recommendation that combines tags derived via the prob-
abilistic model of a web resource with those obtained from
the user. The paper investigates simple language models as
well as Latent Dirichlet Allocation as alternatives for model-
ing the resource content. Experiments on a real world dataset
show that personalization improves tag recommendation, and
the proposed approach significantly outperforms state-of-the-
art approaches, such as FolkRank.

The next paper “On Optimization of Expertise Matching with
Various Constraints” by Tang et al. studies mechanisms of as-
signing experts to a set of items such as submitted papers to
a conference or to-be-reviewed products under constraints, for
example, that the overall workload of individual experts is bal-
anced and that each item has a certain number of reviews by se-
nior and less senior experts. The paper formulates the expertise
matching problem in a general constraint-based optimization
framework that links the problem to a convex cost flow, which
promises an optimal solution under various constraints. Tang
et al. also propose an online matching algorithm that incorpo-
rates immediate user feedback. Experimental results validate
the effectiveness of the proposed approach in the cases of re-
viewer to conference paper assignment and teacher to course
assignment.
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Stefan Rügera,∗∗, Vijay Raghavanb,∗, Irwin Kingc,∗, Jimmy Xiangji Huangd,∗

aKnowledge Media Institute, The Open University, Walton Hall, Milton Keynes, MK7 6AA, United Kingdom
bThe Center for Advanced Computer Studies, University of Louisiana at Lafayette, P.O. Box 44330, Lafayette, LA 70504-4330, USA

cDepartment of Computer Science & Engineering, 908 Ho Sing Hang Engineering Building, The Chinese University of Hong Kong, Shatin, NT, Hong Kong, SAR
dSchool of Information Technology, York University, Toronto, Ontario, Canada M3J 1P3

Abstract

We summarize the scientific papers of the special issue “Advances in Web Intelligence,”which will appear in the Neurocomputing
journal, Volume 76, Issue 1 (2012)- published by Elsevier. These papers are substantially extended from original contributions to



3. Social media and network analysis

The paper “Characteristics of Information Diffusion in
Blogs, in Relation to Information Source Type” by Kazama
et al. introduces information diffusion properties to analyze the
dynamics of blogs based on constructed subgraphs for informa-
tion recommendation and ranking. The work focuses on three
types of basic structures: information scattering, information
gathering, and information transmission structures. With these
information diffusion properties, the work is able to represent
various social media characteristics and provide priority to dif-
ferent types of information sources.

“A Framework For Joint Community Detection Across Mul-
tiple Related Networks” by Comar et al. utilizes non-negative
matrix factorization that combines information from multiple
networks in order to identify communities and learn the corre-
spondences among these networks simultaneously. The method
has shown good performance over other approaches such as
normalized cut and matrix factorization with experiments done
on both synthetic as well as real-world wikipedia and digg data
sets.

Largillier and Peyronnet demonstrate in their paper “Web-
spam Demotion: Low Complexity Node Aggregation Meth-
ods” a mechanism to lower the ranking of webspam, which are
undesirable web pages that were created with the sole purpose
of influencing link-based ranking algorithms to promote a par-
ticular target page. Webspam techniques evolve all the time,
but almost inevitably they create a specific linking architec-
ture around the target page to increase its rank. Largillier and
Peyronnet study the effects of node aggregation of the well-
known PageRank algorithm in presence of webspam. Their
lightweight node aggregation methods aim to construct clusters
of nodes that can be considered as a sole node in the PageRank
computation. Experimental results show the promise of the pre-
sented webspam demotion approach.

4. Machine learning for web intelligence

Yan et al. propose in their paper “Semi-Supervised Dimen-
sionality Reduction for Analyzing High-Dimensional Data with
Constraints” a novel technique to address the problems of in-
efficient learning and costly computation in coping with high-
dimensional data. The approach, termed Dual Subspace Pro-
jections, embeds high-dimensional data in an optimal low-
dimensional space, which is learned with a few user-supplied
constraints and the structure of input data. The method over-
comes the model overfitting problem by simultaneously pre-
serving both the structure of original high-dimensional data
and user-specified constraints. Experiments on real datasets
from multiple domains demonstrate that significant improve-
ment in learning accuracy can be achieved via their dimension-
ality reduction technique, even with only a few user-supplied
constraints.

Ramirez et al.’s paper “Topic Model Validation” considers
the problem of performing external validation of the seman-
tic coherence of topic models. Ramirez et al. generalize the
Fowlkes-Mallows index, a clustering validation metric, for the

case of overlapping partitions and multi-labeled collections ren-
dering it suitable for assessing topic modeling algorithms. They
also propose probabilistic metrics inspired by the concepts of
recall and precision and show how these can be applied to val-
idate and compare other soft and overlapping clustering algo-
rithms.

In their paper “Modeling and Predicting the Popularity of
Online Contents with Cox Proportional Hazard Regression
Model”, Lee et al. propose a framework, which can be used
for modeling and predicting the popularity of discussion fo-
rum threads based on initial observations of how the thread
evolves and the number of comments. The underlying approach
is rooted in survival analysis, which models the survival time
until an event of a failure or death. Lee et al. model the life-
time of discussion threads and the number of comments that the
contents receives, with a set of explanatory and externally ob-
servable factors, using the Cox proportional hazard regression
model, which divides the distribution function of the popular-
ity metric into two components: one which is explained by a
set of observable factors, and another, a baseline survival distri-
bution function, which integrates all the factors not taken into
account. The methodology is validated with two datasets that
were crawled from two different discussion fora.
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