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Summarization of Association Rules in Multi-tier
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Abstract—It is a big challenge to find useful associations in of discovered patterns and rules, false discoveries, tleda
databases for user specific needs. The essential issue is towro-  semantic information along with the mining process, and the
vide _eff|C|ent m_ethods_ for descrlbl_ng meaningful associatins and incompleteness of knowledge coverage. Frequent assutiati
pruning false discoveries or meaningless ones. One major stacle inina has b tended t il | iati ..
is the overwhelmingly large volume of discovered patternsThis mlr?lng as been ex en € O, muitiievel association mlnlng,
paper discusses an alternative approach called multi-tiegranule ~ Which uses concept hierarchies or taxonomy trees to find
mining to improve frequent association mining. Rather than rules [8]. The leaves of a taxonomy tree represent itemseat th
using patterns, it uses granules to represent knowledge intipitly  Jowest level of abstraction. Using a top-down strategy,aahe
contained in databases. It also uses multi-tier structuresand  |o\/g| frequent patterns are calculated based on accusdulat

association mappings to represent association rules in ters of ts. R fl inina flipoi lati 11 has b
granules. Consequently, association rules can be quicklycaessed COUN'S. ~ecently, mining tipping correiations [1] has been

and meaningless association rules can be justified accordjn Proposed to find positive and negative correlations in taxon
to the association mappings. Moreover, the proposed struste omy trees. Another paradigm is the filtered-fopssociation

is also an precise compression of patterns which can restore discovery [28] which used three parameters: a user specified
the onggal supporr]ts_. The experimental results shows thathe  easyre of how potential interesting an association igrdilt
Proposed approach IS promising. for discarding inappropriate associations, &ttie number of
Index Terms—knowledge discovery in databases, association gssociations to be discovered.
rule mining, granule mining, pattern mining, decision rules,  one important finding is that the use of closed patterns can
support restoration. :
greatly reduce the number of extracted rules; however, a con
siderable amount of redundancy still remains [32]. Thersfo
. INTRODUCTION the size of the set of closed patterns need to be further eeduc

HE association mining consists of two phases: patte-twe summa_rizgtion approaches can achieve this purpose. But
mining and rule generation. Many efficient algorithmgqe summarization approaches are loss methods that they car

have been developed for pattern mining; However, the ch&frors when restoring the support of original patterns ftben
lenging issue for pattern mining is not efficiency but inte€Ompressed patterns. Moreover, both the closed pattedhs an
pretability, due to the huge number of patterns generat%Hmma_”Z?‘t'O” approaches do not annotate the patterns with
by the mining process [33], [18]. Frequent closed patter§§Mantic information. _
partially alleviate the redundancy problem. Recently, ynan Based on our knovv_ledge, cur.rently thgre are three different
experiments [29], [36], [13], [16] have proved that freqUe@pproaches for the interpretation of d|spovered knowledge
closed patterns are good alternative of terms for repragentP@sed on some sorts of semantic annotations: an OLAP based
text features. Several approaches for pattern post_mmswsuallzatlon method [_1_7], a generating semantic a_mrmﬁatl
have also been proposed recently. Pattern compression [if;@?th‘)d [%8] and mult|-5|er structures [1“5]’ [151']' which dse
pattern deploying [29] and pattern summarization [33]][249ranules” instead of “patterns” and *rules”, and defined
were proposed to summarize patterns. meaningless rules based on the relationship between |deg ru

The phase of rule generation is to find interesting rulesag@"d their general ones (short rules).
on discovered patterns and a minimum confidence, which!n previous research we _have founq thaF granules were also
is also a time consuming activity that can generate mafycOmpPressed representation. Thus, in this paper, we explor
redundant rules. The approaches for pruning redundans ruid® capability of multi-tier structures for estimating pepts
can be roughly divided into two categories, the subjectif@" Patterns without information loss. This paper propdbes
based approach and objective approach. The former is to fifR'CEPtS and definitions to illustrate the relationshipveen _
rules that satisfy some constraints or templates [7], [2ie T Patterns and granules. We also presents a method to estimate

later is to construct concise representations of rulesowith Patteérns’ support based on granules. A set of experimessts ha
applying user-dependent constraints [35], [31]. been conducted and the experimental results show that the

There are several obstacles when we consider using asso@f@P0sed approach is promising. ,
tion mining in applications: the overwhelmingly large vola T_he remainder of the paper is structured as follows. Secnon
Il discusses related work. Section 11l and IV introducesibas
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properties. Section VI then presents the support estimatio
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. . TABLE |
discussion for pattern and granule based methods. Sectlon V AN INFORMATION TABLE
evaluates the proposed approach and the last section is the
conclusion. Objec{(Transaction | Items(Attributeg
t1 ail a2
Il. RELATED WORK ta a3 a4 ag
t3 asz a4 as ag
Pattern mining played an important role for the development ta az as as ag
of association mining. Many efficient algorithms have been :Z Zi Zi ZZ Z;
developed for pattern mining [6], [9] in transaction datsds
Pattern mining has also been developed for mining frequent TABLE |I
itemsets in multiple levels [5], [6], and constraint-based A DECISION TABLE
tech_nlques [19], [3], [12], [11], [23]. Canle o @ @ ar @ [as e [N,
Since these approaches produce a huge volume of patterns, 1 06 o0 olo0 o1
a new major challenging issue for pattern mining is how to g2 o o 1 1 o0]|1 0] 1
present and interpret discovered patterns. Several agipgoea 93 c o 1 1 111 0} 2
have been developed for this issue. A concise represemtatio 94 t 1 0 0 oJr 1]2

patterns is a lossless representation, for example, novabiée
patterns [4], condensed patterns [22], maximal pattetased
patterns, and regular patterns [25]. Pattern post-proapsss
also presented recently, for example, pattern compre§3@in
pattern deploying [29], [13] and pattern summarization][33
[27], [10], [24].

A transaction database can be formally described as
information table(T, V1), whereT is the set of transactions, fil. DECISION TABLE AND TWO-TIER STRUCTURE

and V' = {ai,as,...,a,} is the set of items (or called In the multi-tier granule mining, the information table is
attributes) for all transactions ifi. firstly compressed into a decision table for a selected set

Let o be anitemset a subset of/ 7. Its coversetis the set of attributes by using the Group By operation. The decision

of all transactions (or objectg)c 7 such thata C ¢, and its table is then represented into a two-tier structure based on

support isleeverset(all - ap jitemsetn is calledfrequent pattern partition of attributes, which classifies the set of attrésinto
if its support>‘%z‘n sup, @ minimum support. Given a set c,fcondition attributes and decision attributes, and dessribe

transactions (objectsy, its itemsetdenotes the set of itemsaSSociations between condition granules and decisiougrsn

(attributes) that appear in all the objects5f For a pattern The.tv_vo—t|er structure can be f_urther denvgd into d|ffer§n

a, its closureclosure(a) = itemset(coverset(a)). multi-tier structures to summarize all possible assoofeti
A pattern a is closedif and only if a = closure(c). between granules based user selected attributes and tiers.

Closed patterns can be summarized into pattern profiles [33formally, the decision tabIeTof a information tabie, (V')
by clustering the patterns with respect to KL-divergenced aiS denoted ?S a tuple off,V=,C,D) if CND =0 and
a pattern’s support can be estimated by using pattern psofilé’ Y D € V7. C'and D are two groups of attributes which

LetT" = J,,~,, Ta,, WhereT,,, is the coverset of pattern are conditions and decision attributes respectively.
a;. A profile M is a triple (pr, , p), wherepr is a probability UsuaIIyz it is assurr;ed (see [21]) that there is a functi_on for
distribution vector of the items in this profiles is called €very attributea € V* such thata : ' — V,, whereV,, is
master pattern which is the union of a set of patterms, ( the set of all vaTIues of. We_caIIVa t_he domalr_1 ofa. Let B
as, ..., ), andp is the support of the profile which equals®€ @ subset o~ B determines a binary relatio B) on T
to 171 such that(t1,t2) € I(B) if and only if a(t1) = a(t2) for all

Tl . o i i

The profile based summarization can largely reduce tHe= B: Wherea(t) denotes the value of attributefor object
pattern number, however, it has following limitations.gdly, ¢ € T Itis easy to prove thak(B) is an equivalence relation,
a pattern is possibly covered by multiple profiles. Secaritlly @nd the family of all equivalence classes [4f3) is denoted
is lack of error guarantee in the support estimation. Toeehi bY U = T/ B. We call each equivalence classlina granule
a result with less error, a greater number of profiles is megui 1€ granule inU that contains transactionis denoted by
that can reduce the performance of pattern summarization. £(t)- LetUc = T/C andUp = T/D, granules inU¢: or Up
nally, the estimation sometimes falsely mark some infreque?'® also referred t€-granulesor D-granules respectively.
patterns as frequent ones, or vise versa. Table | list out a sample transaction table, whéfé =

The concepts of decision rules and granules are well a1, @2, art andT = {ty,ts, ... tc}. Let a; t0 a; be the
ceptable in the rough set community [20]. Rough set theory

generation) into one process. In this research, we develop
granule mining into multi-tier granule mining in order to
identify meaningless rules and efficiently access assoniat
rules for user specific needs.

has been developed to deal with vagueness for reasoning TABLE Il

precisely about approximations of vague concepts. Datisio C-Granules

rules have been used for rule-based classification [26], and—cgramion Granule a1 a3 a3 ar a5 coverset

the construction of decision trees and flow graphs [21]. o1 T 1 0 0 0 {L.5f)
The advantage of using decision rules is to reduce the cga o 0o 1 1 o0 {t2}

two-phases of association mining (pattern mining and rule cgs 0 0 1 1 1 {tsta}

December 2012 Vol.13 No.1 IEEE Intelligent Informatics Bulletin



Feature Article: Yuefeng Li and Jingtong Wu 23

TABLE IV . - -
D-Granules on the 2-tier structure, varieties of multi-tier structsirand
mappings can be derived. The details will be discussed in the
Decision Granule ag a7 coverset following two sections.
dg1 0 0 {t1}
dga 1 0 {t2,t3,t4}
dgs 1 1 {ts,t6} IV. MULTI-TIERS STRUCTURE

In this section, we first discuss the concept of multi-tier

. . . . structures. We also define the concept of general rules (i.e.
condition attributes ands, a7 be the decision attributes, theny o5 with shorter antecedents) of decision rules in order t

T i 1 I . . . . . .
table I can be grouped by_ into a decision table as showngaify the meaning of meaningless in granule mining. At,las
in table Il, whereT/CUD = {g1,92,95,94}. Based on this \ g present the method to estimate patterns’ support based on
definition, we also have the condition and decision granuls%nmes_
as listed out in table Il and IV. To describe more associations between granules, we can

In this paper, a relatiols betweenU andT' is used 10 fyrther divide the condition attributes into some categ®iin
describe the relationships between granules and traoB&actiy-cordance with what users want. For example,detand

in formal concept analysis [34]. That_ is, given a transactiocj be two subsets of’, which satisfyC; N C; = 0 and
t € T and a granulg € U, we sayg is induced byt or ¢ has C;UC; = C, hence aC-granulecg can be divided into ;

the propertyg if g = B(t% (also written agRpg). granulecg; and C; granulecg; and havecg = cg; A cg;.
Let B be a subset of” andU = T/ B, and granulg) € U A multi-tier structurecan be describes as a pdid, A),
be induced by transactioh Its covering setoverset(g) = \yhereH is a set of granule tiers anilis a set of association

{t'lt" € T,t'Rpg}. Let granuleg = cg A dg, wherecg is & mappings that illustrate the associations between grariale
C-granuleand dg is a D-granule We can easily prove that gitferent tiers.

coverset(g) = coverset(cg) N coverset(dg). Table Il and
IV also list out the coversets for the samplegranule and

D-granule ,1 - “ - +
The smallest granules only contain one single attribute, L o L g
we also call them primary granules. A large granule can be _:_;" 2 - | | - | | cg;3
generated from some smaller granules by using logic operati & < < & '
“and”, A. Every granule in the decision table can be mapped ‘ 1/\ \ﬁ ,"
into an association rule(or calleddecision rulg, where the \ dg{"ﬁ"*{ ™ ‘ ‘ . |4,

antecedent is &-granulewhich consists of attributes i,
and the consequent istxgranulewhich consists of attributes
in D. The decision rules can also be regarded as larger Fig. 2. An example of a multi-tier structure
granules generated by the condition and decision grantides.

instance, the granules, g2, g3 and g4 shown in table II can  Fig. 2 illustrates a 3-tier structure, whe@granulesare
be generated by thé-granulesand D-granulesas follows:  gjvided into C;-granulesand C;-granules(i.e., the first two

g1 = cg1 Ndgy; levels in the figure), and we hat¢ = {C;,C;, D}. The C;
g2 = cga N dga; tier includesC;-granules= {cg; 1, cgi 2, . . ., cgi 1 }, the C; tier
g3 = cg3 /\ dga; includesC;-granules= {cg; 1, cg;2,- - .,cg;jr}, and theD tier
ga = cg1 A dgs. includesD-granules= {dg1, dga, . .., dg, }, wherek = 2, r =
3 andv = 3.
The 3-tier structure in Fig. 2 includes three associatiop-ma
cgl C$2 cg3 pings (arrows)I'cq, I';;, and Ty (i.e., A= {Tcq,Tij, Tia}),
[~ L which show the linkages betwe&igranulesand D-granules
(e.g., the solid arrows)(;-granules and C;-granules and
&4 &3 C;-granulesand D-granul tively. Th iati
g1 i-granulesand D-granules respectively. These association
v 2 mappings can be used to generate association rules.
Given aC-granule cg;, and aC;-granule cg; 5, I'ca(cgr)
dg dgx | dgs includes all possible associations (links and their stifesig
betweencg;,, and D-granules T';;(cg; ;) includes all possible
Fig. 1. A 2-tier structure associations betweet; , andC;-granules andI';4(cg; ;) in-

cludes all possible associations betwegy, andD-granules

With these definitions of condition and decision granules The link strengthbetween granuleg,. and granuledg. is
as well as the relations between them, a 2-tier structure ¢@gfined as
be built. Fig. 1 illustrates a 2-tier structure to describe t
relationship between these granules in Table Il, Il andTkle
links (arrows) also represent the associations (decisitesy which is the number of transactions that have the property
between condition granules and decision granules. Baseg; A dg.”.

Istrengti{cgy, dg.) = |coverset(cgy A dg.)]
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As defined above, the rule:§, — dg.” is a decision rule g € Uc. Formally, ', is defined aslq :: Uo — 2Up*1,
(or association rule), wherey;, is its antecedent andg, is which satisfies

its consequent (note the following concepts are also agplkc I'ea(g) = {(dg,lIstrengtig,dg))|dg € Up
for “cg; o — dg.”). Its supportis {t € T|tRcg and tRpdg} # 0}
|coverset(cgr A dg.)| _ ilstrengtr(cgk, dg.) for all granuIeSg € Uc, WhereI.is the set of all i_nt_egers.
T N Obviously, supports and confidences of association rules ca
and itsconfidenceds be easily calculated based on the basic assqc_iation mgpping
Let g1 € Ug, g2 € Up, and ‘g1 — ¢2” be a decision rule, its
|coverset(cgr A dg.)| _ Istrengthcgy, dg-) (1) support and confidence can be derived as follows:
|coverset(cgy)| |coverset(cgy )

~Istrength{g1, g2)
1
N Z(gg,lS)Gch(gl) Is

SU —
where N = |T|, the total number of transactions. plg1 = g2)

Different to decision tables, we can discuss general associ

ation rules (rules with shorter premises) of decision rutes conflgr — go) = Istrength(g1,92)

multi-tier structure. 917 92 gverset(gl)l .
Let cgr, be aC-granule dg, be aD-granule and cg;, = — M

CGix N\ CGjy- We call “Cgi,z — dg,” (or “ CGiy — dgz") a (9,15)€T g (g1) °

general ruleof rule “cg, — dg.".
Especially in the multi-tier structure, we can define thenter B. Derived Association Mappings

“meaningless” for a decision rule based on selected tiees. W The very interesting property of the multi-tier structuiss

call “cg, — dg.” meaningles# its confidence is less than orthat we can derive many association mappings based on the

equal to the confidence of its a general rule. basic association mapping rather than using the origirtaifse
The rationale of this definition is analogous to the definitiorransactions. This property is significant on time compiiesi

of interesting association rules, where— (3 is an interesting for rule generations.

rule if P(3|a) (conditional probability) is greater thaR(;3). To simplify the process of deriving, we first consider the

If we add a piece of extra evidence to a premise and obtai{ethod for deriving association mappirg; betweenC;-

a weak conclusion, we can say the piece of evidence ganulesandC;-granulesbased on the basic associatiba,

meaningless. where I';;(¢g) is a set of Cj-granule integer pairs, which

satisfies

V. ASSOCIATION MAPPINGS Dij = U; — 2]

In the last section, we discussed a three tiers structurrd

(H, ) vvihereH = 16, Gy, D}, GG, = C andGing; =0, Lij(9s) = {(g;,Istrengtigi, g;))lg; € Uj,

and A = {T'c4,T;;,Tiq}. Association mappings are used {t € T|tRig: and tR;g;} # 0}

to describe the association relationships between grarinle e 197

different tiers. They can be used to enumerate all assoniatfor all granulesg; € U;, whereC; UC; = C, C; N C; = 0,

rules between the associated granules. Usually, thereamg mU; = T'/C; (the set ofC;-granuley, U; = T/C; (the set of

possible pair¢C;, C;) such thatC;uC; = C andC;NC; = 0, Cj-granuleg, andR; and R; are relations betweeli; andT,

and C; and C; can be further divided into smaller setsandU; andT, respectively.

Therefore, it is necessary using derived association mggpi We can also derive the association mapdpgbetweerC);-

(e.g..I';y) for efficient rule generations in multi-tier structuresgranulesand D-granulesbased on the association mappings
I';; andT'.4, which satisfies

A. Basic Association Mapping g U — 2Upx!

The basic association mapping is the mapping betweghqy
granules from two tiers. For example, the mappings between
the condition and decision granules are basic mappings. As Lia(9:) = {(dg, Istrengthg;, dg))|dg € Up,
the previous definitions, let = T/Vy, Uc = T/C and {t € T|tRig; and tRpdg} # 0}
Up = T/D to be the set of granules, condition and decisiofor all granulesg; € U;.
granules. Also ley; € Uc and letgs € Up. Then based on  Fig. 3 illustrates the relations between these association
Eq.(1) and Section IV, we have mappings. In this figure, the set of condition attributes are
split into two sets:C; and C;, and theC-granules(U¢) are
also correspondingly compressed intg-granules(U;) and
Cj-granules(U;). As defined beforel’.q is used to describe
the association relationship betweEp andUp. Association
The basic associations betwe€rgranulesand D-granules mappingl’;; is used to describe the association relationship
can be described as a basic association mappingsuch betweenU; and U;, and association mappirng;, is used to
that T'.q(g) is a set ofD-granule link-strength pairs for all describe the association relationship betw&grand Up.

Istrength(g1,92) = |coverset(gi A g2
= |coverset(g1) N coverset(gs)|
{t € T|tRcg1 and tRpga}|.
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this summarization or compression can be evaluated through
the average relative error, called restoration error d=heis
J, defined as follow:

. 1 [s(ak) — 5(an)]
TTm AT e X

a, €T Oék)

whereT = {a1, a9, ... , oy} is a given test set of patterns.
Fig. 3. Relations for derived association mappings s(a;) is the real support of the pattemn,, while the §ax)
is the estimated support calculated by the pattern profites o

. . . . _granules.
The relationship between the basic mapping and derlvedln the actual calculation, the original pattern sets can be

mzi\_r;?ggcs ;ag ?/i 1?12?1€tgeb?/efgteiofr(])s”r(ljivp\)lIggt\?/zgnnlttlr?gsg.ranuIeused as the testing set so that the restoration.error measure
inUc = TIC and éranules iVp = T/B can also be defined. difference between the re"?" support anq the estl_mated SUppo
A granuleg € U is called ageneralized granule of granule The smaller the error rate Is, the closer S the estlmate_pi(HMp

to the actual support. It is obvious that if the restoratiooe

g € Up if Vt € coverset(g') = tRcyg (i.e., coverset(g’) C . .
coverset(g)). This is denoted ag’ > g for the generalized is zero, the estimated support equals to the actual support.

relationship betweep’ and g.

Then for allg € Ug, the relation between the coverset of
g and its generalized granulg is formally denoted as the g sypport estimation for granules
following equation:

coverset(g) = U coverset(g') (2)
{9'€Unlg’ >g}

In terms of multi-tier structure of granules, the estimated
support is calculated through the granules and association
mappings. The estimated support can be calculated by the
granule support if the given pattern is derived by the granul
or the support can be calculated through the link strength of

The support estimation is originally proposed to provide e association mappings between granules that containing
method to restore the support for the patterns that sumethrizhe pattern. In some circumstance, the estimated support
into limited number of profiles or compressed represematiqa|culated through the multi-tier structure can achievem z
Given a pattern, usually its support can not be obtainedtlyre restoration error rate.
from the profiles or compression. Thus, the support of thetyae 416 several different calculation to obtained the
given pattern oqu can be estilmated through the.correspgnd'bstimated support from the multi-tier structure of grasule
restore calculation using the information stored in thefilg®  ,..qing to what is the definition of the current multi-tier

or repre_sen_tatlves. Moreover, because the proﬁleg are lgﬁ%cture and which tiers of granule are containing the give
summarization, a measure called restoration error is used

! M ! _ bitern.
examine the precision of the estimated support. This measBr

. . , The first case is to estimate the support for a pattern with
's also applied to the estimated support calculated throughdecision table. LeGG be the decisionp?able of in?ormation
granules. '

table(”, V1), then the estimated support is calculated solely

through sum of support of the granules containing the patter

A. Support estimation for summarization The equation to calculate the estimated support for a given
After the closed frequent patterns are summarized into thatterna is as follow:

profiles, the support for a pattern needs to be retrieveditiiro

the calculation from the profile information. Because one > sup(g) >, sup(g)

pattern can be covered by multiple profiles, then the maximum 51(a, G) = g€G,aly _ 9€Galy

result is selected as estimated support. Formally, for argiv ’ > sup(gi) |T|

patternay, its estimated support can be calculated as follows: 9i€G

V1. SUPPORTESTIMATION

$(ar) = mawy (par X H pry(ai = 1)) ®3) The second case is calculating the estimated support with a
ai€ak two tier structure. For a 2-tier structure, G be the set of
which selects the maximum one from all profildg that C-granules and>G be the set ofD-granules. Given a pattern
include oy, «, it can be divided into two patterns; andasy such thato,

One method to measure the accuracy of the estimatedv N C' andas = a N D, respectively. Then the estimation
support is to measure the average relative error between sipport is calculated as the summary of granules support if
estimated support and the original support. Formally, mige patterna only contained by the granules in one tier. Or it
summarization or compression of the original patterns andcan be calculated through the link strength of the associati
set of testing pattern sét = {a1, aq, ..., oy}, the quality of mappings between the granules that containingndas. The
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equations for the estimated support calculation are asvioll of « need to be modified. That is, let; Uas = a N CG
45(, CG, DG) = whereCG = C; U C; such that the support can be obtained
2 ’ by using a modified equation of Eq.(5). The equation used for

R . this calculation is as follow:
% > sup(g) = 81(a1,CG) if g =10 I ufation 1 W

geCG,a1Cg ) (5) §3(O¢,CiG7CjG,DG) =
ﬁ > sup(g) = $1(az2, DG) if a1 =0 ‘—111‘ S Istrengh((g1 A g2) — g3)
1 gEDG,a2Cyg ) Cond (8)
il > Istrenghg1 — g2)otherwise Cond :oq C g1 € C;G, 2 C g2 € G,
a1Cg1€CG,a2Cg2€DG C;GuU CjG = CG, a3z C g3 € DG

For other cases with the n-tier structures, the estimated
support can be calculated by different methods depending
how many tiers of granules that the given pattern is deriv%

from. There are three categories of the calculation meth ucture is a lossless compression. Further, for the sietti

for the estimated support in the multi-tier structure. Thstfi structure has more than two tiers, it also can achieve the zer

case is that the given pattern is only contained by granul(gﬁor rate when using only the mappings of granules from

in only one tier, then the support can be calculated by USIE?O tiers or the calculation is performed via the basic 2-tie

Regarding the quality of the estimation, when using the
tier structure to calculate the estimated support, it ca
hieve the zero restoration error rate because the two tier

the supports of the granules in the corresponding tier. T Sucture
second case is for the patterns which are contained by the '
granules of two tiers in the multi-tier structure. The cédtion Theorem 1:For a given pattera and a multi-tier structure
for the support in such cases can use the link strength of the {C, D}, the estimated support calculated through

mappings between the two granules to obtain the suppor. T huals to the original support of. That is,3(c, H) = Sup.
calculation is done directly in the current multi-tier stture. Proof: For a patterny, leta — o Uas such :[habzlﬂog «

The third method is for the patterns that are contained l@yThen for the support of,, we have
the granules from three or more tiers. To get the support '

for such patterns, the calculation needs to use the mapping Supa = |coverset(ay) N coverset(as)|.
informations from the 2-tier structure to compute the suppo
through Eq.(5) Assumex; C g7 andas C g9, andg; € CG andg, € DG.

To demonstrate the estimated support calculation from theAccording to Eq.(2), we have:

mu_lti-tier structure, here_uses a C_%-tier structure as amela coverset(oan) = U coverset(g.;)
to illustrate the calculation details. Let a 3-tier struetibe 91,i€CG

H = {C;, C;, D} containing three sets of granule that 6i&+, and

C;G and DG respectively. Then a patter can be divided coverset(az) = U coverset(ga.;).
into three patterns, namelyy = aNC;G, az = aNC;G and 92.€CG

az = aNDG. If only one ofay, az or az is non-empty, then  Meanwhile, the link strength of the mapping fram to g»
the support is calculated through the sum of support of orjky

one set of granules as follow: Istrength(gi — g3) = |coverset(gy A go)|

53(a, C,G, C;G, DG) = = |coverset(g1) N coverset(gz)|.

Moreover, we have

=

> sup(g) = 51(a1, C;G)if az, ag =0

T
9€C;GhanCy 6 b Istrength(gi — g2)
> sup(g) = si(ae, CiG)if a1, a3 =0 (©) 91€0G,g26DG
9€C; GrazCyg = |g o 4DG (coverset(gi1) N (coverset(ga))|
A > sup(g) = s1(as, DG) if a;, az =0 T
‘T‘gGDG,aggg =] ngiLéCG coverset(gy i) N gz,iLeJCG coverset(ga,;)|

For the second case, that is onengf o, andas is empty, = |coverset(ar) N coverset(az)|

then the support is calculated using the link strength of the — Supe.

mappings off’; j, T';.q or I'; 4 as follow: Therefore, we havéup, = 3(a, H). n
33(a, 3G, C;G, DG) =

VIl. EXPERIMENTS AND DISCUSSION

T > Istrengh{(g1 — g2)if oz = 0 _ _
a1Cg1€C;G,a2Cg2€C;C ) Foodmart 2005 data collection contains two databases: SQL
il > Istrengh(g1 — g3)if a2 =0 Database and OLAP Database. The data used in this experi-
| ENECSatnEle . ment is the customer sales data from the OLAP database (see
Wil > strengh(ga — g3)if a1 =0 ) i . e
a2Cg2€C;GrasCgs€ DG http://www.e-tservice.cory/ which includes four data cubes.

The Warehouse and Sales cube is used in our experiments,

Finally, if none ofaq, as or ag is empty, then it is a case of which contains four measures and we used the unit-sales mea-

the third category. Then the support is calculated throbgh tsure. The Product dimension used in the Warehouse and Sales
mappings ofl'. 4. In order to use these mappings, the divisionube, consists of eight levels which are All, Product family
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TABLE V 9000 : —
THE TIERS AND THEIR ATTRIBUTES iess1 —>0<—
est4 ---x--

Tests - |

Levels | Attributes 5000 Jeste o

g-t!ers o ¢ o D 7000 1:2% - E— -

-tiers i ' D estlf —o—

Drink Food1 non- Food2 6000 | Average |
consumable

4-tiers Ci,l Ci,z Cj D é 5000 - i

A1 Ay As.. A1 A12.. A1 Ar7..Aos 2 %
g 4000 | LN om T 1
O .'\‘ h ) ) -
Product department, Product category, Product subcategor soor e Ry
Brand and Product. In the experiments, we only use the top 2000 1 _
three levels: All, Product family, and Product department.

There are total 23 attributes in tHeroduct Department 1000 - Oé
level. These attributes are categorized into 4 product-fami . 1 }
lies: Drink (Alcoholic Beverages, Baking Goods, Beverages, 1 2 _ 3 a
Dairy), Non-ConsumablgCarousel, Checkout, Health and Tiers
Hygiene, Household, Periodicalsfood 1 (Baked GOO(.iiS, Fig. 4. Granule numbers under different tier settings
Breakfast Foods, Canned Foods, Canned Products, Deli, Eggs
Frozen Foods) an8iood 2 (Meat, Packaged Foods, Produce, - UENTTAEA'-TEEVF:N —

Seafood, Snack Foods, Snacks, Starchy Foods). Q

The transactions used in the experiments are the customers’ Pattern type  min_suppori _Number of patterns
purchase records stored in the fact table of unit sales.yEver Frequent pattern 1 56707
transaction is the record of one day purchase of one customer ~ Closed pattem 1 15859

. . . Frequent pattern 5 12217

for all products which is sum up to product categories. Closed pattern 5 10963
To build up the decision table and multi-tier structures of Frequent pattern 50 1486
Closed pattern 50 1486

granules, the transactions of the Unit sales are transfibrme
into an information table using the following procedurethé
customer purchases one or more products from that product, . . . . .
department, the value of the attribute in the product degzt mul_t|-t|er stru_ctures when the number of tiers increasess |
level is set to 1: otherwise, the value is set to 0. The tot Pwous that in most of the test, the number of granules drops
number of transactions in the information table is 53,700. argely with the tier increases. Table VI shows the number of

. : patterns in the information table based on different mimmu
The experiments test the proposed solution from several Sa- ort values
pects, including space and time complexities, and the na&sto pp ) . . -
Comparing with the multi-tier structures, pattern mining

tion error rate of estimated support. We use two baseline : _ ) .
: ' %ets a large amount patterns if thein_support is not big

models to compare with the proposed theory. The first b&seheno h However. when theu ¢ is big enouah

model is the decision table. The attributes are viewed as t ugh. WEver, w ‘n_support 15 DIg ug

0 . . - .
groups: condition and decision attributes. The secondlibase\ﬁle'g" 50 in this .example), pattern mining \.N'.” lose many
Iqrge patterns. Different from the pattern mining, mukt

model is a pattern summarization model [33], which use ; .
structures can use a very small space to contain all thelpessi

Ezttér)na%oz?)s to estimate the support of any pattern (Sgsesociations for the chosen data attributes.

1) Space and time complexitin the experiments, the Table VII shows the results of the runtime tests. It is
informa?[ion table is transfofmedylinto a de(F:)ision tabI'e firs?bviOUSIy that the time used by multi-tier structures is muc
Multi-tier structures are then constructed based on th&s’.—.de ess than that of pattern mining. Only when the minimum

Uit uctu o u . support is set to a very large number of occurrence, the
sion table and the semantic information of attributes. dabl _. . .
shows a special definition of the multi-tier structures wehetlme to obtain the frequent patterns looks acceptable. Fig

P ) . - 5 also obviously shows these differences between the two
the semantic relation between attributes are considered. fbproaches

”1 Tatble v, th%r% are ttLlree tfnultl;tlert stru;tuggs: ad tlv)vcn-tle The results also reflect that the time used to create new tiers
structure C_an ), a three-tier structurect;, C; and D), from smaller granules is less than that from larger granules
and a four-tier structure(f; 1, C; 2, C; and D).

We also made other 16 definitions of multi-tier structures by

grouping the 23 attitudes in different combinations. Forhea TRAE,'\‘-TEMYQ

definition, a 2-tier structure({ and D) is built firstly. Then

from it a 3-tier structure is built by dividing thé€’ tier into Granule Pattern

two smallerC; and C;. Then theC; tier is further divided M‘gigii;fors]”t‘;‘aife TiTgel(ToS) mi"—sluP Ti”"c')f;(sngi)ow

into tier C; 1 andC; » to generate a 4-tier structur€'(, Cs, o-tier 6765 5 113164006

C; and D). 3 tier from 2 tier 2593 50 122672
Fig 4 depicts the trends of total granule numbers in the __4tier from 3 tier 171
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For example, the time used to generate a four-tier structymning some meaningless rules. Based on the definitions,
from a three-tier structure is 171 ms, while it takes 2593 ons fin these experiments, we generate general rules first for the
constructing the three-tier structure from a two-tier stmwe. 16 definitions of multi-tier structures. We then filter oueth

These results show that the proposed theory has achievedrtteaningless rules based on their general rules. We found tha

remarkable performance.

10000 -
8000 |
6000 |

4000

Runtimes in seconds

2000

Granule ——
Pattern ------

Setting

Fig. 5. Runtime of granule and pattern approach

the rules contain abow®0% meaningless rules in average.

VIIl. CONCLUSION

Multi-tier granule mining provide an efficient way to repre-
sent and summarize association rules between granuled base
user selected attributes and tiers. This paper continues th
development of multi-tier structures. It presents formedi
concepts of association mappings and a method to 'estimate
patterns’ support based on related granules and the multi-
tier structures. Moreover, it conducts a set of experiments
Foodmart 2005 data collection to test the proposed method.
Compared with pattern summarization, the proposed multi-
tier granule mining achieves the best performance with zero
restoration error rate. The experimental results also show
that the multi-tier structures can use a very small space to
store the possible associations, and the multi-tier sirest
can be created efficiently. This research provides a progisi
alternative approach to find useful associations in datzbas

2) Restoration error rate and meaningless rulekhe pat- for user specific needs.

tern summarization model uses all closed patterns, whieh ar
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