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Abstract—Web crawling, a process of collecting web pages in
an automated manner, is the primary and ubiquitous operation
used by a large number of web systems and agents starting from
a simple program for website backup to a major web search
engine. Due to an astronomical amount of data already published
on the Web and ongoing exponential growth of web content, any
party that want to take advantage of massive-scale web data
faces a high barrier to entry. We start with background on
web crawling and the structure of the Web. We then discuss
different crawling strategies and describe adaptive web crawling
techniques leading to better overall crawl performance. We finally
overview some of the challenges in web crawling by presenting
such topics as collaborative web crawling, crawling the deep Web
and crawling multimedia content. Our goals are to introduce
the intelligent systems community to the challenges in web
crawling research, present intelligent web crawling approaches,
and engage researchers and practitioners for open issues and
research problems. Our presentation could be of interest to
web intelligence and intelligent agent technology communities
as it particularly focuses on the usage of intelligent/adaptive
techniques in the web crawling domain.

Index Terms—web crawling, web crawler, intelligent crawling,
adaptive crawling, collaborative crawling, Web ecosystem, We-
b structure, incremental crawling, focused crawling, deep Web

I. INTRODUCTION

WEB crawling [1], [2], a process of collecting web
pages in an automated manner, is the primary and

ubiquitous operation used by a large number of web systems
and agents starting from a simple program for website backup
to a major web search engine. For example, search engines
such as Google or Microsoft Bing use web crawlers to
routinely visit billions of web pages, which are then indexed
and made available for answering user search requests. In
this way, the characteristics of obtained web crawls such as
coverage or freshness directly affect on the quality of web
search results served to users. Besides web search, the web
crawling technology is central in such applications as web data
mining and extraction, web monitoring, social media analysis,
digital preservation (i.e., web archiving), detection of web
spam and fraudulent web sites, web application testing, finding
unauthorized use of copyrighted content (music, videos, texts,
etc.), identification of illegal and harmful web activities (e.g.,
terrorist chat rooms), and virtual tourism.

Due to an astronomical amount of data already published on
the Web and ongoing exponential growth of web content, any
party (be it an individual, company, government agency, non-
profit or educational organization) that want to take advantage
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of massive-scale web data faces a high barrier to entry. Indeed,
only network costs associated with the downloading of web-
scale size collection by themselves lead to expenses that are
not affordable by the majority of potential players.

For those with flexible budgets, there is a next barrier:
operating web-scale crawl, i.e. hundreds of millions of pages,
is a challenging task that requires skills and expertise in
distributed data retrieval and processing, not to mention large
operational costs. Finally, for the parties who nevertheless
manage to overcome the above obstacles but interested in
specific subsets of web information, the results of crawl are
often wasteful, as majority of retrieved pages do not match
their criteria of interest.

In this paper, we will overview recent advances made in har-
vesting the information on the Web, in order to introduce the
intelligent systems community to the challenges in this area,
with particular stress on intelligent web crawling approaches
using adaptive crawling agents as well as the underlying open
issues and research problems. We will also address issues in
building a spectrum of services and applications collecting and
aggregating large amounts of web information, e.g., the role of
web crawlers in the Web ecosystem, how intelligent crawling
strategies can lead to a better overall quality of crawled data.

II. WEB CRAWLING

This section will introduce the basics of web crawler oper-
ations and important web crawling applications, and provide
relevant statistics on the Web link structure. Next we will
describe the architecture of a web crawler and present a num-
ber of crawling strategies including three adaptive crawling
approaches.

A. Overview

The underlying mechanism of crawling — namely, given an
URL download a corresponding web page, extract all URL
links from it and repeat the process for those links that were
not visited yet — is naive and simple. However, due to a
number of imposing restrictions and resource limitations under
which crawlers operate, algorithms and techniques behind a
large-scale web crawler are far more complicated than the
trivial implementation. For example, in order not to be banned
by a web server, a crawler has to avoid sending too many
URL requests to a server within a short time period. Since
the distribution of pages over web servers is non-uniform, a
crawler faces a problem of downloading a large number of
pages from only a relatively small number of web servers
(comparing to their overall number on the Web).
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Fig. 1. URL Frontier in crawler’s operations.

There are many applications with web crawlers playing a
crucial role. The application spectrum ranges from visiting
as many web pages as possible by web search engine or
web archiver crawlers to the recently appeared trend of using
crawlers for web application testing [3]. Needs of commercial
web search engines are, however, the most important driving
force in design and development of better crawler agents. With
a few notable exceptions (e.g., see [4], [5]), academic crawling
projects operate on a much smaller scale and apparently
employ less sophisticated techniques.

The size and structure of the Web [6] are the most essential
aspects that define several key requirements for a web crawler.
The exponential growth of the Web suggests that no crawler
can cope to cover all the information on the public Web [7],
[8]. Moreover, the dynamism of web content guarantees that
any collection of crawled documents is stale (not up-to-date)
to a certain degree. As normally only limited resources are
available, making crawls to be up-to-date involves a trade-off
between freshness and coverage of the harvested documents.
Similarly, the link structure of the Web [9] is crucial for
understanding how crawlers can better prioritize their unseen
URL lists.

B. Intelligent Web Crawling

A general-purpose web crawler typically operates in a
distributed fashion, with multiple crawl threads that may run
under different processes and often at different nodes. The
architecture of a crawler [10], [11] includes a number of
components, including the URL frontier. It keeps URLs to
be visited in some order and returns the one with the highest
score to a crawler thread when it seeks for a new URL. The
URL frontier is schematically depicted in Figure 1.

There are a number of approaches to prioritize the URLSs
in the URL frontier. The main goal is to assign a URL
some value that corresponds to the “importance” of a web
page located at this URL. The URL prioritization strategies
clearly depend on the crawling goals. E.g., if a crawler has no
domain focus (general) or has to primarily focus on harvesting
pages on a certain topic (topical). Another possible concern
could be if a crawler should make a snapshot of a certain
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Fig. 2. Architecture of InfoSpider agent.

segment of the Web (batch) or should re-crawl previously
visited pages (incremental). In general, one can categorize the
existing approaches into six popular strategies used for both
general and topical batch crawling: Breadth-First, Depth-First,
Backlink count, Best-First, PageRank and Shark-Search [12],
[13]. In essence, a crawling strategy defines the assignment
of a priority value to a newly extracted URL. Depending on
the strategy a number of factors can be taken into account —
from a simple time-stamp of adding a link to the frontier to
an inherited score value based on relevance scores of several
ancestor pages pointing to a page with this link.

The abovementioned crawling strategies are static, in the
sense that they do not learn from experience or adapt to the
context of a topic in the course of crawl. In contrast to them,
an intelligent crawler agent uses an adaptive learning model to
assign priorities to the URLs in the frontier. In the literature,
there exist at least three adaptive crawling approaches: InfoS-
piders, ant-based crawling and HMM-supported crawling [14],
[15], [16], [17]. While HMM-supported crawling utilizes
Hidden Markov Models for learning paths leading to relevant
pages, InfoSpiders and ant-based crawling are inspired by evo-
lutionary biology studies and models of social insect collective
behaviour correspondingly. Figure 2 shows the architecture of
the InfoSpider agent, where agent’s representation is supported
by neural network.

III. OPEN CHALLENGES

This section will briefly discuss the role of crawlers in the
Web ecosystem and then present some open challenges in
web crawling research, such as collaborative web crawling,
crawling the deep Web and crawling multimedia content.

Being an important part of the Web ecosystem, crawler
agents follow the pull model of resource access, under which
a client has to first issue a request for a given resource
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(compared with the push model where a server can send (push)
a content to a client without an earlier request from client-
side). While the pull model has several advantages, it also
leads to significant inefficiencies in crawlers’ performance.
The collaborative crawling or “crawling as a common service”
approach [18] is the attempt to overcome some of these
problems by supplementing a regular general crawler with
a scalable filtering layer that allows other parties to crawl
by setting conditions for documents of interest and obtaining
relevant documents from the prime crawler.

The significant portion of the Web containing publicly-
available information from myriads of online web databases
(known as the deep Web [19]) is poorly accessible by crawlers.
Accessing a deep web resource requires recognizing a search
interface (search form) to a database and filling the recognized
interface with meaningful values — both tasks are extremely
challenging for conventional crawlers. In the literature, there
are some relevant techniques for deep web crawling [20], [21],
[22].

The Web has evolved from a huge textual repository to
a fully-fledged multimedia platform serving web users all
media types of content. Images, video, audio are now not just
supplementing textual content of web documents but become
integral part of many web resources. Most crawlers, however,
do not adapt to this change and continue to operate as text
harvesting systems. Thus, problems in crawling multimedia
content [23], [24] are well-timed and of high importance.

IV. SUPPORTING MATERIALS

The material of this article was presented as a tutorial
on the IEEE/WIC/ACM International Conferences on Web
Intelligence and Intelligent Agent Technology (WI-IAT 2013)
held in Atlanta, USA in November 2013. The tutorial slides
are available at http://goo.gl/woVtQk; note that last part of tu-
torial provides relevant references to important crawl datasets
and self-study materials. The bibliography for web crawling
domain can be found in [1], [25].
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