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I. INTRODUCTION 

Within our grasp is a deep scientific 

understanding of how the brain’s 

mechanisms give rise to perception, 

cognition, emotion, action and social 

engagement with others. Such an 

understanding will have a revolutionary 

impact on science, medicine, economic 

growth, security, and social wellbeing. 

One way to understand this complicated 

system is through the construction of 

working models. Developing neural 

models that follow the architecture and 

dynamics of brain networks, combined 

with building robotic systems that 

physically ground these models, has 

great potential to solve one of the Grand 

Challenges posed by the United States 

National Academy of Engineering: 

Reverse-Engineering the Brain. Our 

laboratory attempts to meet this 

challenge in four complementary ways 

by: 1) Promoting the field of Cognitive 

and Brain-Based Robotics. 2) 

Developing adaptive action selection 

systems based on principles of 

vertebrate neuromodulation. 3) 

Data-mining neuroinformatic and gene 

expression databases. 4) Constructing 

large-scale, detailed models of cortical 

and subcortical processing on parallel 

computing platforms. 

II. COGNITIVE AND BRAIN-BASED 

ROBOTICS 

For over 10 years, we have been 

promoting the field of Cognitive 

Robotics, or Neurorobotics. These 

brain-based robots are physical devices 

whose control systems have been 

modeled after aspects of brain 

processing. The goals of these robots are 

to better understand cognition through 

the construction of physical artifacts, 

and to create practical systems that 

demonstrate cognitive capabilities. 

Neurorobotics is built on the notion that 

the brain is embodied in the body, which 

is, in turn, embedded in the environment, 

and that this coupling is necessary for an 

intelligent system. The field is small, but 

growing, due to technological advances 

and increased interdisciplinary research.  

Our group has developed a series of 

neurorobotic models that have 

successfully demonstrated perceptual 

categorization and conditioning [1], 

visual binding and scene segmentation 

[2], texture discrimination with artificial 

whiskers [3], adaptive motor control [4], 

spatial memory and navigation [5, 6], 

and neuromodulation as a 

general-purpose robot control system [7, 

8]. These algorithms have several 

important features for autonomous robot 

control in general, such as fluid 

switching of behavior, gating in 

important sensory events, and 

separating signal from noise. Our 

algorithms and models have been tested 

on several robotic platforms in our 

laboratory, and we are currently 

working with other robotics laboratories 

around the world to demonstrate their 

applicability.  

As an extension of our previous 

neurorobotic work in spatial memory 

and navigation, we are developing 

cognitive robots capable of contextual 

learning. A main goal of this research is 

to create a robot capable of constructing 

a cognitive map of its environment 

while foraging for different valued 

resources under varying environmental 

conditions. The system should lead to a 

better understanding of how areas of the 

medial temporal lobe interact with 

cortical areas to create flexible episodic 

memory. Such a system would be a 

major step forward for autonomous 

navigation by artificial systems. 

Another research direction of our lab, 

which builds upon our cognitive 

robotics work, is to deploy teams of 

cognitive robots. These robot teams, or 

swarms, can be fairly large in size, and 

as a result, an inexpensive robot with 

strong communication capabilities is 

favourable.  To that end, we have 

developed an open source robotic 

platform that leverages smartphone 

technology as a control system [9, 10]. 

The computing, communication, and 

sensing capabilities of current 

smartphones affords an inexpensive yet 

highly capable robotic platform that can 

be used for education and research. The 

platform, called leCarl, consists of an 

Android phone, R/C car platform, IOIO 

interface board, and additional sensors 

(see Figure 1). In the near future, our 

action selection, learning, and cognitive 

mapping algorithms will be deployed on 

a leCarl swarm in a Search and Rescue 

task. 

 
Figure 1. Android based robotic platform. The 

Android phone serves as the computing and 

sensing device. The IOIO provides an interface to 

add additional sensors, such as IR range finders. 

The base is installed on the chassis of a R/C truck. 

The robotic head is composed of a rectangular tube, 

two servos for the pan and tilt unit, and a phone 

holder made of foam. Adapted from [9]. 

III. ADAPTIVE ACTION SELECTION 

SYSTEMS BASED ON PRINCIPLES OF 

VERTEBRATE NEUROMODULATION 

The vertebrate neuromodulatory system 

plays a key role in regulating 

decision-making and responding to 

environmental challenges. In particular, 

the serotonergic system underlies 

control of stress, social interactions, and 

risk-taking behavior. The dopaminergic 

system has been implicated in the 

prediction of rewards and incentive 

salience. The cholinergic and 

noradrenergic systems are thought to 

play important roles in attention and 

judging uncertainty. We suggested that 

the behavior of an autonomous system 

The Cognitive Anteater Robotics Laboratory 
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modeled after the vertebrate 

neuromodulatory system, might 

demonstrate the complexity and 

flexibility associated with higher order 

animals by monitoring its surroundings, 

adapting to change, and responding 

decisively to important environmental 

events [11]. Since the publication of this 

paper, our group has demonstrated how 

these systems can modulate attention in 

uncertain environments [12], shape 

decision-making in social situations [13, 

14], and be used as an adaptive 

controller for autonomous robots [8, 15]. 

Our attentional study showed how the 

noradrenergic and cholinergic systems 

interact with each other, and suggested 

how this could lead to behavioral 

adaptation in the face of uncertainty [12]. 

We suggested that basal forebrain 

activity tracks expected uncertainty and 

that this shapes attentional search. We 

also suggested that the locus coeruleus 

tracks unexpected uncertainty, and this 

leads rapid responses to changes in the 

environment. 

Game theory can be a powerful tool for 

testing models and discovering the 

neural correlates of decision-making in 

cooperative and competitive situations. 

In a set of human robot interaction 

studies using socioeconomic game 

theory, specifically the Hawk-Dove 

game, we showed that adaptive agents, 

whose behavior is guided by simulated 

dopaminergic and serotonergic systems, 

could evoke changes in strategy, 

reward/cost tradeoffs, and reciprocal 

behavior in subjects [14]. We also 

showed that division into two groups 

best described subjects’ responses 

during these games [13]. Lowering 

subjects’ serotonin levels through Acute 

Tryptophan Depletion caused some 

subjects to be more aggressive (as 

expected), but others to be less 

aggressive (unexpected). We suggest 

that individual variation, possibly due to 

genetic differences in serotonin and 

dopamine action, may be influencing 

this variability. To further understand 

this relationship, we turned to another 

socioeconomic game, called the Stag 

Hunt, which focuses on cooperation. In 

the Stag Hunt, subjects can either hunt a 

low valued hare on their own or form a 

social contract with another player to 

hunt a highly valued stag (see Figure 2). 

We constructed an adaptive agent, based 

on the interaction between the 

dopaminergic and serotoninergic 

systems, which learned to play Stag 

Hunt and develop strategies based on 

the human player’s tendencies [16]. In 

this study, we tested the performance of 

40 subjects playing against five 

opponent types (the adaptive agent, and 

four other set strategies) in a 

spatiotemporal version of the Stag Hunt 

game. Subjects put more thought in their 

movements and in considering the 

movements of the agent when playing 

against the adaptive agent. Similar to 

our Hawk-Dove study, we observed 

differences between subjects on the 

individual level, with several 

responding to the adaptive agent by 

almost always cooperating, and several 

others remaining nearly exclusively 

uncooperative. In future work, we are 

interested in both the development of 

the agent strategy and the subjects’ 

reaction to adaptive agents. Moreover, 

we plan to further investigate the neural 

correlates of these behaviors through 

brain imaging, pharmacological 

manipulations and genetic screening. 

 
Figure 2. Screenshot of Stag Hunt game board. 

The game board included a 5x5 grid of spaces 

upon which the player (stick figure image), agent 

(robot image), stag (stag image), and hare (hare 

image) tokens resided. The screen included a 

button to start the experiment, the subject’s score 

for the round, the subject’s overall score for the 

experiment, the game number within the round, a 

3-second countdown to the start of the game, and a 

10-second counter monitoring the game’s timeout. 

At the beginning of each game, the locations for 

the stag, player, and agent tokens were randomly 

placed along either the top row, bottom row, or 

middle column at least one square away from each 

other. The initial positions of the hares were fixed 

in the locations shown above for all games. The 

player and agent could move one square at a time 

towards their goal at the start of the game, while 

the targets remain fixed. Adapted from [16]. 

IV. DATA-MINING NEUROINFORMATIC 

AND GENE EXPRESSION DATABASES. 

In addition to our modeling work, we 

are taking a neuroinformatic approach 

to understanding cognitive function. 

Neuroinformatics is an emerging 

technique concerned with the 

management and sharing of 

neuroscience data. In recent work, we 

performed an exploratory survey of 

receptor gene expression associated 

with classical neuromodulatory systems 

(i.e., cholinergic, dopaminergic, 

noradrenergic, and serotonergic) within 

anatomical origins of these 

neuromodulatory systems, as well as in 

the amygdala [17]. Investigation of 

receptor gene expression in these 

regions was undertaken using the Allen 

Mouse Brain Atlas, a growing 

neuroinformatic resource that contains 

data sets of extensive mouse gene 

expression and neuroanatomical data. 

As a result, this type of exploratory 

analysis revealed many connectivity 

relations and receptor localization of 

these neuromodulatory systems that had 

not been previously reported (Figure 3). 

Currently, we are using this approach to 

understand the structural and functional 

underpinnings of reward processing by 

acquiring and analyzing expression data 

from dopamine and serotonin signaling 

genes across brain areas associated with 

the reward circuit. 

 
Figure 3. Network model showing overall 

expression of neuromodulatory receptors and their 

implied neuromodulatory projections to target 

areas. Vertices represent brain regions that are 

either standalone (purple = amygdala regions) or 

combined regions (yellow = noradrenergic, green 

= cholinergic, blue = dopaminergic, and red = 

serotonergic). Directed arcs represent projections 

going to and coming from a source. The 

pointed-arrow indicates the target location and the 

non-arrow end of the arc indicates the origin. The 

thickness of each arc, as well as the size of vertices, 
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is proportional to the amount of expression found 

in the target location. Adapted from [17]. 

V. DETAILED MODELS OF CORTICAL 

AND SUBCORTICAL PROCESSING ON 

PARALLEL COMPUTING PLATFORMS 

Despite recent increases in computer 

power, constructing a neural model that 

approaches the size of a human-brain 

will require several orders of magnitude 

increases in computation, 

communication, and memory capacity. 

Conventional computer hardware may 

not be the appropriate architecture for 

modeling a brain. Unlike a conventional 

computer, the brain is a massively 

parallel, analog, fault-tolerant, selective 

system that does not rely on 

programmed instructions. Alternative 

computer architectures and 

programming paradigms, which are 

neurobiologically inspired, are in need 

of investigation [18, 19]. Our group has 

been developing tools to incorporate 

these brain features into computer 

models. Specifically, we have 

constructed large-scale network models 

that capture the dynamics of neural 

signaling at the microcircuit (i.e., within 

brain areas) and macrocircuit (i.e., 

between brain areas) levels. We have 

developed a highly efficient 

implementation of Spiking Neural 

Networks (SNN) by leveraging the 

parallel computing power of Graphical 

Processing Units (GPUs). Our 

publically available software program, 

called CARLsim 

(http://www.socsci.uci.edu/~jkrichma/

CARLsim), is a C/C++ based SNN 

simulator that runs on both generic x86 

CPUs and standard off-the-shelf GPUs. 

With our optimizations, we have 

demonstrated roughly 25X speedups 

over cutting edge desktop computers. 

This simulation environment was 

released to the modeling community so 

that researchers would have easy access 

to large-scale SNN simulations [20]. It 

has been very popular among computer 

scientists, neuroscientists, and engineers. 

Our latest release of simulator software 

extended this prior model to include 

more biologically plausible descriptions 

of synaptic connections and learning 

rules [21]. In particular, this new 

simulation environment facilitates the 

development of very large-scale spiking 

neural networks that follow the brain’s 

architecture. Using this simulator 

environment, we developed cortical 

models of visual form, color, and 

motion processing in which we 

replicated color opponency and motion 

perception results at both the 

psychophysical and neuronal level (see 

Figure 4). This simulation environment 

has also been used to replicate a recent 

and important finding on how basal 

forebrain activation can enhance 

cortical coding of natural scenes [22]. 

Our spiking neuron model, which 

included the basal forebrain, thalamus, 

and visual cortex, suggested that basal 

forebrain activation switches the firing 

mode of thalamic neurons, which in turn 

leads to an increase in within-cell 

reliability and a decrease in 

between-cell redundancy in LGN and 

visual cortex. In near future releases of 

our spiking simulator, we plan to 

introduce an automated parameter 

tuning framework, and a more extensive 

visual motion perception model. In 

addition, we are expanding our 

GPU-accelerated spiking neural 

network simulator (CARLsim) to run 

across many GPUs with the use of MPI. 

We believe this work in the spiking 

neural network domain will have a 

broad impact on the neuromorphic 

engineering community and will one 

day lead to practical applications 

deployed on specialized hardware.  

 
Figure 4. Architecture of the spiking neural 

network model of visual cortex. In the V1 color 

layer, there are four color opponent 

(center+/surround−) responses, which are 

combined in V4 to respond to six primary colors. 

The V1 motion energy model projects to edge 

detecting neurons in V4 and directionally selective 

neurons in cortical area MT Adapted from [21]. 

VI. SUMMARY 

By combining computational modeling 

and neuroinformatics with autonomous 

robots and parallel computing 

techniques, our group has created a 

multi-disciplinary approach to 

understanding the inner workings of the 

brain and cognition. It is our hope that 

this approach will continue to benefit 

both the neuroscience and computer 

science communities and move us closer 

to meeting the grand challenge of 

reverse-engineering the brain. 
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Intelligent Web Crawling
(WI-IAT 2013 Tutorial)

Denis Shestakov

Abstract—Web crawling, a process of collecting web pages in
an automated manner, is the primary and ubiquitous operation
used by a large number of web systems and agents starting from
a simple program for website backup to a major web search
engine. Due to an astronomical amount of data already published
on the Web and ongoing exponential growth of web content, any
party that want to take advantage of massive-scale web data
faces a high barrier to entry. We start with background on
web crawling and the structure of the Web. We then discuss
different crawling strategies and describe adaptive web crawling
techniques leading to better overall crawl performance. We finally
overview some of the challenges in web crawling by presenting
such topics as collaborative web crawling, crawling the deep Web
and crawling multimedia content. Our goals are to introduce
the intelligent systems community to the challenges in web
crawling research, present intelligent web crawling approaches,
and engage researchers and practitioners for open issues and
research problems. Our presentation could be of interest to
web intelligence and intelligent agent technology communities
as it particularly focuses on the usage of intelligent/adaptive
techniques in the web crawling domain.

Index Terms—web crawling, web crawler, intelligent crawling,
adaptive crawling, collaborative crawling, Web ecosystem, We-
b structure, incremental crawling, focused crawling, deep Web

I. INTRODUCTION

WEB crawling [1], [2], a process of collecting web
pages in an automated manner, is the primary and

ubiquitous operation used by a large number of web systems
and agents starting from a simple program for website backup
to a major web search engine. For example, search engines
such as Google or Microsoft Bing use web crawlers to
routinely visit billions of web pages, which are then indexed
and made available for answering user search requests. In
this way, the characteristics of obtained web crawls such as
coverage or freshness directly affect on the quality of web
search results served to users. Besides web search, the web
crawling technology is central in such applications as web data
mining and extraction, web monitoring, social media analysis,
digital preservation (i.e., web archiving), detection of web
spam and fraudulent web sites, web application testing, finding
unauthorized use of copyrighted content (music, videos, texts,
etc.), identification of illegal and harmful web activities (e.g.,
terrorist chat rooms), and virtual tourism.

Due to an astronomical amount of data already published on
the Web and ongoing exponential growth of web content, any
party (be it an individual, company, government agency, non-
profit or educational organization) that want to take advantage

D. Shestakov is with the Department of Media Technology, Aalto Univer-
sity, Finland e-mail: denis.shestakov@aalto.fi

of massive-scale web data faces a high barrier to entry. Indeed,
only network costs associated with the downloading of web-
scale size collection by themselves lead to expenses that are
not affordable by the majority of potential players.

For those with flexible budgets, there is a next barrier:
operating web-scale crawl, i.e. hundreds of millions of pages,
is a challenging task that requires skills and expertise in
distributed data retrieval and processing, not to mention large
operational costs. Finally, for the parties who nevertheless
manage to overcome the above obstacles but interested in
specific subsets of web information, the results of crawl are
often wasteful, as majority of retrieved pages do not match
their criteria of interest.

In this paper, we will overview recent advances made in har-
vesting the information on the Web, in order to introduce the
intelligent systems community to the challenges in this area,
with particular stress on intelligent web crawling approaches
using adaptive crawling agents as well as the underlying open
issues and research problems. We will also address issues in
building a spectrum of services and applications collecting and
aggregating large amounts of web information, e.g., the role of
web crawlers in the Web ecosystem, how intelligent crawling
strategies can lead to a better overall quality of crawled data.

II. WEB CRAWLING

This section will introduce the basics of web crawler oper-
ations and important web crawling applications, and provide
relevant statistics on the Web link structure. Next we will
describe the architecture of a web crawler and present a num-
ber of crawling strategies including three adaptive crawling
approaches.

A. Overview

The underlying mechanism of crawling – namely, given an
URL download a corresponding web page, extract all URL
links from it and repeat the process for those links that were
not visited yet – is naive and simple. However, due to a
number of imposing restrictions and resource limitations under
which crawlers operate, algorithms and techniques behind a
large-scale web crawler are far more complicated than the
trivial implementation. For example, in order not to be banned
by a web server, a crawler has to avoid sending too many
URL requests to a server within a short time period. Since
the distribution of pages over web servers is non-uniform, a
crawler faces a problem of downloading a large number of
pages from only a relatively small number of web servers
(comparing to their overall number on the Web).

IEEE Intelligent Informatics Bulletin December 2013 Vol.14 No.1
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Fig. 1. URL Frontier in crawler’s operations.

There are many applications with web crawlers playing a
crucial role. The application spectrum ranges from visiting
as many web pages as possible by web search engine or
web archiver crawlers to the recently appeared trend of using
crawlers for web application testing [3]. Needs of commercial
web search engines are, however, the most important driving
force in design and development of better crawler agents. With
a few notable exceptions (e.g., see [4], [5]), academic crawling
projects operate on a much smaller scale and apparently
employ less sophisticated techniques.

The size and structure of the Web [6] are the most essential
aspects that define several key requirements for a web crawler.
The exponential growth of the Web suggests that no crawler
can cope to cover all the information on the public Web [7],
[8]. Moreover, the dynamism of web content guarantees that
any collection of crawled documents is stale (not up-to-date)
to a certain degree. As normally only limited resources are
available, making crawls to be up-to-date involves a trade-off
between freshness and coverage of the harvested documents.
Similarly, the link structure of the Web [9] is crucial for
understanding how crawlers can better prioritize their unseen
URL lists.

B. Intelligent Web Crawling

A general-purpose web crawler typically operates in a
distributed fashion, with multiple crawl threads that may run
under different processes and often at different nodes. The
architecture of a crawler [10], [11] includes a number of
components, including the URL frontier. It keeps URLs to
be visited in some order and returns the one with the highest
score to a crawler thread when it seeks for a new URL. The
URL frontier is schematically depicted in Figure 1.

There are a number of approaches to prioritize the URLs
in the URL frontier. The main goal is to assign a URL
some value that corresponds to the “importance” of a web
page located at this URL. The URL prioritization strategies
clearly depend on the crawling goals. E.g., if a crawler has no
domain focus (general) or has to primarily focus on harvesting
pages on a certain topic (topical). Another possible concern
could be if a crawler should make a snapshot of a certain
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Fig. 2. Architecture of InfoSpider agent.

segment of the Web (batch) or should re-crawl previously
visited pages (incremental). In general, one can categorize the
existing approaches into six popular strategies used for both
general and topical batch crawling: Breadth-First, Depth-First,
Backlink count, Best-First, PageRank and Shark-Search [12],
[13]. In essence, a crawling strategy defines the assignment
of a priority value to a newly extracted URL. Depending on
the strategy a number of factors can be taken into account –
from a simple time-stamp of adding a link to the frontier to
an inherited score value based on relevance scores of several
ancestor pages pointing to a page with this link.

The abovementioned crawling strategies are static, in the
sense that they do not learn from experience or adapt to the
context of a topic in the course of crawl. In contrast to them,
an intelligent crawler agent uses an adaptive learning model to
assign priorities to the URLs in the frontier. In the literature,
there exist at least three adaptive crawling approaches: InfoS-
piders, ant-based crawling and HMM-supported crawling [14],
[15], [16], [17]. While HMM-supported crawling utilizes
Hidden Markov Models for learning paths leading to relevant
pages, InfoSpiders and ant-based crawling are inspired by evo-
lutionary biology studies and models of social insect collective
behaviour correspondingly. Figure 2 shows the architecture of
the InfoSpider agent, where agent’s representation is supported
by neural network.

III. OPEN CHALLENGES

This section will briefly discuss the role of crawlers in the
Web ecosystem and then present some open challenges in
web crawling research, such as collaborative web crawling,
crawling the deep Web and crawling multimedia content.

Being an important part of the Web ecosystem, crawler
agents follow the pull model of resource access, under which
a client has to first issue a request for a given resource

December 2013 Vol.14 No.1 IEEE Intelligent Informatics Bulletin
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(compared with the push model where a server can send (push)
a content to a client without an earlier request from client-
side). While the pull model has several advantages, it also
leads to significant inefficiencies in crawlers’ performance.
The collaborative crawling or “crawling as a common service”
approach [18] is the attempt to overcome some of these
problems by supplementing a regular general crawler with
a scalable filtering layer that allows other parties to crawl
by setting conditions for documents of interest and obtaining
relevant documents from the prime crawler.

The significant portion of the Web containing publicly-
available information from myriads of online web databases
(known as the deep Web [19]) is poorly accessible by crawlers.
Accessing a deep web resource requires recognizing a search
interface (search form) to a database and filling the recognized
interface with meaningful values – both tasks are extremely
challenging for conventional crawlers. In the literature, there
are some relevant techniques for deep web crawling [20], [21],
[22].

The Web has evolved from a huge textual repository to
a fully-fledged multimedia platform serving web users all
media types of content. Images, video, audio are now not just
supplementing textual content of web documents but become
integral part of many web resources. Most crawlers, however,
do not adapt to this change and continue to operate as text
harvesting systems. Thus, problems in crawling multimedia
content [23], [24] are well-timed and of high importance.

IV. SUPPORTING MATERIALS

The material of this article was presented as a tutorial
on the IEEE/WIC/ACM International Conferences on Web
Intelligence and Intelligent Agent Technology (WI-IAT 2013)
held in Atlanta, USA in November 2013. The tutorial slides
are available at http://goo.gl/woVtQk; note that last part of tu-
torial provides relevant references to important crawl datasets
and self-study materials. The bibliography for web crawling
domain can be found in [1], [25].
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Abstract—An important decision when developing a software 

agent is the design of its internal architecture. Several models of 

deliberative and reactive architectures have already been 

proposed. However, approaches of hybrid software architectures 

that combine deliberative and reactive components, with the 

advantages of both behaviors, are still an open research topic. 

This paper analyzes the state of the art of software agent 

architectures from the basic reactive and deliberative models to 

more advanced ones like hybrid and learning software 

architectures. A case study on the design of an ontology-driven 

hybrid and learning software agent architecture is also described.  

 
Index Terms—Software Agents, Software Architectures, 

Hybrid Agents; Learning Agents; Agent-oriented Development; 

Software Design 

I. INTRODUCTION 

EVELOPING software  of  high  quality  is  difficult 

because  of  the  natural  complexity  of software.  Looking 

for appropriate techniques to confront complexity, software 

development paradigms have evolved from structured to 

object-oriented approaches to agent-oriented ones [31].  

Having the properties of autonomy, sociability and learning 

ability, software agents are a very useful software abstraction to 

the understanding, engineering and use of both complex 

software problems and solutions like distributed and open 

systems and to support the decision making process [19][23]. A 

software agent is an entity that perceives its environment 

through sensors and acts upon that environment through 

actuators [38]. Agent attributes allow to approach complexity 

of software development through appropriate mechanisms for 

software decomposition, abstraction and flexible interactions 

between components [31]. 

During the process of developing a multi-agent system, both 

the architecture of the agent society and the one of each agent 

are defined in the global and detailed design phases, 

respectively, looking for satisfying the functional and 

non-functional requirements of the system.  

A software architecture is a software computational solution 

to a problem showing how the component parts of a system 

interact, thus providing an overview of the system structure. It 

is the product of a software design technique and considered a 

bridge between requirements engineering and coding where  
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emphasis is on coordination and cooperation over computation. 

The main elements of a software architecture are components, 

connectors and cooperation and coordination mechanisms. The 

components are the computational units, like modules, objects 

or software agents. The connectors represent the interactions 

between the architecture components, for instance, the 

messages exchanged by agents in a multi-agent society. The 

cooperation and coordination mechanisms define the way in 

which the elements are arranged, for example, a layered 

architecture.   

Software architectures are represented in graphical diagrams 

based on architectural styles and design patterns. An 

architectural style [20] defines a vocabulary of components and 

connection types and a set of restrictions on how these 

components may be combined. A design pattern [35] is a 

reusable solution to a recurring problem. It shows not only the 

solution but also its restrictions and the context in which to 

apply this solution. Frequently used architectural styles and 

design patterns are pipes and filters, object-oriented, layered 

and blackboard architectures.   

Agent architectures emulate human behavior through models 

of reactive architectures, supporting instinctive or reflexive 

behavior, and deliberative architectures, supporting different 

forms of automatic reasoning (deductive, inductive and 

analogical reasoning, among others). 

A reactive architecture is ideal in cases where an immediate 

action is necessary for a certain perception, and then, its main 

advantage is the speed of the agent action. Differently, a 

deliberative architecture is suitable to support more complex 

decisions where a reasoning process should be executed to find 

the most appropriate action for a particular perception. 

Several models of deliberative and reactive architectures 

have already been proposed. However, approaches of hybrid 

software architectures that combine deliberative and reactive 

components, with the advantages of both behaviors are still an 

open research topic. These architectures have greater 

complexity in their definition and use, since they require 

synchronization between reactive and deliberative components.  

Another important aspect to be considered on the definition of 

the internal architecture of an agent is the definition of 

knowledge bases representing the agent knowledge about itself 

and the external environment. One of the most effective ways 

of representing agent knowledge bases are ontologies. An 

ontology is an explicit specification of a conceptualization [39]. 

Conceptualization refers to the abstraction of a part of the world 

(a domain) where are  represented  the  relevant  concepts  and
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their relationships. Ontologies have the advantages of being 

formal and reusable semantic representations. 

Considering that an agent has the granularity of a subsystem, 

the specification of its architecture has particular importance 

both for approaching complexity and understanding software 

solutions. 

This article analyzes the state of the art of software agent 

architectures from the basic reactive and deliberative models to 

more advanced ones like hybrid and learning software 

architectures. 

The rest of the paper is organized as follows. Section II 

introduces the basic software agent architectures and section III 

their main components. Section IV discusses current 

approaches for advanced architectures such as learning and 

hybrid ones. Section V concludes the paper.  

II. BASIC SOFTWARE AGENT ARCHITECTURES 

Basic software agent architectures currently structure just 

two types of behaviors: reactive or reflexive and deliberative by 

reasoning. However, there are different proposals for 

structuring these basic behaviors and its variations [21][38] that 

are discussed in the following sections. 

Fig. 1 illustrates the architecture of a generic agent, which 

perceives the external environment through sensors and then 

interprets the perception and transforms it into a sentence. It 

performs a mapping of the current perception to an action, 

represented in Fig. 1 by the question mark. This mapping 

occurs immediately in the case of a reactive behavior or 

through automatic reasoning otherwise. After encountering the 

sentence that represents the action, this is interpreted and the 

action is executed in the environment. 

 

 
Fig. 1. A generic software agent (adapted from [38]) 

 

A. Russel and Norvig Classification 

Russel and Norvig [38] define four basic types of 

architectures for software agents: simple reflex agents, 

reflex-agents with state, goal-based agents and utility-based 

agents. 

1) Simple reflex agents 

Simple reflex agents are considered the simplest type of 

agent where the agent's action is performed as an answer of just 

the current perception. It has a knowledge base that contains a 

set of <condition,action> rules. For each perception satisfying 

the condition, a corresponding action in the knowledge base is 

selected and performed. For instance, if the knowledge base has 

the reactive rule “if the car in front is breaking then initiate 

braking”, when perceived that “The car in front braked” the 

action “Initiate braking” would be performed. Fig. 2 and Fig. 3 

illustrate the structure of a simple reflex agent. First, the 

perception is interpreted and transformed into a sentence, and 

then the knowledge base of the agent is updated. If a matching 

is found between the sentence and the condition of a rule, the 

corresponding action sentence of the rule is selected. Finally, 

the sentence that represents the action is interpreted and the 

agent performs the action in the environment. 

 

 
Fig. 2. The structure of a simple reflex agent (adapted from [38]) 

 

 function Skeleton-Agent(percept) returns action 

 static: memory, the agent’s memory of the world 

 memory ← Update-memory(memory, percept) 

 action ← Choose-Best_action(memory) 

 memory ← Update-memory(memory, action) 

 return action  
Fig. 3. Reflex-agent algorithm [38] 

Fig. 4 illustrates a vacuum world as an example of a simple 

reflex agent architecture. This agent environment has two 

rooms called A and B. Each room can have a dirty or clean state. 

When the agent perceives that the room A is dirty it should 

perform the action "clean", then goes to the room B and do the 

same check. The operation of the vacuum agent is described in 

the algorithm of Fig. 5. 
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. 

 
Fig. 4. The vacuum world: an example of a simple reflex agent [38] 

 

function REFLEX-VACUUM-AGENT([location,status]) 

returns an action 

 if status = Dirt then return Suck 

 else if location = A then return Right  

 else if location = B then return Left 

Fig. 5.  A simple reflex vaccum agent algorithm [38] 

 

2) Reflex agents with state 

A reflex agent with state differs from the previous one on the 

fact that it updates the state of the environment with each new 

perception. An action in the set of rules is selected according to 

the perception history and not just from the current perception 

(Fig. 6 and Fig. 7). Moreover, the agent with state has a world 

model, that is, contains knowledge about the environment. For 

example, when an agent crosses a street its reactive behavior 

will depend on the traffic rules that make part of the agent 

world model. 

 

Fig. 6. The structure of a reflex agent with state (adapted from [38]) 

 

function Reflex-Agent-With-State(percept) returns action 

static: state, a description of the current world state 

             rules, a set of condition-action rules 

 state ← Update-State(state, percept) 

 rule ← Rule-Match(state, rules) 

 action ← Rule-Action (rule) 

 state ← Update-State(state, action) 

 return action 

Fig. 7. An algorithm with the basic operation of a reflex agent with state [38] 

 

3) Goal-based agents 

A goal-based agent maintains the state of the environment 

and has a goal to be achieved. For that it has to perform an 

action or a sequence of several actions determined though a 

reasoning mechanism on the agent knowledge base. This makes 

them less efficient than reflex agents due to the fact that the 

processing time required to perform a reasoning process is 

usually greater than the one required by rule condition-action 

agents. In Fig. 8 the basic structure of goal-based agent is 

illustrated and        Fig. 9 describes the algorithm with the basic 

operation of this agent type. 

 

 
Fig. 8. The structure of a goal-based agent (adapted from [38]) 

 

       Fig. 9. Algorithm with the basic operation of goal-based agents [38] 

 

4) Utility-based agents 

Utility-based agents are similar to goal-base agents, but they 

also have an utility measure used to evaluate the level of 

success when reached the goal. For example, an agent whose 

goal is to go from "City A" to "City B" can achieve this goal 

taking two to four hours to complete the route. By defining a 

measure of time efficiency, the agent will know that completing 

the route in less time is better. Fig. 10 illustrates the basic 

structure of such agents and Fig. 11 describes its basic 

operation. 

 

Fig. 10. The structure of an utility-based agent (adapted from [38]) 

function  Goal-Based-Agent (percept) returns action 

static: KB, goal, search-space 

 KB ← UPDATE-KB (KB, percept) 

 goal ← FORMULATE-GOAL (KB) 

 search-space ← FORMULATE-PROBLEM (KB, goal) 

 plan ←SEARCH (search-space, goal) 

 while (plan not empty) do 

 action ← RECOMMENDATION (plan, KB) 

 plan ← remainder(plan, KB) 

 return action 
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Fig. 11. An algorithm with the basic operation of an utility-based agents [38] 

 

B. Wooldridge Classification 

Wooldridge [19][21][22] classifies basic agents into three 

main categories: deductive reasoning agents, practical 

reasoning agents and reactive agents. 

 

1) Deductive reasoning agents 

Deductive reasoning agents have a symbolic model of their 

enviroment and their behavior is explicitly represented, 

typically using logic. The agent handles this representation by 

deductive reasoning which can require considerable time to be 

performed. Fig. 12 illustrates the structure of a deductive 

reasoning agente. 

 

 

Fig. 12. The structure of a deductive reasoning agent (adapted from [21]) 

 

2) Pratical reasoning agents 

Practical reasoning agents, also called BDI agents, are their 

based on the idea that agent acts not only by deductive 

reasoning. In practical reasoning, the decision process is 

performed based on beliefs, desires and intentions. Agent 

beliefs include the agent knowledge about the world, desires 

are some kind of desirable state to be reached, and intentions 

are the actions that the agent decides to take to achieve their 

desires. 

To understand BDI agents, in [8] is given the following 

example: When a person graduates from university with a first 

degree, he/she is faced with some important choices. Typically, 

he/she proceeds in these choices by first deciding what sort of 

career to follow. For example, one might consider a career as an 

academic, or a career in industry. The process of deciding 

which career to aim for is deliberation. Once one has fixed upon 

a career, there are further choices to be made; in particular, how 

to bring about this career. Suppose that, after deliberation, you 

choose to pursue a career as an academic. The next step is to 

decide how to achieve this state of affairs. This process is 

means–ends reasoning. The end result of means–ends 

reasoning is a plan or recipe of some kind for achieving the 

chosen state of affairs. For the career example, a plan might 

involve first applying to an appropriate university for a PhD 

place, and so on. After obtaining a plan, an agent will typically 

then attempt to carry out (or execute) the plan, in order to bring 

about the chosen state of affairs. If all goes well (the plan is 

sound, and the agent’s environment cooperates sufficiently), 

then after the plan has been executed, the chosen state of affairs 

will be achieved. 

In Fig. 13 the main elements of a BDI architecture are 

illustrated. This architecture consists of a set of current beliefs 

that represent the information the agent has about its 

environment; by a belief revision function (brf - beliefs review 

function), that is the entry of a perception and current agent 

beliefs; a generation options function (generate options), which 

determines the choices of actions available to the agent 

(desires), based on their current beliefs about the environment 

and their current intentions; by a set of current options (desires), 

representing the actions available to the agent; by a filter 

function (filter) which represents the agent's deliberation 

process and determining the intentions of the agent based on 

their current beliefs, desires and intentions; by a set of current 

intentions (intentions), representing the current goal of the 

agent and by a selection function action (action) that determines 

an action to be performed on the basis of current intentions. 

 

Fig. 13. The structure of a BDI agent (adapted from [21]) 

 

The main advantages of BDI architectures, cited in [21], are 

conceptual proximity to the process of human decision and the 

informal understanding of the notions of belief, desire and 

intentions.  

function  Goal-Based-Agent (percept) returns action 

static: KB, goal, search-space 

KB ← UPDATE-KB (KB, percept) 

goal ← FORMULATE-GOAL (KB, utility_measure) 

search-space ← FORMULATE-PROBLEM (KB, goal) 

plan ←SEARCH (search-space , goal) 

while (plan not empty) do 

action ← RECOMMENDATION(plan, KB) 

plan ← REMAINDER (plan, KB) 

return action 
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3) Reactive agents 

Reactive architectures are defined with the aim of filling the 

main shortcoming of logic-based architectures: processing time. 

The goal of the architecture is reactive agent that can provide 

intelligent behavior through a set of quick and simple behaviors. 

The knowledge of the agent and its behavior is not necessarily 

represented in logic and the agent does not perform any kind of 

reasoning.  

 In Wooldridge reactive architecture (illustrated in Fig. 14) is 

defined a set of rules for direct mapping of perceptions to 

actions. Some reactive architectures are organized into layers 

with different levels of abstraction, where the lower layers have 

a higher level of priority, i.e., critical actions are performed by 

these layers. The layers can also be independent, i.e., each layer 

can process a perception and perform an action. In this case, the 

actions can be executed in parallel.  

 

 

Fig. 14. The structure of a reactive agent (adapted from [21]) 

 

 

C. Kendall Classification 

Kendall [3] defined two agent architectures organized into 

layers: layered agents and reactive agents. A difference this 

author to others is that it represents the agents through patterns. 

 

1) Reactive agents 

Kendall defines the following pattern for structuring a 

reactive agent (Fig. 15). 

Problem: How can an agent react to an environmental 

stimulus or a request from another agent when there is no 

symbolic representation and no known solution? 

Forces: An agent needs to be able to respond to a stimulus or 

a request; there may not be a symbolic representation for an 

application and an application may not have a knowledge based, 

prescriptive solution. 

Solution: A reactive agent does not have any internal symbolic 

models of its environment; it acts using a stimulus/ response 

type of behavior. It gathers sensory input, but its belief and 

reasoning layers are reduced to a set of situated action rules. A 

single reactive agent is not proactive, but a society of these 

agents can exhibit such behavior.  

Known Uses: Reactive agents have been widely used to 

simulate the behavior of ant societies and to utilize such 

societies for search and optimization. 

 

 

 
Fig. 15. The reactive agent of the Kendall architecture (adapted from [3]) 

 

 

2) Layered agents 

Kendall specified the following pattern for layered agent 

(illustrated in Fig. 16): 

Problem: How can agent behavior be best organized and 

structured into software? What software architecture best 

supports the behavior of agents? 

Forces: An agent system is complex and spans several levels 

of abstraction; there are dependencies between neighboring 

levels, with two way information flow; the software 

architecture must encompass all aspects of agency; the 

architecture must be able to address simple and sophisticated 

agent behavior. 

Solution: Agents should be decomposed  into layers because 

i) higher level or more sophisticated behavior depends on lower 

level capabilities, ii)  layers only depend on their neighbors, and 

iii)  there is  two way information flow between neighboring 

layers. The architecture structures an agent into seven layers. 

The exact number of layers may vary. In the sensory layer the 

agent perceives its environment through sensors. Agents beliefs 

are based on sensory input, so, in the beliefs layer, perceptions 

are mapped to logic sentences that are included in the agent 

knowledge base, which is part of this layer and where the agent 

maintains models of its environment and itself. In the 

Reasoning layer, when presented with a problem, the Agent 

reasons about the symbolic model in the knowledge base to 

determine what to do by selecting a particular action to perform 

on the environment. An agent selects a plan to achieve a goal. 

When the agent decides on an action, it can carry it out directly, 
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but an action that involves other agents requires collaboration.  

Once the approach to collaboration is determined, the actual 

message is formulated and eventually translated into other 

semantic and delivered to distant societies by mobility. 

Top-down, distant messages arrive by mobility. An incoming  

message is  translated  into  the  agent’s semantics, The 

collaboration layer determines whether or  not  the  agent 

should process a  message.  If the message should be processed, 

it is passed on to actions. When an action is selected for 

processing, it is passed to the reasoning layer, if necessary. 

Once a plan placed in the actions layer, it does not require the 

services of any lower layers, but it utilize higher ones. 

 

 
Fig. 16. Layered agent (adapted from [3]) 

 

3) A summary of basic agent architectures 

Table I summarizes different main architecture the 

architectures of Kendall’s discussed in this section.  

The simple reflex agent and agent with states defined by 

Russel and Norvig correspond to Wooldridge reactive agent 

and the Kendall reactive agent. A main difference is that 

Wooldridge and Kendall defines that architectures can be 

arranged in layers with increasing level of abstraction.  

The goal-based and utility-based agents defined by Russel 

and Norvig correspond to the Wooldridge deductive reasoning 

agent and Kendall layered agent. Russell and Norvig defines a 

measure of performance and utility.  Kendall organizes their 

deliberative architecture in layers. In general, these 

architectures are called deliberative architectures and use some 

kind of reasoning. 

Wooldridge defines an architecture called practical 

reasoning, also neither known as BDI agent, whose main 

concepts are not approached by Kendall and Russell and 

Norvig. 

 
TABLE I . CORRESPONDING TERMINOLOGY OF AGENT 

ARCHITECTURES 

Kind of agent Russel and Norvig Kendall Wooldridge 

Reactive Reflex agent Reactive Reactive Agent 

Reflex agent with 

state 

Agent  

Deliberative 

Goal-based agent 

Layered Agent  

Deductive 

Reasoning 

Agents 

Utility-based agent 

Practical 

Reasoning 

Agents 

III. BASIC AGENT COMPONENTS 

An agent has a set of components that are part of its internal 

architecture, also called agent structure. These components 

vary according to the agent type.  

In this section, basic components of a software agent as 

reasoning, knowledge base and communication are presented.  

 

A. The Reasoning Component 

Reasoning is the process of making inferences about a set of 

assumptions in order to obtain conclusions. There are four main 

types of reasoning: deduction, induction, abduction and 

analogy. Deliberative software agents have mechanisms of 

reasoning and use it to perform more complex actions than 

reactive ones.  

Deduction is the most rigorous kind of reasoning. When 

deduction premises are true, necessarily also be the conclusion 

will be also free. For example: “All men are mortal” (premise 

1), “Socrates is a man” (premise 2), “Therefore, Aristotle is 

mortal” (conclusion). 

Inductive reasoning part from the observation of objects and 

of the similarity between its properties. From the observation of 

the common features of a limited set of objects, an entire 

category is generalized. For example: “Canaries flies” (Premise 

1), “Parrots flies” (Premise 2), “Pigeons flies” (Premise n), 

“therefore, all birds fly” (Conclusion). Conclusion is not 

universally true, just likely to be true. 

Abductive Reasoning [30] is also called inference by the best 

explanation. In abduction, as in induction, the conclusion is not 

an universal truth, but has the probability of being true. 

Abduction prepares explanatory hypotheses for these 

observations and hypotheses are evaluated. For example, given 

the observation that “The street is wet”, the following 

hypothesis can be formulated: "It rained " (hypothesis 1) and 

"A water truck started pouring water" (hypothesis 2). But when 

a new observation like "The house roof is wet." Is obtained, the 

hypothesis 2 should be rejected and hypothesis 1 validated. 

Abductive reasoning is often used by criminologists, detectives 

and diagnosis of diseases. 

There is another reasoning process called reasoning by 

analogy, which goes from the particular to the particular. This 

process occurs with the perception and classification of objects 

according to similar features and deriving a conclusion from a 

previous experience in one or more similar situations [18]. For 

example, consider the set of individuals A, B and C, having the 

following range of characteristics: white color, thin, blond hair 

and blue eyes. Given that the individual A has the high stature 

characteristic, it should be possible to conclude that B and C are 

likely to have this feature even if not explicit in the definition. 
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Analogy is a type of reasoning often used in everyday life and 

has already been successfully applied in various fields of 

knowledge. For example, the first plans for building 

vehicles very similar to current helicopters made by Leonardo 

da Vinci mimicked the mechanisms used by birds to fly [24]. 

 

B. The Knowledge Base Component 

Another component of a deliberative agent architecture is its 

knowledge base. The agent knowledge base contains the 

knowledge of the external environment, the agent perception 

history and the knowledge of rules for mapping perceptions to 

actions. 

The most common way to represent agent knowledge is 

symbolic representation, using logic programming languages, 

like Prolog [17]  and Jess [4] and knowledge representation 

languages supporting semantic networks, frames or ontologies, 

like RDF [27] and OWL [2]. Ontologies are knowledge 

representation structures capable of expressing a set of entities 

in a given domain, their relationships and axioms, being used 

by modern knowledge-based systems as knowledge bases to 

represent and share knowledge of a particular application 

domain. They allow semantic processing of information and a 

more precise interpretation of data, providing greater 

effectiveness and usability than traditional information systems 

[32].  

Before being used by an inference engine, perceptions must 

be transformed into sentences in a knowledge representation 

language understandable by the agent. After finding, through 

reasoning, an action representing an appropriate solution for the 

perception, this action should be interpreted and performed on 

the environment. For example, in the case of the vacuum 

cleaner, a sentence that represents the action of moving forward, 

should rather be interpreted and mapped prior to electronic 

signals that indicate to the hardware of the vacuum cleaner that 

he should move. When the agent environment is artificial, like 

the Internet, the agent perceptions can be just text in natural 

language or events like a mouse click. Actions can just display 

text on the screen, send a message or trigger an event like a 

sound alarm.  

It should be distinguished between the agent internal 

knowledge and the knowledge shared with other agents of the 

society and / or external entities. The agent internal knowledge 

is just necessary for performing its own actions. Shared 

knowledge is required for agents to communicate.  

 

C. The Communication Component 

Software agents usually specialize in just certain tasks.  Thus, 

frequently, agents need to communicate to accomplish tasks 

that are beyond their individual capabilities in order to achieve 

the overall goal of the multi-agent system. Thus, in these 

systems, agents need to communicate. Communication among 

agents is based on the theory of speech acts [37] and for that, 

Agent Communication Languages  (ACLs) have been 

developed, like KQML (Knowledge Query and Manipulation 

Language)[7][41] and FIPA-ACL (Foundation for Intelligent 

Physical Agents - Agent Communication Language)  [16] for 

expressing communication acts and supporting the 

coordination and cooperation mechanisms of a multi-agent 

society architecture. 

. In the theory of speech acts, a message intent is called 

performative. For example, the intention of an agent may be a 

request such as "Can you send me the price of the blue blouse?"  

or just information like "The summer time in Brazil began on 

October 20, 2013." According to their main intentions a speech 

act can inform, question, answer, ask, offer, confirm and share.  

 

IV. ADVANCED AGENT ARCHITECTURES 

Basic agent architectures presented in the previous sections 

already have a high level of maturity, having techniques 

[11][13][33][34] and frameworks [6][14][15] that support their 

development. More advanced agent architectures such as 

learning and hybrid ones are still an open research topic. This 

section discusses these more advanced software agent 

architectures.  

 

A. Learning Agent Architectures 

The idea behind learning is that perceptions should be used 

not only to act but also to improve the agent ability to act in the 

future [38].  

Basic software agents have no learning; they act according to 

the perceptions defined in the agent design. Therefore, for new 

perceptions the agent must be reprogrammed. 

 Learning agents can at runtime change their behavior 

according to changes in the environment. In this type of agents, 

perceptions should be used not only to act but also to improve 

the agent ability to act in the future. 

 According to Russell and Norvig [38], a learning agent has 

four basic components (Fig. 17):  performance, critic, learning 

and problem generator. 

The performance component is what we have previously 

considered to be a basic agent: perceives and acts on the 

environment 

 The learning component is responsible for making the agent 

behavior improvements. It uses feedback from the critic on how 

the agent is doing and determines how the performance 

component should be modified to do better in the future. The 

critic tells the learning component about the success of the 

agent according to a fixed performance standard. The critic is 

necessary because the percepts themselves provide no 

indication of the agent success. 

The last component of the learning agent is the problem 

generator which is responsib1e for suggesting actions that will 

lead to new and informative experiences. The point is that if the 

performance element had its way, it would keep doing the 

actions that are best, given what it knows. The problem 

generator main goal is to suggest these exploratory actions. 

This is what scientists do when they carry out experiments. 

An example of the functioning of a learning agent 

architecture, the automated taxi, is given in [38]. The 

performance element consists of whatever collection of 
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knowledge and procedures the taxi has for selecting its driving 

actions. The critic observes the world and passes information 

along to the learning element. For example, after the taxi makes 

a quick left turn across three lanes of traffic, the critic observes 

the shocking language used by others drivers. From experience, 

the learning element is able to formulate a rule saying this was a 

bad action, and the performance element is modified by 

installation of the new rule. The problem generator might 

identify certain areas of behavior in need of improvement and 

suggest experiments, such as trying out the brakes on different 

road surfaces under different conditions. 

 

 
Fig. 17. The structure of a learning agent (adapted from [38])  

 

During the construction of the learning element it is 

necessary to define the learning technique to be used. 

Well-known techniques of machine learning are supervised 

learning, unsupervised learning and reinforcement learning 

[36]. 

The problem of supervised learning involves learning a 

function from a set of inputs and outputs examples which will 

be later used to produce the correct output given a new input.  

Examples of these techniques are decision trees, Bayesian 

networks and neural networks [38]. Supervised learning is 

associated with two common problems which are classification 

and regression. Classification is to assign an instance to a class 

through a classifier previously built. A classifier can be, for 

example, a decision tree or set of rules. Regression attempts to 

identify a output and represent it by a numeric value from a set 

of training data.  

A disadvantage of a supervised learning technique is that 

learning is dependent on the training examples and creating 

these training examples may require considerable time and 

effort. 

The problem of unsupervised learning involves learning 

patterns in the input and building a model or useful 

representations of the data, for example, clusters when no 

specific output values are supplied.   For example, a taxi agent 

might gradually develop a concept of “good traffic days” and 

“bad traffic days” without ever being given labelled examples 

of each [38]. This could be done through the development of 

clusters.  

A cluster is a collection of objects that are similar to each 

other (according to some pre-defined similarity criterion) and 

not similar to objects belonging to other clusters. So it could be 

constructed clusters representing "good traffic days" and "bad 

traffic days". These clusters could have characteristic values as 

"time spent route" and "fuel cost". After clusters construction, 

the agent could learn which days probably has good traffic. 

Clusters do not always have adequate exits after completion of 

the training dataset. When this happens, it is necessary to 

evaluate why the output is not appropriate. Some data output is 

not correct because there were used insufficient training 

examples or there were defined non-relevant features for the 

objects that compose the clusters. 

Reinforcement learning is inspired in the behaviorist 

psychology where an agent learns to act in a way that 

maximizes rewards in the long term.  Reinforcements are 

obtained through the interaction of the agent with the 

environment and can be positive (reward) or negative 

(punishment). In reinforcement learning there is no examples of 

correct output. The reinforcement obtained through interaction 

with the environment is used to assess the agent behavior and is 

associated with a performance standard establishing whether 

that reinforcement is positive or negative. Better agent 

performance is obtained through experience. 

A reinforcement learning example is of a mouse that moves 

about a maze trying to get the cheese while avoiding the deadly 

trap. The mouse does not know beforehand the layout of the 

maze or the placing of the cheese/trap. At each square, it must 

choose whether to move up, down, left or right. The mouse will 

explore the maze to find the cheese. After finding the cheese, it 

will already know which path took to find the cheese (positive 

reinforcement), but it still tries to find a shorter way to the 

cheese (to maximize its performance measure). After various 

experiences in the maze it will learn the shortest path from the 

starting point until the cheese. 

 

B. Hybrid Agent Architectures 

Hybrid architectures, also known as layered architectures 

have emerged from the need to gather in a single agent reactive 

and deliberative behavior. Wooldridge classifies this type of 

architecture into two groups [21]: hybrid architectures in 

horizontal layers and hybrid architectures in vertical layers.  

In horizontal layers hybrid architectures (Fig. 18), each 

software layer is connected directly to a sensor and an actuator. 

In this type of architecture each layer works as an independent 

agent. One advantage of organizing horizontally layered 

architectures is the clear separation of the different agent 

behaviors within the architecture, where each layer can act 

independently of the other, even in parallel. One of the 

problems with this architecture type is that the overall behavior 

of the agent cannot be consistent. To solve this, usually a 

control layer is also designed to ensure a coherent overall 

behavior.  

 In vertical layers hybrid agent architectures, perceptions and 

actions are handled by more than one layer. In these 
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architectures, layers can be further subdivided into a 

single-passage (Fig. 19) and two-passages (Fig. 20) 

architectures.  In the architecture of a single-passage, the 

control flow passes sequentially through each layer until 

reaching the final layer where the action to be performed in the 

environment is generated. In the two-passages architecture, 

information flows to reach the final layer (first pass) and 

control then flows back down (second pass). 

  

 

 
Fig. 18. A horizontal layered agent architecture (adapted from [21]) 

 

 

 

 
Fig. 19. A vertical layered agent architecture of a single-passage (adapted from 

[21]) 

Russell and Norvig [38] also propose a hybrid architecture 

(Fig. 21). The agent architecture has two main components they 

called subsystems: a deliberative and a reflex systems. The goal 

of the architecture is to exhibit more efficient agent behavior by 

converting deliberative decisions into reflective ones, making 

the agent actions more fast and efficient.  

 

 
Fig. 20. A vertical layered agent architecture of two-passages (adapted from 

[21]) 

 
Fig. 21. Another proposal of a hybrid agent architecture (adapted from [38]) 

Examples of current hybrid architectures are SOAR [5][10], 

ACT-R (Adaptive Control of Thought–Rational)[9], 

INTERRAP (Integration of Reactive Behavior and Rational 

Planning) [29]. A common feature of most proposal of current 

hybrid architectures is that they are cognitive. A cognitive 

architecture aims at developing agents capable of acting using 

human cognitive phenomena such as memory, learning, 

decision making and natural language processing [28]. 

SOAR was one of the first proposals of hybrid architectures. 

It has a development environment and a framework to support 

the creation of agents according to their definitions. It is also a 

goal-driven cognitive architecture that integrates reasoning, 

reactive execution, planning and various learning techniques, 

aiming at creating a software system having similar cognitive 

abilities as humans. The SOAR agent architecture is illustrated 

in Fig. 22. This architecture is composed of a working memory, 

also known as short term memory, a long-term memory, a 

reasoning module, modules responsible for managing the agent 

perceptions and actions and learning modules.  
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Fig. 22. The SOAR hybrid agent architecture [5] 

 

ACT-R is a programming environment that supports the 

development of hybrid agents. The ACT-R hybrid architecture 

(Fig. 23) attempts to emulate cognitive processes of human 

cognition such as knowledge acquisition and learning through a 

production system. It consists of a perceptual/motor layer, a 

cognition layer and a buffer intermediate layer. In the 

perceptual/motor layer, input and output information 

processing is emulated through the human visual, motor, 

speech and hearing modules. In the cognition layer, the 

memory of the agent is represented by declarative and 

production modules. The declarative memory corresponds to 

the reactive part of the system and consists of "chunks". A 

chunk is an attribute-value structure; with a special type of 

attribute called "ISA" that determines the type of the chunk. 

The production memory is formed by condition-action rules 

and an inference engine to select actions in the knowledge base. 

The representation of the two types of memories for the agent is 

what makes ACT-R a hybrid architecture. The intermediate 

module ACT-R buffers is the working memory of the agent. It 

corresponds to the knowledge used only when performing a 

particular task. This knowledge can be retrieved both by the 

declarative memory and the production memory. Learning in 

the ACT-R architecture is by "chunking" which basically 

consists in useful pieces of information (chunks) that are stored 

in the declarative memory for future use. 

The InteRRaP architecture (Fig. 24) is a two-passages hybrid 

architecture that supports the development of reactive agents 

and goal-based agents. It is organized into layers together with 

a control structure and a knowledge base associated with each 

layer.  It consists of five main components: an interface with the 

world (WIF), a component-based behavior (BBC), a plan-based 

component (PBC), a cooperation component (CC) and the 

agent knowledge base. The WIF component enables perception, 

action and agent communication. The BBC component 

supports reactive behavior and represents procedural 

knowledge. The PBC component contains planning 

mechanisms for constructing agent plans.  The CC component 

contains a mechanism to compose these plans. The knowledge 

base of InteRRaP consists of three layers. The lowest layer 

contains facts that represent a model of the agent environment 

as well as representations of actions and behavior patterns. The 

second layer contains the agent mental model. The third layer 

consists of the agent social model, which provides strategies for 

cooperation with other agents. 

 

 
Fig. 23. The ACT-R hybrid agent architecture [26] 

 

 
Fig. 24. The InteRRaP hybrid agent architecture [29] 

 

Qinzhou and Lei [12] define a hybrid agent architecture 

using case-based reasoning and unsupervised learning (Fig. 25) 

composed of eight modules: a knowledge module in charge of 

storing a set of cases and a set of rules; a module responsible for 

the condition-action rules corresponding to the reactive 

behavior; a perception module responsible for receiving 

information from the environment, a learning module that uses 

unsupervised learning algorithms to increase the efficiency of 

case retrieval; a retrieval module whose main function is to 

compare and perform the similarity computation between a 

new case with an old case in the case base; a decision module 

which corresponds to the deliberative behavior, responsible for 

performing a process of reasoning on cases using the set of 

rules from the knowledge module; an execution module 

responsible for performing actions on the environment; and a 
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communication module responsible for the interactions 

between agents, which uses the KQML[7].  

 

 
Fig. 25. The Qinzhou and Lei hybrid agent architecture [25] 

Table II shows a comparison between the SOAR, ACT-R, 

INTERRAP and Qinzhou and Lei hybrid architectures  by 

considering the characteristics of their reactive and deliberative 

components, the applied learning technique and the 

representation mechanisms of the knowledge base.  

Among these architectures, and probably among all hybrid 

architectures of the state of the art, the broader one  is the 

SOAR architecture which includes various forms of learning 

and mechanisms for representing the agent knowledge base. 

SOAR also provides tools for developing agents, updated 

documentation and examples of implemented agents for 

various problems.  

 

 
Table II.  A Comparison of Hybrid Agent Architectures  

Features 

Reactive  

Component 

Deliberative 

Component 

Learning 

Technique 

Knowledge base 

representation 

Architecture 

 

SOAR 

 

Reactive  

with state 
Deductive 

Reinforcement, 

episodic, 

chunking and 

semantic 

 Condition-action 

rules, state graphs 

and semantic 

memory. 

ACT-R 
Reactive  

with state 
Deductive Chunking 

Rules, facts and 

procedural 

knowledge 

INTERRAP 
Reactive  

with state 
BDI No learning 

 

Procedural 

knowledge 

 

 

Qinzhou and 

Lei 

Architecture 

Reactive  

simple 
RBC 

Unsupervised 

learning 
Cases 

The ACT-R architecture differs from the SOAR architecture 

because it is more restricted in relation to the alternative 

representation of the agent knowledge base. However, this 

architecture has a wider treatment of perceptions, including 

representing images and voice.  

INTERRAP's main advantage over other hybrid 

architectures presented in this section, is its layered 

organization, considering that the definition of several 

independent components inserts complexity in the architecture 

design, making necessary to manage the interactions between 

the components.  

The architecture of Qinzhou and Lei differs from the others 

by using case-based reasoning and unsupervised learning to 

classify similar cases in a class according to the most relevant 

characteristics of the cases. 

 

V. CASE STUDY 

OHAA (“Ontology-driven Hybrid Agent Architectures”) is 

an ontology-driven hybrid and learning agent architecture that 

combine deliberative and reactive components joining the 

advantages of both behaviors to improve the decision making 

process. Thus, the agent may have a reactive behavior or a 

deliberative one depending on its perception and available 

behavior.  

 

 
Fig. 26. The structure of OHAA Architecture 

Additionally, the architecture allows learning new reactive 

rules through recurrent solutions to the same perception from 

the deliberative system, which will be stored in the agent 

knowledge base.   Also, the learning component supports the 

evolution of deliberative to reactive behavior. Finally, in 

OHAA, the knowledge base is represented as an ontology thus 

enabling knowledge improvement through reuse. Fig. 26 

illustrates the OHAA basic structure. 

A first approach of the OHAA functioning is described as 

follows. 

1. Interpreting the perception; 

2. Mapping the perception to a sentence; 

3. Asserting the perception sentence in the knowledge 

base ontology; 

4. If there is a rule for the perception, the corresponding 
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action to perform is selected by the reactive system; 

5. If there is no a reflex action corresponding to the 

perception, this will be treated by the deliberative 

system that will reason to find the most appropriate 

action; 

6. Upon completion of the action, the agent will perceive 

a feedback from the environment about the success or 

failure of the performed action; 

7. In the critical component, which is fed by a 

performance standard of the agent actions from the 

environment, the feedback perception will be 

evaluated. If the action was poorly evaluated by the 

critical, this component informs the learning 

component; 

8. If the action was assessed as good, this behavior will 

remain in the knowledge base; 

9. Following, the learning component makes 

recommendations for improvements in the actions of 

the agent; 

10. These recommendations are passed to the problem 

generator component which, in turn can generate a 

new set of possible actions for the agent; 

11. When the agent performs these new actions, suggested 

by the problem generator component, it will have a 

feedback perception and the process restarts; 

12. Finally, actions repeatedly well evaluated will be 

transformed into reactive rules; 

13. When the agent performs these new actions, suggested 

by the problem generator component, it will have a 

feedback perception and the process restarts; 

14. Finally, actions repeatedly well evaluated will be 

transformed by the learning component into reactive 

rules. 

 

A. A simples example 

Consider a genealogy tree as the OHAA environment (Fig. 

27). By traversing the tree the agent just perceives who are the 

parents of a given person.  

OHAA also has knowledge about genealogy (Fig. 28) so it 

can conclude through deductive reasoning who are the kins of a 

given person. For example, through the knowledge base 

inference rules of the deliberative system of Fig. 28, the agent 

can conclude that Bob and Julie are cousins. 

 

 
Fig. 27. Genealogy Environment 

If the action generated through the inference that  conclude 

that “Bob and Julie are cousins” is repeatedly well evaluated 

then it could be transformed by the learning component into a 

reactive rule. When the rule becomes reactive, the agent does 

not need to reason once the environment is static. Then, the 

knowledge base of the agent will be updated with the 

information that “Bob and Julie are cousins”. In the knowledge 

base (Fig. 29) this reactive rule is represented by the “cousins 

(bob, julie).” fact. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 28. Facts and inference rules in the reactive and deliberative systems of the 

OHAA knowledge base 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 29. The representation of a learned reactive rule in the OHAA knowledge 

base 

 

VI. CONCLUDING REMARKS 

This paper presented a study about basic and advanced 

software agent architectures. The main features of reactive and 

deliberative agent architectures, their internal components and 

how they relate to each other were described. Hybrid 

architectures which combine both reactive and deliberative 

agent behavior and learning architectures allowing the 

improvement of the agent behavior were also analyzed.  

Considering that they simulate better intelligent human 

behavior, current work focuses on the design of hybrid and 

learning architectures, providing frameworks and design tools 

for agent construction. 

Additionally, the OHAA hybrid architecture has also been 

introduced. The OHAA Architecture combines deliberative and 

reactive components joining the advantages of both behaviors 

to improve the decision making process. A learning component 

also was defined in OHAA, responsible for learning new agent 

behaviors and for transforming deliberative behaviors into 

reactive ones.  

An example of OHAA utilization and a comparative study of 

Deliberative system 

parent(X,Y) :- father(X,Y). 

parent(X,Y) :- mother(X,Y). 

brothers(X,Y) :- parent(X,Z),parent(Y,Z). 

cousins(X,Y) :- brothers(A,B),parent(X,A),parent(Y,B). 

 

Reactive system 

father(michael,james). 

father(lily,james). 

father(bob,michael). 

mother(michael,mary). 

mother(lily,mary). 

mother(julie,lily). 

cousins(bob,julie). 

Deliberative system 

parent(X,Y) :- father(X,Y). 

parent(X, Y) :- mother(X,Y). 

brothers(X,Y):- parent(X,Z),parent(Y,Z). 

cousins(X,Y):-brothers(A,B),parent(X,A),parent(Y,B). 

 

Reactive system 

father(Michael,James). 

father(Lily,James). 

father(Bob,Michael). 

mother(Michael,Mary). 

mother(Lily,Mary). 

mother(Julie,Lily). 
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main approaches of hybrid agent architectures have been also 

discussed. 

The hybrid architecture OHAA is still in an early stage. 

Current work looks for detailing the architecture components 

and evaluating its effectiveness through the design and 

implementation of an initial prototype and the development of a 

case study in the family law legal field using case-based 

reasoning [1] and instance-based learning [24].  

Further work will specify a technique and implementing a 

tool for constructing agents using the OHAA architecture. 

More evaluation experiments will be conducted using 

deductive reasoning and reinforcement learning [40]. 
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Abstract—This paper provides an overview of the contents of a
tutorial on the subject by one of the authors at WI-2013 Confer-
ence. The domination of multimedia contents on the web in recent
times has motivated research in their semantic analysis. This
tutorial aims to provide a critical overview of the technology, and
focuses on application of ontologies for multimedia applications.
It establishes the need for a fundamentally different approach
for a representation and reasoning scheme with ontologies for
semantic interpretation of multimedia contents. It introduces a
new ontology representation scheme that enables reasoning with
uncertain media properties of concepts in a domain context and
a language “Multimedia Web Ontology Language” (MOWL) to
support the representation scheme. We discuss the approaches to
semantic modeling and ontology learning with specific reference
to the probabilistic framework of MOWL. We present a couple
of illustrative application examples. Further, we discuss the
issues of distributed multimedia information systems and how
the new ontology representation scheme can create semantic
interoperability across heterogeneous multimedia data sources.

Index Terms—Multimedia, Ontology, Learning, Semantic
Modeling, MOWL, Abductive Reasoning, Distributed Systems

I. INTRODUCTION

Use of multimedia data on the web has surpassed that
of textual data in the recent times. According to a recent
survey [1], 300 million photos are uploaded on the Facebook
every day and 4 billion hours of video have been watched
on Youtube per month during the year 2012. These numbers
do not include the growing volume of media data generated
by surveillance cameras, TV broadcasting stations round the
world, satellites, medical imaging devices, document scanners
and other digitization initiatives, such as cultural heritage
preservation.

The phenomenal rise in consumption of audio-visual data
has led to research interest in their semantic processing. Some
application examples include creation of personal photobook-
s [2], [3], news aggregation from multiple sources [4], [5] and
digital preservation of cultural heritage [6], [7]. This paper
intends to present an insight into the challenges in large-scale
semantic processing of multimedia data and the approaches
to resolve them. As the media content processing technology
advances through content-based, concept-based and ontology-
based solutions, the specific requirements for knowledge rep-
resentation scheme for multimedia applications have been dis-
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covered. We present a new multimedia ontology representation
scheme [8] that addresses these needs. We show that this new
scheme can cope up with the challenges of semantic modeling
of multimedia data in different contexts. Learning ontology
from real-life data is yet another challenge that is dealt with
in this paper with a Bayesian learning framework. Further, we
illustrate the effectiveness of the new ontology representation
scheme with a couple of illustrative application examples.
A major motivation for explicit knowledge representation is
integration of information from multiple information sources.
We discuss how the new ontology representation scheme is
more effective in achieving semantic interoperability across
heterogeneous multimedia data sources than the existing ap-
proaches.

II. SEMANTIC WEB AND ONTOLOGY

Fig. 1. Layers of abstraction in ontology

The architecture of Semantic Web [9] envisions a world
where machines can semantically analyze the data on the
web, enhancing the scope of human machine collaboration
in specific application contexts. The architecture is based on a
syntactic layer, where XML is used for describing the data in
a uniform way, and a semantic layer which relates data items
from multiple sources to establish their meanings. An ontology
that represents an abstract model of a domain, is an essential
ingredient of the semantic layer. In context of Information
Science, the term “ontology” connotes formal representation
of knowledge of an abstraction of a domain [10]. An ontology
defines the “concepts” dealt with in a domain, and establishes
their “properties” in context of that domain. Figure 1 depicts
the layers of abstraction represented by an ontology. The
lowest layer defines the domain entities, i.e. the vocabulary
with synonyms, language variations (e.g. “car” or “voiture”),
and the matching rules (e.g. use of word-root). The next higher
layer brings in abstraction, where concepts are defined and
organized into hierarchies. Further up, the properties of the
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concepts and their mutual relations are defined and the domain
model evolves.

Explicit representation of domain knowledge results in its
separation from the program logic. The advantages include
generalization and reuse of software agents in multiple do-
main contexts, convenient knowledge engineering and easier
maintenance of knowledge-based applications. The formal
specification of domain knowledge enables reasoning with
them and discovery of new facts. The relations in an ontology
represent rules that can be expressed as First-Order-Logic
(FOL). Description Logics (DL) proves to be a convenient tool
for logical deductions with such rules. Several techniques for
formal knowledge representation had been proposed during
the previous decades [11]. W3C has standardized the Web
Ontology Language (OWL) [12] as the language for ontology
representation for semantic interoperability of data on the web
in 2004.

In principle, the concepts in a domain represent abstract
entities and transcended any form of their expressions. But, for
any practical use, they need to be represented with some means
of communication. Since text is the symbolic representation of
human experience and is closest to the abstract model of the
world, linguistic constructs (mostly, nouns, verbs and phrases)
are used to express the domain model in an ontology. The use
of linguistic constructs in representing ontology makes them
readily suitable for interpreting text documents in a domain
context. Typical uses of ontology in text retrieval and infor-
mation extraction include query expansion using synonyms,
hyponyms (sub-concepts) and hypernyms (super-concepts),
creating templates for information extraction, identification of
associated concept instances in text documents and resaoning
with the discovered facts to find new facts, not explicitly
available in the documents.

III. EVOLUTION OF MULTIMEDIA CONTENT PROCESSING

Multimedia content processing started with content based
retrieval systems [13], [14] in early 1990’s. These systems pro-
vided a query-by-example interface and used low level image
features, e.g. color and shape, to establish similarity between
the query and the database images. It was soon understood that
the media features do not represent the semantic contents of
the images. The phenomenon is referred to as the ”semantic
gap” in the literature. Several knowledge-based methods have
evolved [15] to address this issue. The methods generally
involve supervised and unsupervised learning techniques with
global or local features. A bag-of-words approach [16] creates
a “visual vocabulary”, when classical information retrieval
algorithms can be applied with the “visual words” discov-
ered in a media artifact. Higher level image semantics have
been discovered with structural models, e.g. a “beach scene”
comprises “sky” at the top and “water” and “sand” below,
each of which is characterized by some media features [17].
On the other hand, establishment of the context, e.g. a beach
scene, enhances the recognition of constituent objects with
similar media features, such as the water and the sky. A part-
based human action recognition scheme that exploits context
information has been proposed in [18]. Most of the proposed

systems attempt to solve domain-specific media interpretation
problems with implicit domain knowledge. “Open systems”
generally rely on relevance feedback and user profiling data
to personalize and to improve on the results.

IV. ONTOLOGY FOR MULTIMEDIA DATA INTERPRETATION

Incorporation of implicit domain knowledge in multimedia
systems and resulting diversity in interpretations hinder seman-
tic integration of information from multiple repositories. With
the developments in semantic web technologies, ontology was
used to interpret metadata, either manually created or machine
generated, in an attempt to achieve semantic interoperability of
multimedia artifacts from multiple collections [19]. A logical
next step was to extend the ontology with symbolic media
properties of the concepts, e.g. a set of color values like “red”,
“blue”, etc. Qualitative relations were established between
these media properties, e.g. red is opposite to green, but is
close to brown [20]. Such symbolic property attributions
provided limited capability to reason with media properties
with concepts. These systems relied on commonality of media
annotations, which were available in well-curated media col-
lections in specific domains, e.g. a federation of collaborating
museums. Uncontrolled media collections, e.g. those on social
networks, do not comply with such requirements. The wide-
spread use of social networks for information sharing has
triggered interest in deriving semantics out of crowd-sourced
annotations and knowledge organizations [21].

While initial work in creating such ontologies used ad-hoc
description schemes, development of MPEG-7 standard [22]
provided a mechanism for syntactic compatibility in multime-
dia content descriptions and motivated creation of ontologies
linked to MPEG-7. Since MPEG-7 allows for arbitrary se-
mantic descriptors, a comprehensive visual concept ontology
has been proposed in [23] to standardize the vocabulary. To
overcome the lack of semantics of XML based MPEG-7 MDS,
several research groups created ontologies to formalize the
meaning of the multimedia content descriptors. While the
different ontologies differed in their coverage and their mode
of creation, they can be broadly classified into two classes [24].
Some of the ontologies, e.g. [25], extend themselves to the
semantic descriptors of MPEG-7, thereby creating a complete
semantic and media based description of multimedia artifacts
and collections. This approach poses a challenge for aligning
the ontological descriptions for diverse and independently de-
veloped repositories. The other MPEG-7 ontologies, e.g. [26],
[27], [28], do not include semantic descriptors but focus on
media based structural descriptions of the contents. They inter-
operate with external domain ontologies. This approach has the
benefit of using a common domain ontology to interpret media
based descriptions of the contents from diverse independent
repositories. An architecture for ontology based multimedia
data fusion is shown in figure 2.

The approaches for multimedia ontologies described so
far create semantic models of repository contents using their
MPEG-7 descriptions, but do not attempt to produce a col-
lection independent domain model incorporating multimedia
attributes. Another problem with these approaches is the use
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Fig. 2. Ontology based fusion of multimodal data

of conventional ontologies that comes with crisp DL based
reasoning, which cannot handle the uncertainties associat-
ed with the media manifestations of concepts. Following
a different approach, domain ontology is extended by [29]
with “visual prototypes” or image examples, each of which
represent a unique manifestations of a concept. A query-by-
example search paradigm is used to identify the concepts from
the visual contents in a repository. While it is a first step
to extending domain ontology to the realm of multimedia, it
is quite restrictive in media property specifications. Use of
crisp logic for reasoning with interpretation of media contents
is another limitation of this approach. Further, an ontology
should support reasoning with media properties of concepts,
like with the other properties, in a domain context. Media
properties of concepts have some special semantics, which are
not recognized. We shall shortly discuss the special semantics
of media properties.

V. CONCEPT OF A “CONCEPT”: PERCEPTUAL MODELING
OF DOMAIN

The shortcomings of existing approaches to multimedia
ontologies primarily arise from the use of domain description
and reasoning techniques that have been developed with text
processing applications in view. None of these approaches look
into the fundamental needs for knowledge representation in
the realm of multimedia data collections. In this context, we
note that while text documents are conceptual descriptions of
human experience, media documents are perceptual records
of the world, and both are quite dissimilar in nature. The
textual descriptions convey the information more crisply than
the media instances though they are susceptible to variations
in human interpretation and filtering. On the other hand, the
media instances are factual records of the world and generally
contain a lot more information than text, but they are also
likely to contain a lot more noise due to environmental factors.
Thus, a conceptual domain model alone cannot cope up with
the task of media data interpretation. It needs to be extended
to include a perceptual model, which may need some different
reasoning techniques. The perceptual model of a domain can
be the key to bridge the semantic gap between the concepts
and their manifestations as media features in multimedia
documents.

Fig. 3. Perceptual modeling of concepts

Though seemingly different, the conceptual model of a
domain is not disconnected from the perceptual model, but
is derived from the latter [30]. Concepts and concept tax-
onomies are generated from many observations of the world,
mental analysis of their similarities and dissimilarities and the
resulting abstractions. An abstract concept is labelled with a
natural language construct for the purpose of expression and
communication. For example, observation of many cars leads
to discovery of some of their common audio-visual properties,
which is an abstraction of the concept and which is labeled
with a construct, e.g. “car” in a natural language (see figure 3).
Further, observation of subtle differences in such audio-visual
properties leads to refinement of the concept and formation
of concept taxonomy, e.g. “racing car”, “vintage car”, etc.
As a consequence, possibility of manifestation of a concept
in a media instance leads to expectation of some common
perceptible audio-visual properties. These properties, when
observed, leads to a belief in the existence of the concept.
For example, a car may be recognized by perceiving one or
more of its characteristic audio-visual patterns, e.g. a typical
body shape, round wheels and head-lamps, its honk, and so
on.

The above observations suggest that the conceptual world
is bound to the perceptual world with causal relations. An
abstract concept causes some perceptible media patterns to
appear in multimedia documents. The observation of the
media patterns provides evidence towards the concepts in
a domain-context. An ontology for multimedia applications
needs to encode such causal relations and enable reasoning
with them. Further, the media manifestations of concepts are
often uncertain and contextual in nature. Thus, it is necessary
to incorporate a probabilistic reasoning paradigm with such
ontologies. It should also be possible to reason with the
media properties in the context of the domain. For example, a
monument made of a certain kind of stone is likely to manifest
the color and texture properties of the latter. Similarly, the
example image of a specific monument is also an example
for the generic class to which the monument belongs to (see
figure 4). This form of media property inheritance rules are
quite distinct from the general property inheritance rules in a
concept taxonomy. Moreover, the elementary media properties
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(a) Media property propagation

(b) Media example propagation

Fig. 4. Media property and example propagation rules

of a concept often exhibit spatial and temporal relations with
each other with some variations in context of the domain. It
should be possible to define such spatio-temporal properties
in formal yet flexible way in the ontology.

VI. MULTIMEDIA WEB ONTOLOGY LANGUAGE (MOWL)

A. A conceptual introduction

A new paradigm for perceptual domain modeling with me-
dia properties of concepts and for reasoning with the domain
model has been proposed in [8] to address the specific needs of
knowledge representation for multimedia applications. Since
the current ontology languages, e.g. OWL, do not support such
model, a new language Multimedia Web Ontology Language
(MOWL) has been proposed by the authors. The domain
model is based on causal relation between the concepts and
their media manifestations. Abductive reasoning model with
Bayesian network has been proposed for concept recognition
to cope up with the uncertainties associated with the causal
model.

MOWL supports two types of entities, namely the concepts
that represent the abstract real world entities and the media
objects that represent the manifestation of concepts in the
media world. For example, while a car can be a concept,
its body shape can be a media object. As a special case,
visual prototypes as in [29] or example media instances of
concepts can also be considered as media objects. Like in
other ontology languages, the concepts and the media objects
may be organized in a taxonomical hierarchy. The concepts
and media objects can have properties. A special class of
properties that associates media objects with concepts repre-
sent the causal relations in the domain. The uncertainties in

such causal relations are captured through a set of conditional
probability tables. Another class of properties that relate the
concepts signify media property propagation. Such properties
can be defined in a domain context. These relations are also
probabilistic in nature.

The properties of media objects that represent media mani-
festation of concepts, can be specified at various levels of com-
plexity. In its simplest form, it can be specified with one of the
MPEG-7 elementary audio-visual tools [22]. At the other end
of the spectrum, complex media features, e.g. that characterize
a dance posture, may need a specially trained classifier. In such
cases, a procedural specification or a pointer to an intelligent
agent implementing such function may be specified. Another
type of complex media property specifications is characterized
by spatio-temporal arrangement of simpler media objects. The
relative positions of the constituent media objects can have
natural variations in different media instances. For example,
the relative positions of the dome and the minarets of a
monument can be quite different when seen from different
perspectives as illustrated in figure 5. MOWL offers constructs
to create formal definition of such arrangement with flexibility.
The definitions are based on a fuzzy variant of interval algebra,
which is consistent with and can be executed with an extended
MPEG-7 Query Engine proposed in [31]. Media examples
that represent different manifestations of a concept as in [29]
can also be associated with media object instances, when an
example-based search is used for their detection.

Fig. 5. The Tajmahal seen from two perspectives(source:
http://sv.wikipedia.org/wiki/Taj Mahal)

B. Reasoning with MOWL
The causal world model of MOWL prompts an abductive

model of reasoning for concept recognition. It is carried out
in two steps. In the first step, an Observation Model (OM) for
a concept is created from the ontology. The OM constitutes
the media properties of the concept as well as those of some
other related concepts in the domain as determined by the
media property propagation rules. The OM is organized as a
Bayesian network with the concept at the root node and the
expected media properties for that concept at the leaf nodes.
Figure 6 shows a possible OM created from a multimedia
ontology for the monument “Tajmahal”.

In the second step, each media instance is processed with
appropriate feature extraction routines to detect the media
properties specified at the leaf nodes of the OM. A leaf node is
instantiated when the corresponding media pattern is detected,
resulting in a belief revision in the Bayesian network. The
posterior probability of the root node as a result of such media
property detections signifies the belief in the concept in a
multimedia document instance.
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(a) Sample domain ontology

(b) A possible Observation Model

Fig. 6. Ontology and Observation Model

C. Discussions

The main difference of MOWL with MPEG-7 based multi-
media ontology representation schemes is that the former can
be used to model a domain with media properties of concepts,
independent of any collection. In this sense, it is similar to
the approach presented in [29]. While the latter allows visual
prototypes as the only mechanism of media property specifi-
cation of concepts, MOWL generalizes it to different types of
property specifications, including audio-visual examples and
MPEG-7 descriptors. Thus, MOWL can be used to interpret
MPEG-7 based content descriptions, wherever available. Un-
like normative definition of spatio-temporal relations that are
used to express the structural composition of events in MPEG-
7 informally, MOWL provides for formal yet flexible definition
of such relations. Further, the method for media property
specification in MOWL can virtually be extended to any type
of media properties by using procedural specification. Note
that association of different types of media properties with a
concept in MOWL provides a natural solution to multi-modal
concept recognition and cross-media associations.

Another important attribute of MOWL is reasoning with
media properties in a domain context. Media property prop-
agation rules help in creation of Observation Models for
concepts incorporating context information. We shall discuss
its importance in more details in the next section. While use of
Bayesian reasoning is not uncommon for concept recognition
in multimedia instances, dynamic creation of the Bayesian
network in a domain context is a novelty in MOWL.

VII. MODELING MULTIMEDIA SEMANTICS

Ontological reasoning in the multimedia domain addresses
the problem of exploiting information embedded in mul-
timedia assets and making the underlying meaning of the
multimedia content explicit. However, the process of attaching
meaning to multimedia content is not simple, not even well
determined. For example, meaning of an image is not just
determined on the basis of image data but also on the situation
or context under consideration. Multimedia web ontology
language provides a mechanism to attach semantics to the
content by specifying possible content-dependent observables
of concrete or abstract concepts. For example, we can associate
several observable multimodal features, e.g. visual body-shape
and typical huff and puff audio track with the categorical
concept of steam engine. Ontological reasoning scheme of
MOWL also facilitate specification of possible contexts for the
steam engine, e.g. feature specifications for a pair of railway
tracks or human activities in a railway station. Using these
specifications, we can search for possible occurrence of steam
engine in multimedia assets such as videos, provided that
we have appropriate signal analysis algorithms for detection
of huff and puff sound and other specified features. Feature
detectors essentially embody techniques for distinguishing
specific type of signal instances. Machine learning techniques
can be used for building such classifiers and detectors. These
classifiers and feature detectors provide the initiation point for
semantic modeling of multimedia content in the context of
ontological reasoning. MPEG-7 standard provides a scheme
for specifying such descriptors but does not address the
problem of generation of descriptors. These descriptors can
encode semantic models at different levels of abstraction. For
example, waterfront, as in LSCOM vocabulary [23], can be
specified as the corresponding image classifier in the MOWL
ontology at the lowest level. This is the key distinguishing
feature of MOWL which enables semantic model construction
in a hierarchical fashion linking higher level concepts with low
level multimedia data.

As an example, we examine the way using which we can
represent the concept of human action using the framework
described above. We shall use the scheme proposed in [18]
for detecting human action in images. Usually verbs indicate
human actions; action part is associated with objects related
to the action. For example, verb “riding” associated with
“bike” indicates human action of riding bike; replacing bike
by horse indicates riding horse. In MOWL, the node “riding”
can have two specialization nodes bike-riding and horse-
riding indicating two different actions. We can associate image
based observables to these nodes using the scheme proposed
in [18]. Given an image of a human action, many attributes
and parts contribute to the recognition of the corresponding
action. Actions are characterized by co-occurrence statistics
of objects. For example, the “riding attribute is likely to occur
together with objects such as “horse and “bike, but not with,
say “laptop. Similarly, the “right arm extended upward” is
more likely to co-occur with objects such as “volleyball. These
interactions of action attributes and parts have been modeled as
action bases for expressing human actions in [18]. A particular
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action in an image can therefore be represented as a weighted
summation of a subset of these bases. The parent node can be
represented as weighted summation of union of the subsets of
children. In fact, error between reconstruction and test image
can be normalized to contribute evidential support. MOWL
also provides for specifying observable features for human
action in other modalities like text with the same nodes. These
features can be used for establishing context with reference to
the text associated with an image for a multi-modal multimedia
document.

VIII. LEARNING MULTIMEDIA ONTOLOGY

An ontology representing concepts and relations of the
domain can be hand-coded with inputs from a team of domain
experts. Such an ontology may be biased by the opinions of
the experts and may not reflect the domain model accurately.
This motivates learning of ontology from real-world examples.
At another extreme, an ontology learnt from the sample data
may not reflect the human knowledge of the domain and may
be unwieldy. Thus, refinement of a hand-coded ontology with
real-world data as an iterative process is considered to be a
pragmatic solution to the problem [32].

Machine learning of ontology is essentially a statistical
learning process. Probabilistic framework of MOWL is well
amenable to it. An Observation Model created from a MOWL
ontology models the causal relation between the concept and
its possible media manifestations in the form of a Bayesian
network. There has been several approaches to ontology
learning using Bayesian network. These methods can be used
to redefine an Observation Model and in turn, to refine the
ontology.

A class of work on Bayesian network learning concentrate
on redifining the CPT’s in the Bayesian network without
changing the network topology. Another class of work, gener-
ally referred to as full Bayesian network learning, attempts to
discover new relations between concepts (and might drop some
existing ones). This approach impacts the network topology.
Refining a MOWL ontology can take either of the two forms.
A method to update the CPT’s in MOWL ontology from
implicit user feedback in an retrieval application has been
proposed in [33]. In this example, user click-through data has
been used to collect implicit user feedback and the ontology
is tuned to reflect a specific user’s information preferences.
A method for full Bayesian network learning in context of a
cultural heritage archive has been proposed in [34]. In this
example the relations and CPT’s of a hand-crafted ontology
have been updated using a labelled set of videos depicting
classical music and dance.

IX. APPLICATION EXAMPLES

A. Digital Heritage Preservation

Ontologies have been used in digital museum projects [35],
[19] to reason with the domain entities for effective utilization
of the digital assets. A shortcoming in these systems is that
they cannot reason with the multimedia representations of the
artifacts and depend completely on the annotations. In order
to deal with this problem, MOWL has been used to model the

domain ontology for annotation and semantic navigation in an
audio-visual archive Nrityakosha of Indian classical dance [7].
Figure 7 depicts an architecture of the system.

Fig. 7. Architecture of Nrityakosha

The domain model of Nrityakosha relates various entities,
such as dance forms and the accompanying music as well as
the myths and the roles that are depicted in those dances. The
various concepts manifest in some portrayals, such as attire of
the artistes, dance steps, body postures and musical themes,
which are characterized by some audio-visual patterns in the
media artifacts. While there is a well-defined grammar for In-
dian classical dance, individual artistes make their experiments
and exercise some freedom resulting in variations to the dance
steps. The perceptual and causal model of MOWL has definite
advantage over existing ontology languages for such concept
recognition tasks. The dance steps are often characterized by a
temporal sequence of dance postures with some uncertainties,
which can be formally and flexibly expressed with MOWL.
Media property propagation rules allow property attributes
to “flow” from concepts in mythical stories and roles to the
dance steps and postures. While the ontology is initially hand-
crafted, it has been refined using the ontology learning method
described in the previous section with a corpus of labelled data.

Fig. 8. An ICD Ontology Snippet

To illustrate the use of MOWL in modeling the domain,
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let us consider a classical dance form Odissi that is typically
characterized by an opening act of Mangalacharan (invoking
the gods). Mangalacharan is performed as a combination of
three dance steps, each of which manifests in a series of pos-
tures. Each of these elementary postures can be detected using
a trained set of classifiers. Thus, the dance form Odissi, the act
Mangalacharan and its constituent steps can be modeled as
concepts. They are evidenced by the observable postures and
their sequences, which can be modeled as media objects. The
classifiers used to recognize the postures can be expressed
as “procedural specification” in MOWL. A few concepts,
media objects and their relationships are depicted in figure 8.
The edges connecting the concepts with their expected media
manifestations are causal and are marked with uncertainties.

Fig. 9. Observation Model for Mangalacharan

Observation Models for concepts like Mangalacharan can
be constructed from this ontology (see figure 9) and be used for
concept recognition. Note that the OM comprises renderings
of constituent dance steps (which are temporal sequence of
postures) as well as contextual evidences of Odissi dance
form. A major advantage of this approach is that a concept is
recognized with a multitude of evidences, including contextual
ones. As a result, failure of a feature detector because of
environmental noise has little impact on the overall recognition
performance. Further, the elementary postures constituting a
higher level concept, e.g. a dance step, have more definitive
features than the latter, and it is possible to build more accu-
rate classifiers for them. Deployment of such classifiers and
reasoning with their spatio-temporal composition improves the
performance of detection of the higher level concepts. Robust
concept recognition for audio-visual assets has been used in
Nrityakosha for their semantic annotation and for establishing
their semantic linkages.

B. Product Recommendation for Feature-rich Commodities
Content based filtering technique for product recommenda-

tion involves semantic matching of user profile and product
features. The semantic associations of features with product
categories are quite complex in many domains, such as fash-
ion. Ontology based approaches for apparel recommendation
have been presented in [36], [37]. The crisp ontological
classification and the first-order reasoning rules deployed in
these systems are inflexible to capture the subjectivity and
uncertainty associated with choice of apparels. Moreover,
they fail to deal with the “look and the feel” (visual and
tactile properties), which are important selection parameters
for the garments An apparel recommendation system based on
perceptual modeling scheme of MOWL is presented in [38].

Fig. 10. Ontology for garment recommendation

Figure 10 shows a high-level view of the fashion ontology
that incorporates knowledge about human users, occasion to
wear and the garments. Visual attributes have been associated
with humans and garments. Garments have been organized
in several categories and several visual attributes have been
assigned to them. The recommendation rules are based on
Color Season Model [39] and other information sources.

The recommendation problem is handled in two steps in
the system. First, an OM for user visual profile is created
and the latter is determined based on observations on user
body parameters such as skin color and body shape. Then
an OM for the garment (to be recommended) is created
by incorporating the discovered user profile. This OM has
garment properties, e.g. color, texture, material, etc. as its
observable property nodes. The garment catalog is consulted
and the garment attributes (both visual and semantic) are
analyzed to instantiate the property nodes in the OM. The
garments that have highest posterior probability based on
analysis of the garment properties qualify for recommendation.
Figure 11 show the recommendation results for Sarees1 for an
Indian celebrity for different occasions.

Fig. 11. Results for Apparel Recommendation

This approach provides quite a few benefits as compared to
SVM based [36] or SWRL rule-based [37] recommendation.
In the first place, the domain rules need not be exhaustively
enumerated and it is sufficient to encode the rules connecting
the broad classes. MOWL helps in reasoning with the media

1An ethnic wear for women popular in South Asia
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properties of the concepts like garments, humans and occasion-
s. Further, the abductive reasoning used in MOWL is robust to
make recommendations even if all garment properties are not
listed in the catalog. Most importantly, the causal probabilistic
reasoning enables ranking of the recommendations allowing
for user preferences.

X. DISTRIBUTED MULTIMEDIA APPLICATIONS

Many applications need to integrate information from mul-
tiple independent sources, including social media, to meet
the user needs. Examples include travel services [40], news
aggregation [5], medicine [41] and cultural heritage applica-
tions [42]. A multi-agent system [43] is a convenient tool to
model such systems. The architecture of typical agent based
system used for information gathering from multiple sources
is shown in figure 12. The User agent does a pre-processing of
the user request before forwarding it to the Broker agent. The
Broker agent interprets the request with a background domain
knowledge encoded in the form of an ontology and interacts
with the Resource agents to retrieve the necessary information,
often iteratively. There is usually a good deal of redundancy
in Resource agents on the web. Some criteria may be applied
to select a limited number of Resource agents to participate
in the information gathering process. Finally, the Broker agent
semantically integrates the information from multiple sources
before reverting to the user.

Fig. 12. Architecture on a multi-agent distributed information system

The data to be dealt with in many of the cited domains
are often in multimedia format motivating their semantic
integration in specific application contexts. MPEG-7 linked
ontologies discussed in section IV attempt such integration.
As shown in figure 2, semantic integration is effected in these
systems at the conceptual level, based on the semantic descrip-
tors for the contents (man-made or machine produced) or other
forms of metadata [40] and not based on the information con-
tent in the media forms. MOWL provides an opportunity for
integration based on analysis of media contents. The domain
knowledge available in the Broker agent, when encoded in
MOWL, can incorporate a perceptual model of the domain. A
user request, when interpreted with such domain knowledge,
produces an Observation Model that can be used to interpret
media contents by the different Resource agents.

An Observation Model created from a non-trivial domain
knowledge generally includes many leaf nodes (observable
media properties), signifying many different manifestations of
the concept. Generally, it is not necessary to observe all such
media properties to have a sufficient belief in the concept.
The posterior belief in a concept tends to saturate after a few
observations and observation of further media properties does
not add significantly to the belief value. Thus, it is desirable to
create an observation plan by choosing an appropriate set of
media properties that can result in sufficient posterior belief
in the concept at a minimal computational cost. While the
effectiveness of an evidence (media pattern) in identifying a
concept depends on the domain knowledge, the computational
cost and feasibility for its detection depends on the contents
and the data organization in the Resource agents. A method
to create resource-specific observation plans, considering both
the aspects, using a distributed planning algorithm has been
proposed in [44]. The Resource agent that has the potential to
produce reliable results within some constraints of computa-
tional cost bids for participation. An interesting consequence
of such planning is that, while an Observation Model for a
concept, say steam locomotive, will contain both audio and
visual patterns, the observation plan for an image repository
will use some of the visual patterns only, but that for a video
repository can use both. While different observation plans are
executed by different Resource agents, all of them are derived
from the same domain ontology. This facilitates information
integration of multi-modal data from multiple sources.

The knowledge about the context is often distributed across
multiple agents. For example, while the Broker agent encap-
sulates the domain ontology, the User agent might model a
user profile that incorporates the knowledge about the user’s
implicit preferences [33]. The Resource agents may include a
semantic data model for the contents in their repository [25].
In general, these independently created ontologies employ
disparate data models. They need to be aligned to ensure their
interoperability. The ontology alignment problem can be stated
as discovery of equivalence and subsumption relationship
between pairs of entities from two independent ontologies and
application of the discovered mapping rules [45]. The equiv-
alence of concepts are generally discovered by establishing
context similarity (structure of the ontology graph around the
concept), the equivalence of individuals are generally based
on commonalty of properties.

An interesting approach to establish relation between en-
tities in different ontologies that has not yet been explored
well is by comparing their perceptual properties. Perceptual
modeling of domain using MOWL presents such opportunity.
While the terminology used to describe a concept can be
different in different ontologies and the ontological relations
for the concept can be domain dependent, the perceptual
properties of a concept are expected to be invariant. Thus,
two concepts can be said to be equivalent if the Observation
Models for two concepts are similar [46]. Note that the
Observation Model of a concept incorporates media properties
of related concepts and can thus be used to compare the
structural context of the concepts.
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XI. CONCLUSIONS

Despite significant advances in media content analysis over
the last couple of decades, a solution to the problem of
“semantic gap” still eludes the researchers. Semantic analysis
of media forms is still a subject of vigorous research. Fusion of
multi-modal data from heterogeneous and distributed resources
poses a much bigger challenge. It appears that an ontology put
on top of media analysis services is not a suitable solution.
Multimedia Web Ontology Language is a first step towards
semantic analysis and integration of multimedia data from
information sources in an open Internet environment. While
MOWL presently currently deals with audio and visual data,
the theoretical framework has the generality to deal with any
form of sensor data, thus paving the way for semantic fusion of
multi-modal multi-sensor data. The framework further needs
to be extended to incorporate other facets of multimedia event
models as proposed in contemporary literature [47], [48].
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WI 2014 

The 2013 IEEE/WIC/ACM International 

Conference on Web Intelligence 

Warsaw，Poland 

August 11-14, 2014 

http://wic2014.mimuw.edu.pl/wi/homepage 

 

The 2014 IEEE/WIC/ACM International 

Conference on Web Intelligence (WI 2014) 

will be a part of the 2014 Web Intelligence 

Congress (WIC 2014). WIC 2014 will be 

held at the historical Central Campus of the 

University of Warsaw, Warsaw, Poland, 

between 11th and 14th of August 2014.  
 
Web Intelligence focuses on scientific 

research and applications by jointly using 

Artificial Intelligence (AI) (e.g., knowledge 

representation, planning, knowledge 

discovery and data mining, intelligent 

agents, and social network intelligence) and 

advanced Information Technology (IT) 

(e.g., Semantic Web, Wisdom Web, Web 

search, Web Mining, recommender systems) 

for the next generation of Web-empowered 

products, systems, services, and activities. 

 

The series of Web Intelligence (WI) 

conferences was started in Japan in 2001. 

Since then, WI has been held yearly in 

several countries, including: Canada, China, 

France, USA, Australia and Italy. WI 

conference is recognized as the World's 

leading forum related to Web Intelligence. 

In 2014, it will be organized in Warsaw as 

a Special Event commemorating the 25th 

anniversary of the Web. 

 

_____________________ 

 

IAT 2014 

The 2013 IEEE/WIC/ACM International 

Conference on Intelligent Agent 

Technology 

Warsaw，Poland 

August 11-14, 2014 

http://wic2014.mimuw.edu.pl/iat/homepage 

 

The 2014 IEEE/WIC/ACM International 

Conference onIntelligent Agent 

Technology (IAT 2014) will be  a part of 

the 2014 Web Intelligence Congress (WIC 

2014). WIC 2014 will be held at the 

historical Central Campus of the University 

of Warsaw, Warsaw, Poland, between 11th 

and 14th of August 2014. 

 

Intelligent Agent Technology explores 

advanced intelligent systems and their 

broad applications in computer science and 

engineering, big data mining, biomedical 

informatics, health informatics, social 

networks, education, robotics, security, etc. 

 

The series of Intelligent Agent Technology 

(IAT) conferences was started in Japan in 

2001. Since then, IAT has been held yearly 

in several countries, including: Canada, 

China, France, USA, Australia and Italy. 

IAT series of conferences is recognized as 

one of the most important events related to 

Multi-Agent Systems with an emphasis on 

their connections to Information 

Technology. 

 

_____________________ 

 

ICDM 2014 

The Twenty-First IEEE International 

Conference on Data Mining 

Shenzhen, China 

December 14-17, 2014 

http://icdm2014.rutgers.edu/ 

 

The IEEE International Conference on Data 

Mining series (ICDM) has established itself 

as the world's premier research conference 

in data mining. It provides an international 

forum for presentation of original research 

results, as well as exchange and 

dissemination of innovative, practical 

development experiences. The conference 

covers all aspects of data mining, including 

algorithms, software and systems, and 

applications. In addition, ICDM draws 

researchers and application developers 

from a wide range of data mining related 

areas such as statistics, machine learning, 

pattern recognition, databases and data 

warehousing, data visualization, 

knowledge-based systems, and high 

performance computing. By promoting 

novel, high quality research findings, and 

innovative solutions to challenging data 

mining problems, the conference seeks to 

continuously advance the state-of-the-art in 

data mining. Besides the technical program, 

the conference features workshops, 

tutorials, panels and, since 2007, the ICDM 

data mining contest. 

_____________________ 

 

ISMIS 2014 

The 20th International Symposium on 

Methodologies for Intelligent Systems 

Roskilde, Denmark 

June 25-27, 2014 

http://www.isl.ruc.dk\ismis2014 

International Symposium on 

Methodologies for Intelligent Systems is an 

established and prestigious conference for 

exchanging the latest research results in 

building intelligent systems. Held twice 

every three years, the conference provides a 

medium for exchanging scientific research 

and technological achievements 

accomplished by the international 

community. The scope of ISMIS is 

intended to represent a wide range of topics 

on applying Artificial Intelligence 

techniques to areas as diverse as decision 

support, automated deduction, reasoning, 

knowledge based systems, machine 

learning, computer vision, robotics, 

planning, databases, information retrieval, 

etc. The focus is on research in intelligent 

systems. The conference addresses issues 

involving solutions to problems that are 

complex to be solved through conventional 

approaches and that require the simulation 

of intelligent thought processes, heuristics 

and applications of knowledge. The 

integration of these multiple approaches in 

solving complex problems is of particular 

importance. ISMIS provides a forum and a 

means for exchanging information for those 

interested purely in theory, those interested 

primarily in implementation, and those 

TCII Sponsored 

Conferences 
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interested in specific research and industrial 

applications. 

 

_____________________ 

 

ICTAI 2014 

The Twenty-fourth IEEE International 

Conference on Tools with Artificial 

Intelligence 

Limassol，Cyprus 

November 10-12, 2014 

http://cecs.wright.edu/atrc/ictai13 

The annual IEEE International Conference 

on Tools with Artificial Intelligence (ICTAI) 

provides a major international forum where 

the creation and exchange of ideas related 

to artificial intelligence are fostered among 

academia, industry, and government 

agencies. The conference facilitates the 

cross-fertilization of these ideas and 

promotes their transfer into practical tools, 

for developing intelligent systems and 

pursuing artificial intelligence applications. 

The ICTAI encompasses all technical 

aspects of specifying, developing and 

evaluating the theoretical underpinnings 

and applied mechanisms of the AI-based 

components of computer tools such as 

algorithms, architectures and languages. 

 

 

 

 

AAMAS 2014 

The Twelfth International Conference on 

Autonomous Agents and 

Multi-Agent Systems 

Paris, France 

 May 5-9, 2014 

http://aamas2014.lip6.fr 

 

The AAMAS conference series was 

initiated in 2002 in Bologna, Italy as a joint 

event comprising the 6th International 

Conference on Autonomous Agents (AA), 

the 5th International Conference on 

Multiagent Systems (ICMAS), and the 9th 

International Workshop on Agent Theories, 

Architectures, and Languages (ATAL).  

 

Subsequent AAMAS conferences have 

been held in Melbourne, Australia (July 

2003), New York City, NY, USA (July 

2004), Utrecht, The Netherlands (July 

2005), Hakodate, Japan (May 2006), 

Honolulu, Hawaii, USA (May 2007), 

Estoril, Portugal (May 2008), Budapest, 

Hungary (May 2009), Toronto, Canada 

(May 2010), Taipei, Taiwan (May 2011) 
and Valencia, Spain (June 2012). Saint Paul, 

Minnesota, USA(2013). AAMAS 2014 will 

be held in May in Paris, France 

 

AAMAS is the largest and most influential 

conference in the area of agents and 

multiagent systems, the aim of the 

conference is to bring together researchers 

and practitioners in all areas of agent 

technology and to provide a single, 

high-profile, internationally renowned 

forum for research in the theory and 

practice of autonomous agents and 

multiagent systems. 

___________________ 

 

AAAI 2014 

The Twenty-Seventh AAAI Conference 

on Artificial Intelligence 

Quebec, Canada  

 July 27-31, 2014 

http://www.aaai.org/Conferences/AAAI/aa

ai14 

The Twenty-Eighth AAAI Conference on 

Artificial Intelligence (AAAI-13) will be 

held July 27–31, 2014 in Québec City, 

Québec, Canada. The purpose of this 

conference is to promote research in 

artificial intelligence (AI) and scientific 

exchange among AI researchers, 

practitioners, scientists, and engineers in 

affiliated disciplines. AAAI-14 will have a 

diverse technical track, student abstracts, 

poster sessions, invited speakers, tutorials, 

workshops, and exhibit/competition 

programs, all selected according to the 

highest reviewing standards. AAAI-14 

welcomes submissions on mainstream AI 

topics as well as novel crosscutting work in 

related areas. 

 

 

___________________ 

 

SDM 2014 

The Thirteenth SIAM International 

Conference on Data Mining 

Philadelphia, Pennsylvania, USA 

April 24- 26, 2014 

http://www.siam.org/meetings/sdm14/ 

 

Data mining is an important tool in science, 

engineering, industrial processes, 

healthcare, business, and medicine. The 

datasets in these fields are large, complex, 

and often noisy. Extracting knowledge 

requires the use of sophisticated, 

high-performance and principled analysis 

techniques and algorithms, based on sound 

theoretical and statistical foundations. 

These techniques in turn require powerful 

visualization technologies; implementations 

that must be carefully tuned for 

performance; software systems that are 

usable by scientists, engineers, and 

physicians as well as researchers; and 

infrastructures that support them. 

 

This conference provides a venue for 

researchers who are addressing these 

problems to present their work in a 

peer-reviewed forum. It also provides an 

ideal setting for graduate students and 

others new to the field to learn about 

cutting-edge research by hearing 

outstanding invited speakers and attending 

tutorials (included with conference 

registration). A set of focused workshops 

are also held on the last day of the 

conference. The proceedings of the 

conference are published in archival form,   

and are also made available on the SIAM 

web site.  

 

 

_________________ 

 

IJCAI 2015 

The Twenty-Third International Joint 

Conference on Artificial Intelligence 

Buenos Aires, Argentina  

 August 3-9, 2015 

http://lanyrd.com/2015/ijcai 

 

IJCAI is the International Joint Conference 

on Artificial Intelligence, the main 

international gathering of researchers in AI. 

Held biennially in odd-numbered years 

since 1969, IJCAI is sponsored jointly by 

IJCAI and the national AI societie(s) of the 

host nation(s).. AI can play a key role in 

addressing environmental,  economic, and  

societal challenges concerning sustainable 

development and a sustainable future. AI 

techniques and methodologies can be 

exploited to help address sustainability 

problems and questions, for example to 

increase the efficiency and effectiveness of 

the way we manage and allocate our natural 

and societal resources. The study of 

sustainability questions will also enrich and 

transform AI, by providing new challenges. 

The conference will include a special track 

dedicated to papers concerned with all 

these aspects.
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