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Abstract—Developing systems that are aware of, and accommo-
date for, the cognitive capabilities and limitations of human users
is emerging as a key characteristic of a new paradigm of cognitive
computing in Artificial Intelligence. According to this paradigm,
the behavior of such cognitive systems is modeled on the behavior
of human personal assistants, able to understand the motivations
and personal likings / affinities of their interlocutors, while also
being able to explain, and ultimately persuade the latter about,
their computed solution (e.g., a proposed action) to a problem.

This paper examines the link between argument and cognition
from the psychological and the computational perspectives, and
investigates how the synthesis of work on reasoning and narrative
text comprehension from Cognitive Psychology and of work on
computational argumentation from AI can offer a scientifically
sound and pragmatic basis for building human-aware cognitive
systems for everyday tasks. The paper aims, thus, to reveal how
argumentation can form the science of common sense thought on
which new forms of cognitive systems can be engineered.

I. THE EMERGING NEED FOR COGNITIVE SYSTEMS

THE ever increasing demand for smart devices with ordi-
nary human-level intelligence, capable of common sense

reasoning and attuned to everyday problem solving, is forcing
Artificial Intelligence to stand up and deliver. Unlike anything
seen to date, this new vision of user-device interaction aims to
allow ordinary users, without technical background, to instruct
or program their devices in a natural and personalized manner,
and to allow the devices to assist (and enhance the abilities
of) their users in dealing with everyday tasks. This symbiotic
relation splits the burden of communication among the user
and the device, giving rise to a “programming paradigm for the
masses” [1] that avoids the extremes of using natural languages
that are too complex for ordinary devices, or programming
languages that are too complex for ordinary users.

Early examples of systems exhibiting such symbiotic inter-
actions already exist, ranging from personal assistant software
provided by major smart-device manufacturers, to the expected
application of systems that extract information from massive
amounts of unstructured data for the purposes of expert-level
analysis of problems in specialized domains (e.g., health, law).

Unlike existing automated systems, these cognitive systems
[2] often exhibit an operational behavior resembling that of a
human personal assistant. In particular, a cognitive system’s
domain of application is limited to certain common everyday
tasks, and its operation revolves around its interaction with its
human user in a manner that is compatible with the cognitive
reasoning capabilities of the latter. To understand (and correct
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Fig. 1. High-level view of the architecture of a cognitive assistant, with focus
on the interaction of the processes of decision making, comprehension, and
learning. The components labeled as “decision policy” and “world knowledge”
correspond, respectively, to the sets of option arguments and belief arguments.

when needed) the reasoning of the system, the user expects the
system to use common sense to fill in any important relevant
information that the user leaves unspecified, and to be able to
keep learning about the domain of application and the user’s
personal preferences and beliefs through their interaction.

Efforts to meet this emerging need and to guide the future of
cognitive systems is bound to benefit from a foundational basis
that facilitates a human-device interaction that places cognitive
compatibility with humans at the center stage. This paper puts
forward computational argumentation as a candidate for this
reconciliation between human and machine reasoning, in a
manner that is more appropriate than the classical logic basis
that underpins the development of automated systems to date.

II. ARGUMENTATIVE BASIS OF HUMAN COGNITION

Given the emphasis of cognitive systems on cognitive com-
patibility, an argumentative foundation for their development
will be a viable option only if human cognition is itself geared
towards an argumentative perspective. We overview work from
Psychology that provides evidence in support of this condition.

A significant amount of research in the area of Psychology
of Reasoning over the last century suggests that, in comparison
with strict classical logic, human reasoning is failing at simple
logical tasks, committing mistakes in probabilistic reasoning,
and succumbing to irrational biases in decision making [3], [4].
Different interpretations and theories on the nature of human
reasoning have been proposed to explain these findings. Cer-
tain proposals attempt to stay very close to the mathematical
and strict form of logical reasoning, such as “The Psychology
of Proof” theory [5], which proposes a psychological version
of a proof system for human reasoning in the style of Natural
Deduction. Despite its many criticisms (see, e.g., [6] for a
thorough and critical review of this theory), the theory shows
a necessary departure from the proof systems of classical logic.
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More importantly, the theory implicitly indicates that human
reasoning is linked to argumentation, since proof systems like
Natural Deduction are known to have a natural argumentative
interpretation [7]. Other proposals (see, e.g., [8]) completely
abandon any logical form for human reasoning, treating it as
the application of specialized procedures, invoked naturally
depending on the situation in which people find themselves.

Earlier work demonstrated empirically that humans perform
with significant variation in successfully drawing conclusions
under different classical logic syllogisms [9]. The study of the
Psychology of Syllogisms [10]–[12] proposes that humans use
mental models to guide them into drawing inferences, which
foregoes the “absolute and universal” validity of the inferences
supported by reasoning based on truth in all possible models of
the premises. Instead, a mental model captures reasoning based
on the intended interpretation of the premises, and corresponds
to a suitable situation model, much like what humans construct
when processing or comprehending a narrative [13], [14].

In a modern manifestation of this perspective in the context
of Computational Logic in AI [15], it is argued that structures
like mental models are a useful way to capture various features
of human reasoning, not least of which its defeasible nature.
Building mental models can be seen as building arguments to
support an intended interpretation of the evidence currently
available, by combining them with general rules of common
sense knowledge that people have acquired. The mental model
approach to deduction can, then, be reconciled with the view of
reasoning through inference rules, while the defeasible nature
of reasoning follows from the defeasible nature of arguments.

In addition to the plethora of psychological findings that are
consistent with, and indicative of, an argumentative interpre-
tation of human reasoning, some more recent work from the
Psychology of Reasoning provides further explicit evidence in
support of this position [16]. Supported by the results of a
variety of empirical psychological experiments, the authors of
that work propose that human reasoning is a process whereby
humans provide reasons to accept (or decline) a conclusion
that was “raised” by some incoming inference of the human
brain. The main function of human reasoning, then, is to lay
out these inferences in detail, and to form possible arguments
that will produce the final conclusion, in a way characterized
by the awareness not just of the conclusion, but of an argument
that justifies accepting that conclusion. Through the process of
human reasoning, therefore, people become able to exchange
arguments for assessing new claims, and the process of human
reasoning becomes, effectively, a process of argumentation.

Experiments carried out to test how humans form, evaluate,
and use arguments, suggest that humans produce “solid” argu-
ments when motivated to do so; i.e., in an environment where
their position is challenged. If unchallenged, the arguments
initially produced can be rather naive, until counter-arguments
or opposing positions are put forward, at which point humans
produce better and well-justified arguments for their position
by finding counter-arguments (i.e., defenses) to the challenges.
For example, in experiments where mock jurors were asked
to reach a verdict and then were presented with an alternative
one, it was observed that almost all of them were able to very
quickly find counter-arguments against the alternative verdict,

while strengthening the arguments for their original verdict.
The experimental results indicate that automating human

reasoning through argumentation can follow a model of com-
putation that has an “on-demand” incremental nature. Such
a model of computation is well-suited in a resource-bounded
problem environment, and more generally for the development
of cognitive systems under the personal assistant paradigm.

Overall, work from Psychology has exposed some salient
features of human reasoning directly related to argumentation:
(i) handling of contradictory information, by acknowledging
the defeasible nature of knowledge; (ii) drawing of tentative
conclusions, which are revised in the presence of more infor-
mation; (iii) awareness not only of a conclusion, but also of
its justification; (iv) “on demand” / dialectical reasoning that
defends challenges as they arise; (v) use of a single intended
mental model, while accommodating common and individual
biases across humans. Collectively, these features suggest that
argument is native to human reasoning, and, consequently,
that argumentation can offer a unified perspective of empirical
psychological evidence on the nature of human reasoning.

III. COMPUTATIONAL ARGUMENTATION IN AI

Efforts to formalize human reasoning in terms of an argu-
mentation theory can be traced back to the work of Aristotle
and his notion of “dialectic argument”. Until rather recently,
argumentation was primarily studied from a philosophical and
/ or a psychological perspective. These works [17]–[19] have
helped generate a new interest on the study of argumentation
within the field of AI, with motivation coming from both (i) the
desire to have intelligent systems with human-like defeasible
(or non-monotonic) reasoning, and belief revision capabilities
in the face of new information [20], [21], as well as (ii) the
study of the dialectic nature of reasoning in various areas of
human thought, such as rhetoric and legal reasoning [22]–[26].

The early 1990s saw the introduction of abstract argumen-
tation [27], where arguments are considered as formal entities
separate from the particular context in which they arise, and
are viewed only in terms of their syntactic and semantic re-
lationships. This view emerged from work [28], [29] showing
that argumentation could capture most of the existing non-
monotonic logical frameworks, and, hence, provide a uniform
way to view the aspect of defeasibility in human reasoning.

An abstract argumentation framework is defined as a tuple
〈A,R〉, where A is a finite set of arguments and R is a binary
(partial) relation on A, called the attack relation on A. This
attack relation is lifted to subsets of arguments, so that a subset
A of A attacks another subset B of A if and only if there exists
a ∈ A and b ∈ B such that a attacks b; i.e., (a, b) ∈ R. One is
then concerned with the problem of building “good quality”
or acceptable argument subsets ∆ ⊆ A that “defend against”
or attack back all possible argument subsets that attack ∆, and
which constitute, therefore, counter-arguments to ∆.

A general way to formulate a notion of acceptability is the
dialectical definition that an argument subset ∆ is acceptable
if and only if any argument subset A that attacks ∆ is attacked
back by some argument subset D (i.e., D defends ∆ against
A) that is, itself, “acceptable with respect to ∆”. There are
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several different ways to offer a precise formulation of what
is meant by the condition that D is acceptable with respect to
∆, such as: (i) that D is simply a subset of ∆, which gives rise
to the admissibility semantics of argumentation, or (ii) that D
is (eventually) an argument subset that is not attacked by any
other argument subset (and is, hence, globally undisputed),
which gives rise to the grounded semantics of argumentation.

This simple, yet powerful, formulation of argumentation
has been used as the basis for the study and development of
solutions for different types of problems in AI [30], [31]. In
particular, it forms the foundation for a variety of problems in
multi-agent systems (see, e.g., the workshop series “ArgMAS:
Argumentation in Multi-Agent Systems”) where agents need
to exhibit human-like autonomy and adaptability. Recently, the
area of argument mining (see, e.g., [32] for an overview) aims
to provide an automatic way of analysing, in terms of formal
argumentation frameworks, human debates in social media,
even by identifying relations that are not explicit in text [33].

In many of the application domains above, a realization of
abstract argumentation is used where the attacking relation is
materialized through a priority or preference relation between
conflicting arguments. Such preference-based argumentation
frameworks consider more preferred arguments to be stronger
than, and thus to attack, less preferred arguments, but not vice-
versa. Preferences can be derived naturally from the particular
domain of application, capturing general or contextual aspects
of the domain, or biases and beliefs of individual agents.

More recently it has been shown that even classical logical
reasoning, as found in formal mathematics, can be captured in
terms of abstract argumentation [7]. In such an argumentation-
based logic, logical entailment of some conclusion is obtained
through the existence of an acceptable argument supporting the
conclusion and the absence of acceptable arguments that sup-
port any contrary conclusion. This suggests that argumentation
need not be approached as a substitute for classical logic, but
as an extension thereof that is appropriate for reasoning both
with consistent premises but also with inconsistent ones.

The aforementioned studies of argumentation in AI show
that computational argumentation has the capacity to address
the salient features of human reasoning that have been pointed
out by empirical psychological studies. Argumentation offers
a natural form of reasoning with contradictory information, by
supporting arguments for conflicting conclusions, and handling
the retraction of tentative conclusions whenever new stronger
arguments emerge. Furthermore, argumentation gives a form
of reasoning that is based on an intended mental model that
comprises the conclusions that are supported by the strongest
available arguments, and provides explicit justifications in sup-
port of that intended model. Lastly, argumentation explicitly
adopts “on demand” reasoning through a dialectical definition
of acceptability, while its preference-based realization readily
accommodates for human biases and individual beliefs.

IV. ARGUMENT AND HUMAN DECISION MAKING

Having offered evidence for the capacity of computational
argumentation to capture the salient features of human reason-
ing, we turn our attention to how argumentation can be utilized
in the development of cognitively-compatible systems.

An important subclass of cognitive systems will be that of
cognitive assistants that help their human users take decisions
in everyday tasks: which restaurant to visit for some occasion,
when to schedule a meeting, or how to handle an information
overload on a social network. Despite appearing relatively sim-
ple when compared with the complex optimization problems
that conventional computing systems solve, these everyday
decision-making problems come with their own challenges.

Any systematic and principled attempt at developing cog-
nitive assistants needs to account for several characteristics
of human decision-making that have been exposed by work in
Cognitive Psychology: departure from the formal decision the-
ory and influence by biases (e.g., earliest information, similar
past decisions, group conformity), consideration of individual
preferences and predispositions, minimal initial evaluation of
the options and additional evaluation as the need arises.

Beyond ensuring cognitive compatibility, one must also ac-
count for pragmatic considerations. Decision-making is rarely
an isolated process, and the arrival of extra or revised informa-
tion in an open and dynamic environment may affect decision-
making by: offering new options (e.g., a new restaurant just
opened up); rendering existing options (physically) inapplica-
ble (e.g., the boss cannot meet after 11:00am); or revealing
updated values for options (e.g., an online community that the
user had enjoyed following started using offensive language).

The challenge of building cognitive assistants resides, thus,
in being able to coherently operate at three levels: (L1) rep-
resent information akin to the user’s general motivations and
desires, and the system’s beliefs of the state of the world at the
time when decisions will be effected; (L2) offer explanations
/ justifications of the proposed decision that are meaningful to
the user; (L3) participate in a dialectic debate process to either
persuade the user of the proposed decision, or to revise it.

The natural solution that argumentation offers for level (L2)
and level (L3) has been utilized in several works in AI dealing
with decision-making in contexts ranging from legal decisions
to informal human-like decisions by autonomous agents [34]–
[39]. These works generally fall within the particular realiza-
tion of preference-based argumentation, which also points to
how argumentation can offer a solution for level (L1), as well.

In an argumentation framework for a certain decision prob-
lem, each option is supported by one or more arguments. The
structure of these option arguments can be represented simply
by a tuple 〈opt, val, bel〉, where opt is the supported option, val
is a set of user values (e.g., needs, motivations, desires) that the
option and / or the argument serve, and bel is a set of beliefs
that ground the argument on some information about the
external world, in a manner that the cognitive assistant believes
render option opt a possible alternative for consideration.

The values served by an argument can give a relative pref-
erence between arguments that reflects the personal affinity or
interests that a cognitive assistant might be designed to follow.
Thus, a preference between arguments ai = 〈opti, vali, beli〉
and aj = 〈optj , valj , belj〉 can be defined through the general
schema that “ai is preferred over aj if vali A valj”, where A
is a comparison ordering amongst the different values that can
be based on the personality of the human user of the cognitive
assistant. By concentrating on different values or on different
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comparison orderings, this simple general schema can give rise
to different preferences over the same arguments, reflecting the
natural variability across different contexts or different users.

In practice, human users may know heuristically from their
earlier experiences the result of the evaluation of different ar-
guments in certain situations, and hence that certain arguments
are preferred over others. For example, a vegetarian may know
that when having dinner outside her house, the vegetarian
restaurant down town serves better her need to have a larger
variety of choices, but the local market across the street offers
a cheaper and faster choice. Instead of having to recompute
her preferences based on her values for the two options, she
might choose to simply state that when she is in a situation
Si,j where she is currently at home and she has not eaten out
during the past week, then she prefers the argument supporting
the local market over the argument supporting the vegetarian
restaurant, using the general scheme “ai is preferred over aj if
Si,j”, where effectively Si,j is a situation in which vali A valj .

The attack relation can be naturally defined from the pref-
erences as follows: argument ai attacks argument aj if they
support conflicting options, and ai is not less preferred than
aj . Now, given a state S of the world, one can compute (under
a chosen argumentation semantics) the acceptable arguments
among those whose beliefs are compatible with S. Any option
supported by an acceptable argument is a possible decision in
S. Furthermore, a possible decision in S is a clear decision in
S if there exist no other conflicting possible decisions in S.

To complete the picture, one must fix the choice of argumen-
tation semantics. Given the nature of human decision-making,
the natural choice for this case, and for the respective cognitive
assistants, is that of the grounded extension semantics, which,
as already discussed in the preceding section, can be derived
as a special case of the dialectical definition of acceptability.

In summary, argumentation serves well as a basis for cog-
nitive assistants that support human decision-making, offering
natural solutions: (L1) at the representation level through the
encoding of user-specific preferences and biases; (L2) at the
decision-formation level through the incremental construction
of acceptable arguments; (L3) at the persuasion level through
the dialectic process of defending against alternative decisions.

V. ARGUMENT AND NARRATIVE COMPREHENSION

In describing how abstract argumentation can be instantiated
to support human decision-making, we have focused primarily
on the role that values play in capturing the user’s general
motivations and desires, and have mostly side-stepped the role
that beliefs play in capturing the applicability of arguments.

In the simplest case, these beliefs could be such that their
compatibility against a given state of the world can be directly
checked, outside the actual process of argumentation. More
generally, though, the beliefs themselves are the outcome of a
reasoning process, which could itself be argumentative. Thus,
in addition to option arguments, the argumentation framework
may also include belief arguments, supporting beliefs on which
the option arguments rest. An option argument could, then, be
potentially undercut by a belief argument that supports that
the environment will not be conducive to the realization of the

particular option, while a second belief argument that disputes
this claim could be used to defend the option argument.

Exactly analogously to option arguments, belief arguments
are evaluated against each other by means of a preference rela-
tion, which ultimately determines the attack relation between
arguments. Unlike the typically user-specific preferences over
option arguments, however, preferences over belief arguments
naturally capture certain pragmatic considerations. These con-
siderations derive primarily from the open and dynamic nature
of the environment, which necessitates a cognitive assistant
able to reason about missing information, the causal effects of
actions, the passage of time, and the typical and exceptional
states of the world. Belief arguments capture, then, knowledge
about these aspects of the world, while preferences over belief
arguments capture the commonsensical reasoning pattern that
humans use to form a coherent understanding of the situation.

This type of reasoning is directly related to the process of
narrative comprehension, with the coherent understanding of
the situation corresponding to the intended interpretation of the
narrative. During narrative comprehension, humans include in
the intended interpretation information that is not explicitly
present in the narrative but follows from it, explanations of
why things happened as they did, links between seemingly
unconnected events, and predictions of how things will evolve.

Starting with the seminal works of the Situation and Event
Calculi, work in AI sought to codify the commonsense laws
associated with reasoning about actions and change (RAC) in a
narrative context, in terms of central problems to be solved: the
frame problem of how information persists, by default, across
time; the ramification problem of how actions give rise to
indirect effects; the qualification problem of how action effects
are blocked from materializing; the state default problem of
how the world is not, by default, in some exceptional state.

Several works in AI [40]–[43] have demonstrated the natural
fit of argumentation for RAC, by capturing the relevant aspects
of human reasoning in terms of persistence, causal, and default
property arguments, along with a natural preference relation
between these different types of arguments. For example, a
preference of causal arguments over conflicting persistence
arguments cleanly addresses the frame problem by capturing
the commonsense law of inertia that situations / information
persist unless caused to change. Grounding the different types
of arguments on information explicitly given in the narrative
allows one to offer explanations for / against drawing certain
conclusions at certain time-points or situations in the world.

Recent efforts [44] to combine an argumentation approach
to RAC with empirical knowhow and theoretical models from
Cognitive Psychology have led to the development of auto-
mated comprehension systems [45] that use belief arguments
(under the grounded extension semantics, which we have pro-
posed as appropriate for decision-making as well) to construct
an intended mental model for a narrative, and appropriately
update and maintain it in the presence of surprises and twists
as the narrative unfolds. This treatment is not unlike what a
cognitive assistant is expected to adopt when reasoning about
its beliefs while the state of its environment unfolds over time.

Despite their predominant use to represent knowledge about
the environment, belief arguments used by a cognitive assistant
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cannot be decoupled from its human user. The vocabulary and
terms employed to express belief arguments should be familiar,
their complexity should be manageable, and the justifications
they give rise to should be meaningful, all with respect to the
user. For example, a cognitive assistant’s appeal to the belief
argument that “pyrexia is not a medical emergency” might be
inappropriate if its user is not familiar with the term “pyrexia”
(fever), or if its user has been close to swamps (in which case
fever might be indicative of malaria). These issues tie directly
back to the requirement that cognitive assistants should operate
in a manner that is cognitively-compatible with their users.

In summary, the argumentation basis for human decision-
making, as proposed in the preceding section, can be naturally
extended to address, within a single unified framework, the re-
lated and complementary problem of narrative comprehension:
(L1) at the representation level through the encoding of world
knowledge; (L2) at the decision-formation level through the
construction of justifications that use concepts meaningful to
the user; (L3) at the persuasion level through the grounding /
contextualization of decisions on the fluctuating world state.

VI. POPULATING THE ARGUMENTATION ARENA

The acceptability semantics of computational argumentation
can be effectively viewed as an internal evaluation mechanism
for the quality of the conclusions of a cognitive assistant, with
conclusions that are supported by stronger or more preferred
(subsets of) arguments considered as being more pertinent than
alternatives. Argumentation, however, does not provide for an
analogous external evaluation mechanism for the quality of
the cognitive assistant’s arguments and preferences in relation
to the environment. Equivalently, an argumentation framework
is assumed to be populated with arguments and preferences of
high external quality, and the acceptability semantics concen-
trates on the task of how to make a meaningful use of those.

A central means to populate an argumentation framework
is through cognitive programming [1]. The user can volunteer,
either during an initial familiarization period, or dialectically in
response to a failure to be persuaded by the cognitive assistant,
additional belief or option arguments and corresponding pref-
erences, so that the cognitive assistant gradually becomes more
“knowledgeable” about its environment, and better reflects the
motivations and interests of its user. The requirement that a
cognitive assistant’s representation is cognitively-compatible
with humans is key during this process, as the user naturally
interacts with its cognitive assistant through the use of high-
level concepts, and in a way that avoids detailed instructions.

More passively, the user may simply decline suggestions of
the cognitive assistant without offering explanations / counter-
arguments. Some form of online supervised learning can then
be invoked by the cognitive assistant, with the user’s feedback
taken as a negative learning instance that the arguments sup-
porting a decision are not acceptable, and that the preferences
among arguments need to be revised to account for this. Under
certain assumptions, the user’s preferences between competing
option arguments have been shown to be learnable [46], [47].

As an example of cognitive programming, the suggestion
of a cognitive assistant to schedule a meeting of its user with

his boss at 7:30am can be met by the user’s response “Do not
schedule work appointments too early in the morning.”, which
will thereafter be viewed as an extra argument, more preferred
than the acceptable arguments that supported the suggestion.
The importance of forming an intended model of the situation,
and of the ability to employ common sense, is highlighted in
this example, as the cognitive assistant needs to make sense of
terms like “work appointment” and “too early in the morning”.

Certain general belief arguments (e.g., that most people do
not usually work during the nighttime) can be more reasonably
acquired directly by the cognitive assistant, through manually-
engineered or croudsourced knowledge-bases [48]–[51], and
through the use of machine learning on text corpora [52]–[54].
A number of issues would, of course, have to be dealt with:
the possible biases in the learning material, especially for text
found on the Web [55]; the eventual use of the arguments by
a reasoning process, without nullifying their learning-derived
guarantees [56]–[59]; the availability of appropriate learning
material to also acquire causal arguments [60]; the inadvertent
effects of decisions supported by arguments that were learned
outside the environment of the cognitive assistant [61], [62].

The autonomous or crowdsourced acquisition of arguments
and preferences still benefits from user interaction. A cognitive
assistant used for appointment scheduling, for example, typi-
cally has no immediate need for learning about forest fires. The
user (or the manufacturer) can specify, then, relevant keywords
to guide the cognitive assistant’s search for applicable learning
material. Alternatively, such keywords can be identified by the
cognitive assistant by gathering those that occur frequently in
its user’s queries, so that autonomous learning can be invoked
“on demand”. Once arguments and preferences are learned, the
user may further correct any misconceptions that have been
acquired due to biases in the sources of the learning material.

It is important to note here that none of the processes of pop-
ulating an argumentation framework restricts the application of
cognitive assistants to common sense domains only. A medical
professional, for instance, could cognitively program a cogni-
tive assistant with arguments for making diagnoses of illnesses
based on observed symptoms. The cognitive assistant could
also autonomously learn medical arguments by restricting its
search for learning material to medical ontologies and journals.
Through these arguments, then, the cognitive assistant would
be able to explain its medical recommendations in the same
fashion that one medical professional would explain to another.

We conclude by observing that argumentation is not simply
amenable to a process of learning, but rather a natural fit for it.
Learned knowledge, especially when acquired autonomously
by a cognitive assistant, cannot be strict, but can express only
typical and defeasible relationships between concepts, with the
strength of the relationships depending on the various contexts
of the application domain. In philosophical terms, the process
of inductive syllogism, as Aristotle calls the process of acquir-
ing first principles from experience, cannot produce absolute
knowledge. An inductively produced implication X → Y does
not formally express the “necessity” of Y when X is known,
but rather an argument for Y when X is known, thus making
Y “probable” in this particular case, as the philosopher David
Hume [63] suggests. Recent work seeks to acquire knowledge
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that is directly expressible in the form of such arguments [64].

VII. TOWARDS A FUTURE OF COGNITIVE SYSTEMS

In its early days, Artificial Intelligence had sought to under-
stand human intelligence and to endow machines with human-
like cognitive abilities. Since then, however, AI has evolved
primarily as an engineering discipline, placing emphasis on the
development of useful specialized tools, and effectively aban-
doning the scientific inquiry into what constitutes intelligent
behavior. In a sense, then, cognitive systems embody a modern
realization of the need to return to AI’s scientific roots, while
adopting the engineering goal of developing useful systems.

This paper has sought to argue that computational argumen-
tation in AI can offer a principled basis for the development of
cognitive systems for everyday tasks. We have discussed work
from Psychology showing that human cognition is inherently
argumentative, and we have demonstrated that computational
argumentation naturally encompasses several salient features
of everyday human cognition — contra to the prevalent (even
if implicit) assumption that classical logic can serve this role.

Given this new logical foundation for cognitive systems,
one could reasonably ask whether it would necessitate a novel
computing architecture on which to be realized, much like the
Von Neumann architecture realizes classical (Boolean) logic.
A neural-symbolic architecture (see, e.g., the workshop series
“NeSy: Neural-Symbolic Learning and Reasoning”) could
potentially serve this role, with excitatory and inhibitory links
implementing supports and attacks within an argumentation
framework. Such an architecture could also allow the utiliza-
tion of modern advances in deep learning, integrating within
the reasoning architecture the process of learning and revision.

The view of logic reasoning as capturing the “laws of human
thought” has served AI and Computer Science well. With an
eye towards the development of cognitive systems, we would
posit that it would be equally serving to view computational ar-
gumentation as capturing the “laws of common sense thought”.
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