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Abstract—Data augmentation has recently gained increasing
interest in natural language processing (NLP) because of its
excellent performance in low-resource settings, contrastive learn-
ing, and few-shot learning. Data augmentation is initially a
strategy to increase the amount of data by employing semantically
invariant transformations, such as back translation and synonym
replacement, on the raw data. With the development of data
augmentation, a variety of augmentation strategies are designed
to produce samples with opposite labels to the original data or
even samples with unseen categories. In this paper, we provide
a comprehensive and thorough study of text data augmenta-
tion techniques. We first discuss various data augmentation
methods and then classify them into three types: semantic-
invariant augmentation, random augmentation, and generative
augmentation. Subsequently, we highlight the main application
scenarios and downstream tasks involving data augmentation. We
also describe the challenges in developing text data augmentations
and the work that can be further investigated in the future.
To conclude, this paper aims to summarize data augmentation
techniques in NLP and show how they work to further improve
the performance of NLP tasks.

Index Terms—Data Augmentation, Contrastive Learning, Low-
resource Setting, Few-shot Learning, NLP, Survey.

I. INTRODUCTION

DATA augmentation works mainly by making small
changes to the data directly or by generating new data

using some deep learning models. Data augmentation is ex-
tremely important in low-resource scenarios in which the
number of training data is sparse, as it helps increase the
number of training data while reducing the operational costs of
annotating. In addition, data augmentation can create diverse
data and enrich the semantic feature space of data, further
enhancing the robustness of model. Data augmentation first
appeared in the field of computer vision (CV), where studies
[1], [2], [3] discovered that cropping, rotation, and scaling of
image data greatly improved model performance. However, it
is challenging to employ these continuous noises for text data
augmentation due to the discrete nature of the text.

Despite this limitation, data augmentation for NLP has
seen an increase in interest and demand. Inspired by the
data augmentation methods of cropping and rotation in CV,
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[4] proposes two text data augmentation strategies, sentence
cropping and sentence rotating, based on the dependency tree
structure of NLP. Sentence cropping preserves some important
words in a sentence and then removes the rest of the irrelevant
words to generate a new sentence. Sentence rotating rotates
the portable tree segment around the root of the dependency
tree to form a synthetic sentence. Besides, data augmentation
techniques such as random deletion and token cutoff can also
be seen as a variant of cropping in CV. Inspired by the Mixup
[5] image data augmentation strategy in CV, SeqMix [6] and
MixText [7] are then proposed for text data augmentation.
SeqMix [6] attempts to incorporate word embeddings and
sentence embeddings from the convolutional neural network
(CNN) [8] to form novel samples, whereas MixText [7]
combines sentence embeddings from the BERT [9] to obtain
new synthetic samples.

To address various NLP tasks, a large number of text data
augmentation methods have been devised, resulting in many
surveys on data augmentation in NLP. [10] explores text data
augmentation for deep learning, which includes not only data
augmentation in NLP but also in recommender systems. [11]
focuses on data augmentation techniques used in text classifi-
cation. [12] provides a systematic and empirical investigation
of data augmentation in NLP with a small amount of labeled
data. Both [13] and [14] discuss NLP data augmentation
methods. [13] does not contain data augmentation used in
contrastive learning, while [14] does not discuss in detail to
which NLP tasks data augmentation can be applied. Therefore,
we take the data augmentation approaches used in contrastive
learning into account and present the NLP tasks involving data
augmentation in detail.

In this paper, we aim to provide a systematic investigation
of text data augmentation in NLP according to the form of
data augmentation. We discover that some data augmenta-
tions are well-designed using prior knowledge to enable the
semantic meaning of augmented data to remain unchanged,
while certain data augmentations focus on generating label-
conditioned sentences. In addition, we also give the specific
application scenarios of data augmentation and downstream
tasks that involve data augmentation. The remaining paper is
organized as follows. Section II discusses commonly used text
data augmentation techniques and classifies them as semantic
invariant augmentation, random augmentation, and generative
augmentation. Section III describes the application scenarios
of data augmentation, including low-resource language, con-
trastive learning, and few-shot learning. Section IV analyzes
the downstream tasks that use data augmentation. Section V
presents challenges and future work in data augmentation for
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NLP. Section VI concludes the paper.

II. TEXT DATA AUGMENTATION METHODS AND
TECHNIQUES

Numerous data augmentation strategies have been proposed
to promote the performance of NLP tasks, as they can both
increase the quantity of data and enrich its diversity. In this
survey, we focus on studying how augmented sentences are
generated from original sentences. After summarizing these
approaches, we observe that data augmentation is mainly
performed by some well-designed transformations, stochastic
change, and generative models. We divide the existing text
data augmentation methods into three categories: semantic-
invariant augmentation, random augmentation, and generative
augmentation.

Semantic invariant augmentation is usually carefully de-
signed and implemented by exploiting prior knowledge or deep
learning models. Random augmentation, on the other hand,
emphasizes the randomness of the generation of the augmented
samples, so that the semantics of the augmented samples
do not always remain the same as the original sentences.
Generative augmentation is usually done by using generative
models like VAE and BART to generate sentences that are
consistent with the label on top of the original sentence and the
given label. In the following work, we will discuss these text
data augmentation methods in detail. Particularly, we provide
an overview of current data augmentation techniques in Fig. 1.

A. Semantic-invariant Data Augmentation

Semantic-invariant augmentation is an augmentation strat-
egy that preserves the syntax and semantics of the sentence
via making well-designed local modifications to the original
sentence. Paraphrases and well-designed substitutions are two
common types of semantic-invariant augmentation.

Paraphrasing is widely applied as a text data augmentation
strategy in NLP tasks [15], [16], [17], as it can provide
augmented text with more varied lexical choices and syntactic
structures while maintaining the semantic meaning of the
raw sentence. Back-translation [18], [19] is definitely the
most popular paraphrasing method, which involves translating
the sentence into a certain intermediate language and then
translating it back into the original language. Other research
aims to train an end-to-end model to produce meaningful
translations [20] and augment sentences at the decoding stage
by adding syntactic features [21], latent variables [22], or
submodular targets [17].

Well-designed substitution is also a common data augmen-
tation method, where certain words in a sentence are replaced
with other words without changing the semantics of the sen-
tence. An intuitive idea is to use the synonyms as replacement
words for substitutions [23]. The synonyms can be words
from a pre-defined corpus such as WordNet [24], words with
high similarity to the replacement word [25], entities of the
same type [26], [27], or words with the same morphology [4].
Additionally, work from [4] argues that we can also keep the
semantics of a sentence intact by removing words that are
not important. Moreover, Xie et al. [15] devise a replacement

TABLE I: The examples of word-level random
augmentations.

Method Text

Original There is a little boy running in the playground.
Deletion There is a boy in the playground.
Swapping There is little a boy running in playground the.
Insertion There is great a little dog boy running in the playground.
Substitution There is a beautiful cat running in the playground.
Repetition There there is a little boy boy running in the playground.

approach based on TF-IDF where the uninformative words in
the sentence are replaced with other uninformative words. Hsu
et al. [28] substitute the unimportant words with the predicted
words generated by the auto-encoding model or the seq2seq
model without altering the aspect-level polarity. Notably, these
semantic-invariant augmentation techniques we discussed are
unsupervised data augmentation and do not use the label
information of sentences. However, Wang et al. [29] attempt
to substitute representative words with their corresponding
antonyms to obtain new sentences, which may be semantically
irrelevant or even opposite to the original sentence.

B. Random Data Augmentation

Semantic-invariant augmentation is crucial for tasks that
require augmented samples to have the same semantic label
as the original sentences. Random data augmentation, on the
other hand, has also received extensive research attention
due to its ease of implementation. Furthermore, random data
augmentation can be roughly divided into word-level, token-
level, and embedding-level augmentation, depending on the
body of the noise added to the sentence.

Word-level augmentation means that noise is added to the
words of sentences, either by random deletion, swapping,
insertion, and substitution [30], or random repetition for some
selected words [31]. These stochastic operations are easy
to implement and do not always ensure that the semantic
labels of the text remain unchanged. We give some examples
to show this word-level random augmentation in Table I.
Token-level augmentation includes token shuffling (shuffles
the order of tokens randomly), token cutoff (erases some
tokens randomly), feature cutoff (erases feature dimensions
randomly), and span cutoff (erases token spans randomly )
[32]. AEDA [33] is another easier random augmentation that
generates augmented samples by inserting punctuation marks
randomly in the original sentence.

The embedding-level random augmentation can be mainly
performed by Mixup [6], [7], [34] and adversarial training. In-
spired by Mixup [5], a data augmentation method that linearly
interpolates two input images to obtain a target sample. Guo
et al. [6] apply this method to the domain of text and proposed
SeqMix, which creates augmented sentences by interpolating
word embeddings and sentence embeddings linearly with CNN
[8] and LSTM [35] as sentence encoders. Similarly, Chen et al.
[7] use BERT as an encoder to generate sentence embeddings
for sentence Mixup, and Sun et al. [34] employ a pretrained
transformer as an encoder to obtain sentence embeddings for
linear interpolation, further demonstrating the effectiveness
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Fig. 1: An overview of recent data augmentation methods in NLP.

and generality of the Mixup augmentation in the text domain.
Significantly, Mixup data augmentation requires label informa-
tion to be known and is thus a supervised data augmentation
technique. Assuming that the sentence embeddings of the
two input sentences are ei and ej , and the labels are yi and
yj , the augmented sentences and labels can be expressed as
Equation 1:

e = λei + (1− λ)ej ,

y = λyi + (1− λ)yj ,
(1)

in which λ is sampled from the Beta distribution. Since the
generated embeddings are a linear interpolation combination
of two sentence embeddings, Mixup data augmentation can
create semantically rich sentences. Additionally, the generated
sentence labels vary because they are also an interpolation of
two labels.

Adversarial training methods are commonly used to improve
the robustness of models in text data [36], [37], [38]. It can also
be used as a data augmentation technique to create adversarial
examples using gradient-based noise. Specifically, for the input
sentence embedding ei with the label yi, then the augmented
sentence embeddings can be written as Equation 2:

e∗i = ei + ϵ
g

∥g∥2
, g = ∇eiL(f(ei, yi)), (2)

where ϵ is random noise. Significantly, Mixup and adversarial
training all require the participation of the label, thus they are
supervised data augmentation approaches.

Moreover, dropout is another random augmentation method
that is widely applied to contrastive learning [39], [40], which
utilizes the dropout in the embedding layer and attention layer
of BERT [9] to produce augmented samples. Concretely, a
sentence is passed to the BERT encoder twice to obtain two
different sentence representations.

Fig. 2: The overview of data augmentation method
G-DAUGc [55].

C. Generative Data Augmentation

Deep generative models such as VAE [41], GAN [42], GPT-
2 [43], GPT-3 [44], BART [45], and T5 [46] are employed
in generative data augmentation methods to generate new
sentences conditioned on the label. The semantic label of
the augmented data obtained through generative data augmen-
tation is thus determined by the given label and does not
always maintain the same semantic label as the original data.
Early generative data augmentation is typically performed on
condition VAE [47], [48], [49], [50]; GANs [51], [52]; and
a bidirectional RNN language model [53]. Furthermore, the
benefits of developing pretrained language models (PLMs) [9],
[54], two promising paradigms for data augmentation in NLP
are proposed.

The first approach involves finetuning the PLMs using task-
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specific data and then using the finetuned language model
to generate new sentences. For example, [56], [57] use
masked language modeling (MLM) mechanisms from BERT
and BART, respectively, to produce new synthetic data by
masking random words in the original sentences. Yang et al.
[55] and Anaby-Tavor et al. [58] employ PLMs GPT-2 as
the generator to capture the semantic information expressed
implicitly in their training dataset to generate new synthetic
sentences. With the help of pretrained language models, the
novel data augmentation framework G-DAUGc [55] (shown
in Fig. 2) produces synthetic samples and chooses the most
informative and varied samples for data augmentation. FliDA
[59] generate augmented data using word substitution based
on the pretrained T5, with a classifier to choose label-flipped
data. C3DA [60] adopts the T5 model as a text generator
and produces new sentences based on given aspect words
or sentiment labels (e.g., positive and negative) to enrich
the dataset for aspect-based sentiment analysis. Despite these
advancements, these PLMs could be overfitted with a small
amount of task-specific data and fail to achieve excellent
results.

The second type of approach utilizes the prompts, combined
with the off-the-shelf PLM, to generate sentences directly
without any task-specific fine-tuning. Wang et al. [61], for
example, proposed PromDA, a data augmentation built on top
of the T5-large model [46]. Specifically, PromDA keeps the
parameters of the PLM frozen and trains only the soft prompt
prepend at the beginning of the sentence, significantly reducing
training resources. GPT3Mix [62] synthesizes hyper-realistic
sentences from a variety of real samples by utilizing the large-
scale language models of GPT-3 and the discrete prompt.
Chen et al. [63] propose a label-guided data augmentation
method that exploits the enriched label semantic information
for data augmentation in a fashion similar to prompt-tuning.
Liu et al. [64] devise a label-conditioned word substitution
technique and a question-answering-based prompting approach
for data augmentation. The label-conditioned technique aims
to create a label-consistent example by capturing potential
word-label dependencies, while the question-answering-based
prompting approach focuses on generating new training data
from unannotated text. Specific details of these two methods
can be shown in Fig. 3. Moreover, Prompt-BERT [65] adds
different discrete prompt templates to the same sentence and
uses PLMs like BERT, RoBERTa to obtain different sentence
representations to generate augmented examples.

III. APPLICATION SCENARIOS

In this section, we will discuss some application scenarios
for data augmentation. Significantly, data augmentation mainly
serves to raise the number of training data in low-resource
scenarios, generate positive samples in contrastive learning,
and synthesize unseen class samples in few-shot learning.

A. Low-resource Setting

Recent advances in large-scale neural language models [35],
[9] have led to excellent performance in various NLP tasks,
including machine translation [66], [67], [68] and NER [69],

Fig. 3: Label-conditioned and prompting with question
answering augmentation methods [64].

[70], [71], their accuracy largely depends on the accessibility
of extensive sets of human-annotated training data. However,
annotating data is time-consuming and expensive, thus data
augmentation is extremely important in low-resource settings.

Inspired by the work in CV, Fadaee et al. [66] present a new
data augmentation method that targets low-frequency words
and produces novel sentence pairs with uncommon words in
a novel synthetic context to enrich the training corpus for
machine translation. Xia et al. [67] propose a generic data aug-
mentation framework that generates parallel corpora via back-
translating English to low-resource language or high-resource
language as pivoting to a related high-resource language,
improving the performance of low-resource translation. To
improve the performance of low-resource machine translation,
Li et al. [68] extend the training data via creating diverse
pseudo-parallel data from the source and target sides.

Zhou et al. [71] employ masked entity language modeling
(MELM) for data augmentation to obtain augmented data and
alleviate the data scarcity in low-resource NER tasks. Liu et
al. [70] use back translation to generate multilingual labeled
data. These augmented data allow the NER model to learn
the different linguistic features for cross-lingual NER tasks.
For low-resource tagging tasks like NER and part-of-speech
(POS) tagging, Ding et al. [69] develop a novel augmentation
method using a language model trained on linearized labeled
sentences to produce high-quality synthetic data. For low-
resource natural language understanding (NLU) tasks, Wang et
al. [61] develop synthetic data using generative augmentation
techniques, reducing the effort for humans to annotate data
while maintaining the quality of the synthetic data produced.

B. Contrastive Learning

Contrastive learning is a metric learning algorithm that
learns useful representations by encouraging positive pairs
to be closer and negative pairs to be further away. Positive
pairs are typically different views of the anchor and can be
generated by various data augmentations. Negative pairs are
usually the remaining in-batch samples. As a result, data aug-
mentation is essential to contrastive learning, and effective data
augmentation will significantly enhance contrastive learning’s
performance. Notably, data augmentation can not only help
generate positive pairs that share the same semantic label but
also negative samples that are semantically dissimilar.
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The most popular text data augmentation in contrastive
learning for NLP is the dropout augmentation [72], [73], which
is also the most recent state-of-the-art data augmentation
strategy. Dropout augmentation utilizes the dropout in the
embedding and attention layers of BERT to encode the same
sentence twice to obtain two different sentence representations
as positive pairs. Additionally, back translation [74], synonym
replacement [29],token shuffle, and feature cutoff [32] are
also used to produce positive pairs for sentence representation
learning. By combining various data augmentations, Qu et al.
[75] create diverse augmented examples, which are then com-
bined with the contrastive learning objective to enhance NLU
tasks. Wang et al. [60] employ generative data augmentation
and contrastive learning to improve sentiment analysis.

In addition to generating positive samples, data augmenta-
tion can be used to create negative samples for contrastive
learning. For example, CLINE [29] replaces words in sen-
tences with antonyms to create negative samples for feature ex-
traction with a triplet contrastive loss objective. MixCSE [76]
produces hard negative samples by mixing the features of posi-
tive samples and negative samples randomly to further improve
the performance of contrastive learning. To differentiate and
uncouple semantic similarity from textual similarity, SNCSE
[60] uses the Spacy1 to perform sentence parsing to obtain the
syntactic tree, lexical labels, and label stems of the sentence
and then utilizes this information to transform the sentence
into a syntactically correct and semantically-opposite sentence
as soft negative samples. FlipDA [59] adopts generative data
augmentation to generate a label-flipped augmented sample
automatically, which can be considered negative samples of
contrastive learning.

C. Few-shot Learning

Few-shot learning is a technique for extracting information
from a small number of examples. Data augmentation tech-
niques can assist few-shot learning by introducing different
kinds of examples. Chao et al. [77] devise a novel data
augmentation to address the problems of imbalanced data
distribution and small samples of rare classes in few-shot
learning. Arthaud et al. [78] use contextual augmentation to
create new samples to train a pretrained machine translation
model that can accurately translate previously unseen words
on the basis of a few examples. Chen et al. [63] propose
PromptDA generative augmentation to obtain multiple label
words for few-shot text classification tasks. According to Wei
et al. [79], data augmentation improves curriculum learning in
triplet networks for few-shot text classification tasks. FlipDA
[59] aims to produce label-flipped data as they found label-
flipped data to be more effective than label-preserved data in
enhancing the performance of few-shot learning.

IV. DOWNSTREAM TASKS

In this section, we discuss some common NLP tasks involv-
ing data augmentation, i.e., sentence representation learning,
text classification, question answering, and sequence tagging
tasks.

1https://github.com/explosion/spaCy

A. Sentence Representation

Learning sentence representations has long been a funda-
mental and important research direction in NLP. Sentence
representation aims to learn key semantic and syntactic in-
formation about sentences. Most existing work on sentence
representation learning involving data augmentation is based
on contrastive learning, a metric learning method that performs
well in learning representations.

For example, [80] considers any two integrations of word
deletion, span deletion, span swap, and synonym replacement
to form a stronger augmentation for sentence representation
learning. SimCSE [72] achieves excellent performance in the
seven semantic textual similarity (STS) tasks using dropout
augmentation. ESimCSE [31] argues that all the positive
sentence embeddings constructed by SimCSE have the same
length, which may mislead the model into viewing this as
a distinctive feature to differentiate positives from negative
instances. To address this issue, they propose a novel data
augmentation method, word repetition, along with dropout
augmentation, to improve the performance of sentence learn-
ing. ConSERT [32] selects randomly two data augmentation
approaches for contrastive representation learning: token shuf-
fling, token cutoff, feature cutoff, and dropout [81], with token
shuffling and feature cutoff yielding the best results for positive
pairs.

B. Text Classification

Text classification is the most simple and fundamental NLP
task. It aims to train a text classifier that can automatically
analyze text and then assign a predefined label based on
the content of the text. Text classification covers a wide
range of tasks such as sentiment analysis, topic detection, text
matching, etc. Simple EDA augmentation [30], and AEDA
augmentation [33] can both be used to produce augmented
samples to improve the performance of text classification. [28]
substitute the unimportant words with the predicted words
generated by Auto-Encoding model or Seq2Seq model without
altering the aspect-level polarity for data augmentation to
improve aspect-based sentiment analysis.

For few-shot text classification, [82] investigates data aug-
mentation methods that work in the feature space and combine
supervised and unsupervised representation learning methods
to improve classification performance. MEDA [83] is proposed
based on meta-learning, this data augmentation framework is
made up of one ball generator and one meta-learner, with the
ball generator being used to increase the amount of shots per
class via producing more examples, allowing the meta-learner
to be trained with both original and augmented examples.
Experimental results show that MEDA greatly improves the
performance of meta-learning in the classification of a small
number of texts.

For contrastive text classification, [60] proposes cross-
channel data augmentation to raise the number of training
samples and also to provide more diverse samples with multi-
aspects. It employs contrastive learning to learn and capture
the sentiment representations of various aspects to improve the
performance of aspect-based sentiment analysis.
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C. Question Answering

Question answering is the task of providing appropriate
answers to given questions. It retrieves the answers to ques-
tions from a given text, which is very useful for searching
for answers in documents. [84] demonstrates that the SQuAD
benchmarks for reading comprehension significantly improve
when contextual paraphrases are produced through back trans-
lation. [85] explores back translation based on query and
context paraphrases for domain-agnostic question answering.
[86] centers on data augmentation using distant supervision
techniques to construct datasets that more closely resemble
the types of passages readers see when reasoning to address
open domain question answering. [87] propose XLDA, a
cross-lingual data augmentation technique that enhances the
performance of model on the SQuAD question answering
task by substituting a section of the input text with the
translation in different language. [88] uses labeled training
data, in conjunction with logical and linguistic knowledge
for augmentation, significantly improving a range of question-
answering tasks. In order to improve zero-shot cross-lingual
question answering, [89] makes use of question generation
models to generate samples in other languages. While [90]
employs back translation to convert question-answer pairings
into multiple different languages to enhance the performance
of cross-lingual open-retrieval question answering.

D. Sequence Tagging

Sequence tagging is a problem where the model sees a
sequence of words or tokens and is expected to output a tag for
each word in the sequence. To put it another way, the model is
anticipated to tag the entire sequence with a suitable tag drawn
from a pre-existing tag dictionary. Applications of sequence
tagging in NLU include named entity recognition (NER)
and part of speech (POS) tagging. NER is an information
extraction technique designed to identify named entities in a
given sequence of text tokens (words). POS tagging is a text
data processing technique that tags words in a sentence with
proper POS based on their semantic and contextual content.

Sahin et al. [4] use sentence cropping and sentence rotating
to generate synthetic data for POS tagging. [69] leverage the
generative augmentation with LSTM as a sentence generator
on the given label for NER and POS tagging. [27] employs
label-wise token replacement and synonym replacement for
NER. With the help of MELM, [71] creates novel entities in
high-quality augmented data, enhancing NER performance by
supplying rich entity regularity knowledge. [70] translates the
training data into other languages to produce augmented data
in multiple languages for cross-lingual NER. [64] designs two
generative data augmentation startegies for low-resource NER
using the prompting approach along with the BERT model.

V. CHALLENGES

Data augmentation has made great progress in the past
few years. Despite these successes, there are still challenges
that can be explored further. In this section, we discuss these
challenges and suggest directions for future research.

A. Theoretical Explanation of Text Data Augmentation

The effectiveness of data augmentation in NLP has been
demonstrated in a large number of experiments [30], [71],
[88], [70], [34], but few studies have theoretically investigated
how data augmentation works. Several recent studies [91],
[92] have investigated and analyzed how data augmentation
helps capture features. However, these studies have focused
on images because image data can be represented by sparse
coding models [93] or spike covariance models [94]. However,
because the text is discrete, comparable theoretical studies in
NLP are still lacking.

B. Trade-off between Computing Resources and Augmentation
Effects

With the advancement of data augmentation, a variety
of data augmentation methods have been proposed, espe-
cially generative augmentation strategies based on large-scale
pretrained language models. These generative augmentation
approaches usually show better performance than random
augmentation methods in improving the model, as they are
designed for specific tasks. For instance, recent studies from
[60], [61] show that the generative augmentation method
using large-scale PLM as the generator is obviously superior
to augmentation methods like EDA and back translation in
aspect-based sentiment analysis [60] and low resource NLU
[61] tasks. Despite success in improving model performance,
these generative augmentation approaches based on large-
scale PLMs typically consume more computational resources
and time. Therefore, the development of data augmentation
strategies that are effective and consume little computational
resources could be considered in the future.

C. Generative Augmentation without Label

The majority of current generative augmentation methods
perform well in producing high-quality augmented samples.
However, these generative augmentation methods usually re-
quire a label or prompt to help the generator generate appro-
priate sentences. This limits the application of these generative
augmentation methods in the unsupervised text domain. The
text data augmentation strategy proposed in Prompt-BERT
[65] prepends different prompt templates at the beginning of
the same sentence and then feeds them to the sentence encoder
to obtain sentence representations as augmented samples. This
augmentation method is a generative augmentation method
that uses prompts and does not use labels. Future work could
therefore consider how to develop unsupervised generative
augmentation methods from this perspective.

VI. CONCLUSION

In this paper, we present a comprehensive and brief survey
of recent data augmentation approaches in NLP. We dis-
cuss the benefits of data augmentation and common repre-
sentative methods for textual data augmentation techniques,
and classify these methods into three categories: semantic-
invariant augmentation, random augmentation, and generative
augmentation. In addition, we conclude the main application
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scenarios and downstream application tasks for data aug-
mentation. Finally, we outline the challenges in the field
of textual data augmentation and show that there is still a
lot of room to be further exploited. Overall, we hope that
this paper will provide a novel perspective on current text
data augmentation techniques and inspire more effective data
augmentation approaches to be devised.
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[4] G. G. Şahin and M. Steedman, “Data augmentation via dependency
tree morphing for low-resource languages,” in Proceedings of the 2018
Conference on Empirical Methods in Natural Language Processing.
Association for Computational Linguistics, Oct.-Nov. 2018, pp. 5004–
5009.

[5] H. Zhang, M. Cisse, Y. N. Dauphin, and D. Lopez-Paz, “mixup: Beyond
empirical risk minimization,” in International Conference on Learning
Representations, 2018.

[6] H. Guo, Y. Mao, and R. Zhang, “Augmenting data with mixup
for sentence classification: An empirical study,” arXiv preprint
arXiv:1905.08941, 2019.

[7] J. Chen, Z. Yang, and D. Yang, “MixText: Linguistically-informed
interpolation of hidden space for semi-supervised text classification,”
in Proceedings of the 58th Annual Meeting of the Association for
Computational Linguistics. Association for Computational Linguistics,
July 2020, pp. 2147–2157.

[8] Y. Kim, “Convolutional neural networks for sentence classification,” in
Proceedings of the 2014 Conference on Empirical Methods in Natu-
ral Language Processing (EMNLP). Association for Computational
Linguistics, Oct. 2014, pp. 1746–1751.

[9] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “BERT: Pre-
training of deep bidirectional transformers for language understanding,”
in Proceedings of the 2019 Conference of the North American Chapter
of the Association for Computational Linguistics: Human Language
Technologies, Volume 1 (Long and Short Papers). Association for
Computational Linguistics, June 2019, pp. 4171–4186.

[10] C. Shorten, T. M. Khoshgoftaar, and B. Furht, “Text data augmentation
for deep learning,” Journal of big Data, vol. 8, no. 1, pp. 1–34, 2021.

[11] M. Bayer, M.-A. Kaufhold, and C. Reuter, “A survey on data augmen-
tation for text classification,” ACM Computing Surveys, vol. 55, no. 7,
pp. 1–39, 2022.

[12] J. Chen, D. Tam, C. Raffel, M. Bansal, and D. Yang, “An empirical
survey of data augmentation for limited data learning in nlp,” arXiv
preprint arXiv:2106.07499, 2021.

[13] S. Y. Feng, V. Gangal, J. Wei, S. Chandar, S. Vosoughi, T. Mitamura,
and E. Hovy, “A survey of data augmentation approaches for NLP,” in
Findings of the Association for Computational Linguistics: ACL-IJCNLP
2021. Association for Computational Linguistics, Aug. 2021, pp. 968–
988.

[14] B. Li, Y. Hou, and W. Che, “Data augmentation approaches in natural
language processing: A survey,” AI Open, 2022.

[15] Q. Xie, Z. Dai, E. Hovy, T. Luong, and Q. Le, “Unsupervised data
augmentation for consistency training,” Advances in Neural Information
Processing Systems, vol. 33, pp. 6256–6268, 2020.

[16] J. Chen, Y. Wu, and D. Yang, “Semi-supervised models via data aug-
mentationfor classifying interactive affective responses,” arXiv preprint
arXiv:2004.10972, 2020.

[17] A. Kumar, S. Bhattamishra, M. Bhandari, and P. Talukdar, “Submodular
optimization-based diverse paraphrasing and its effectiveness in data
augmentation,” in Proceedings of the 2019 Conference of the North
American Chapter of the Association for Computational Linguistics:
Human Language Technologies, Volume 1 (Long and Short Papers).
Association for Computational Linguistics, June 2019, pp. 3609–3619.

[18] R. Sennrich, B. Haddow, and A. Birch, “Improving neural machine trans-
lation models with monolingual data,” in Proceedings of the 54th Annual
Meeting of the Association for Computational Linguistics (Volume 1:
Long Papers). Association for Computational Linguistics, Aug. 2016,
pp. 86–96.

[19] S. Edunov, M. Ott, M. Auli, and D. Grangier, “Understanding back-
translation at scale,” in Proceedings of the 2018 Conference on Empirical
Methods in Natural Language Processing. Association for Computa-
tional Linguistics, Oct.-Nov. 2018, pp. 489–500.

[20] A. Prakash, S. A. Hasan, K. Lee, V. Datla, A. Qadir, J. Liu, and O. Farri,
“Neural paraphrase generation with stacked residual LSTM networks,”
in Proceedings of COLING 2016, the 26th International Conference
on Computational Linguistics: Technical Papers. The COLING 2016
Organizing Committee, Dec. 2016, pp. 2923–2934.

[21] M. Iyyer, V. Manjunatha, J. Boyd-Graber, and H. Daumé III, “Deep
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