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Abstract— Human emotion recognition has a very wide variety 
of applications in medical treatment, sociable robots, human 
computer interaction, and recommendation systems. However, 
existing ML and DL algorithms for human emotion recognition 
are inefficient in terms of performance, limiting its adoption in 
widespread applications. The main objective of this work is to 
present intelligent algorithms for implementation in human 
emotion recognition through macro-facial expressions, as well as 
micro-facial expressions and EEG signals. For macro-facial 
expression recognition, we have exploited each of a feature fusion 
framework, self-attention mechanism, and discrete wavelet 
transform for classification of emotions. Humans possess an 
intrinsic ability to hide their true emotions through basic facial 
expressions, however, micro-expressions are subtle changes in 
facial muscles that are involuntary by nature and difficult to hide. 
To address this issue, a vision transformer model is used. 
Furthermore, while humans can hide their true emotion, this can 
be easily detected through physiological signals; thus, a 
bidirectional-long short-term memory is used for emotion 
recognition task. These models have been trained and tested on 
standard benchmark datasets. 

Index terms— Deep Learning, Emotion Recognition, Self-
Attention, Vision Transformer, Bidirectional Long Short-Term 
Memory, Transfer Learning, Data Augmentation. 

I. INTRODUCTION
umans have an intrinsic ability to both express themselves 
and comprehend others’ sentiments through emotions. 

Emotion can be defined as the response generated by humans 
against some external event [1]. Generally, human emotions are 
expressed by physically visible features, such as facial 
expressions [2], textual data [3], body gestures [4], verbal 
communication [5], eye movements [6], or physically invisible 
physiological signals such as electroencephalogram (EEG), 
electromyogram (EMG), electrocardiogram (ECG) [7], 
respiration (RSP) [8] and galvanic skin response (GSR) [9]. 

Human emotion recognition is an active research area due to 
its wide range of applications in human-computer interaction. 
There exist two different approaches to modeling emotions. The 
first approach discretely categorizes emotions as happy, sad, 
fear, disgust, anger, contempt, and surprise, whereas the second 
approach uses multiple dimensions to label emotions. 

This paper aims to provide intelligent and adaptive learning 
algorithms for human emotion recognition based on facial 
expressions, micro-expressions, and physiological signals. In 

particular, effective deep learning models for the classification 
of human emotions using posed and spontaneous facial 
expressions are presented. These models exploit the self-
attention mechanism and discrete wavelet transform for 
accurate computational algorithms. Furthermore, literature 
shows that transformer models are widely accepted in language 
processing tasks due to their remarkable performance. Thus, in 
this work, a modified version of an existing vision transformer 
has been exploited to perform human emotion recognition 
through micro-expressions. Moreover, a deep learning model 
has been proposed for human emotion recognition through 
physiological signals, specifically the EEG. The objectives of 
this work are twofold: (i) to perform emotion recognition 
through facial expressions and physiological patterns; and (ii) 
to propose intelligent and adaptive deep learning frameworks 
that address the existing issues of human emotion recognition. 

 Facial expression is a widely adopted approach for 
expressing emotions [10]. This research introduces three facial 
expression-based emotion recognition frameworks. To utilize 
both shallow and deep aspects of face expressions, first, a dual-
stream feature fusion-based model has been presented, which 
shows that the proposed deep learning method attains higher 
classification accuracy with feature fusion. However, the 
performance of facial recognition models is affected by intra-
class variation and inter-class similarity. Thus, the second 
framework addresses this issue by employing a modified self-
attention mechanism. We also provide a detailed comparison of 
a primitive self-attention mechanism with the proposed self-
attention model. The third framework focuses on improving 
feature representation through the wavelet domain combined 
with a self-attention mechanism. These three frameworks are 
validated on posed and spontaneous benchmark datasets: CK+ 
[11], JAFFE [12], MUG [13], FER2013 [14], and RAF [15] 

 Humans can hide their true emotions through facial 
expressions. Therefore, micro-expressions are another 
important category of facial expressions. They are typically 
seen when someone tries to hide their true sentiments. Accurate 
recognition of emotions through micro-expressions is helpful in 
a wide variety of applications. Thus, we have proposed a novel 
vision transformer that exploits local as well as global features 
of the input facial expressions. This model has been validated 
on three benchmark datasets: CASME-I [16], CASME-II [17], 
and SAM [18]. Finally, emotion recognition based on EEG 
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signals is also analyzed. EEG signals are usually contaminated 
by unconscious movements such as eye blinks. For this purpose, 
we have used fast Fourier transform as a preprocessing 
technique. Furthermore, spatio-temporal features of EEG 
signals have been exploited by utilizing a bi-directional long-
short-term memory deep learning model. This proposed model 
is validated on two benchmark datasets: DEAP and SEED. 

In this work, various deep learning approaches are used to 
explore and analyze the recognition of human emotions through 
facial expressions, micro-expressions, and EEG signals. The 
following are the major contributions of this work: 
i. An exhaustive literature review that includes the detailed
descriptions and representations of facial expressions, micro-
expressions, and EEG signals, along with insightful discussions
of datasets, ML and DL methods for human emotion
recognition.
ii. Deep learning models for facial expression recognition
with self-attention mechanism are proposed to address the
issues of illumination, head pose, intra-class variations, and
inter-class similarity. The proposed models exploit the use of
data augmentation and discrete wavelet transform (DWT) to
improve performance.
iii. For micro-expression recognition, a new vision
transformer model is proposed using a convolution operation
for generating feature maps to exploit global receptive field.
iv. A method for EEG based emotion recognition is proposed
using bi-directional long short-term memory (BiLSTM) model
in conjunction with a fast Fourier transform (FFT).

Overall structure of the paper is as follows. Section II 
presents the proposed models for macro-facial expression 
recognition. Section III illustrates the proposed vision 

transformer for micro-expression recognition. In section IV, the 
proposed bidirectional model is discussed. Finally, section V 
provides a brief conclusion of the paper. 

II. FACIAL EXPRESSION RECOGNITION

Facial expressions can be defined as a medium through 
which an individual can convey an emotional state to others 
[19]. Several applications based on facial expression 
recognition (FER) have been developed in recent years, 
including virtual reality [20], autonomous robotics [21], 
autonomous driving [22], entertainment, healthcare [23] and 
gaming [24]. Motivated by the wide variety of applications, we 
have proposed three deep learning models. The first model 
incorporates a dual stream feature fusion-based deep model that 
exploits shallow as well as deep features of facial expressions. 
Experimental results of this model show that feature fusion 
improves the performance of the model; thus, in the other two 
proposed models, feature fusion is exploited. Furthermore, 
studies show that the performance of FER model can be 
improved by considering only relevant facial regions. So, the 
second model incorporates self-attention mechanism to identify 
the relevant facial regions required for FER. The third proposed 
model is a fusion framework that exploits self-attention 
mechanism in wavelet domain for better feature representation. 

A. Deep Feature Fusion for Posed FER 
A dual-stream feature fusion-based deep model (as shown in

Figure 1) is proposed to exploit shallow as well as deep features 
of facial expressions [25]. For preprocessing, the facial portion 
in an image is detected through the Voila Jones algorithm [26]. 
It returns coordinates for region of interest (facial region), 
which is used to crop the facial region. Then, the cropped facial 

Fig. 1. FER through deep feature fusion for posed FER. 
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region is size normalized between 0 to 1. Due to the small size 
of the datasets, in-place data augmentation [27] is used to 
increase overall size of these datasets by the factor of 3 through 
application of geometric transformations such as scaling, width 
shift, height shift, rotation etc.  

For the classification phase, we have divided this architecture 
into two branches. The preprocessed data is passed 
simultaneously to both the branches. The first branch 
incorporates a pre-trained ResNet18 model to extract features 
from the data. For experimental use, the last two layers of 
ResNet18 have been removed. Then, these features are passed 
to the fully connected block, which flattens the features and 
passes them to linear layers. The second branch consists of a 
sequence of seven convolutional layers with ReLU activation 
function. To reduce the size of input and the number of epochs, 
we exploited average pooling and batch normalization, 
respectively. Then, similar to the first branch, a fully connected 
block is used. Element-wise summation operation is performed 
on outputs received from both branches to perform feature 
fusion. Softmax activation function is applied to compute the 
probabilistic score required to classify the facial expressions.  

Performance of the proposed network architecture has been 
evaluated in terms of classification accuracy on four benchmark 
datasets i.e., CK+, JAFFE, MUG, and YALE. The proposed 
model generated 90.62%, 98.36%, 88.36%, and 72.22% 
classification accuracy on JAFFE, CK+, MUG, and YALE 
datasets, respectively. Comparison with existing deep learning 
models shows that feature fusion helps the model achieve better 
classification accuracy. 

B. Self-Attention Mechanism and Transfer Learning 
CNN has played a very crucial role in FER. The convolution

operation is performed by considering a local receptive field 
applied over input data. Due to this phenomenon, information 

associated with the entire data is lost. The attention mechanism 
addresses this problem by computing attention weights for a 
given input with respect to the entire input image.  

Originally, an attention mechanism was introduced for 
natural language processing (NLP) applications. Conventional 
deep learning models in NLP are incapable of processing 
information in bidirectional sequence data and cannot handle 
long-term dependencies [28]. These issues can be addressed by 
using attention mechanism. Recent studies [29], [30] show that 
attention models are exploited in FER. 

The performance of FER is degraded by intra-class variation 
and inter-class similarity. We resolve this issue by employing a 
specific variation of the attention models, i.e., self-attention 
mechanism, which identifies localized facial regions required 
for FER. Furthermore, the primitive self-attention mechanism 
has been improved by employing sigmoid activation function, 
and a detailed comparison of a primitive self-attention with the 
proposed self-attention model illustrates the efficacy of the 
proposed self-attention model. 

The proposed dual stream ResNet18 attention (DSResNetAtt) 
based model (shown in Figure 2) is divided into two modules: 
preprocessing of faces and self-attention based classification 
[31]. The preprocessing phase is the same as that of the first 
model. For classification, the model takes the preprocessed and 
augmented images and passes them to the pre-trained ResNet18 
network. For experimental purposes, the last two layers of 
ResNet18 have been removed. Therefore, ResNet18 generates 
feature maps of 512 × 7 × 7 pixel dimensions. These feature 
maps are further passed to convolution block 1 and convolution 
block 2, as shown in Figure 2. Convolution block 1 generates 
feature maps of Fc×h×wdimension that are passed to the self-
attention block. Now, AttentionFc×h×wgenerated by attention 
block is passed through convolution block 3, and the generated 
result is added to the result produced by the convolution block 

Fig. 2. FER through self-attention mechanism and transfer learning.
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2, as shown in Figure 2. Thereafter, the result is flattened and 
passed to the block of fully connected layers. Then, we apply 
softmax activation σ(z) to compute the probabilistic score. 
Afterwards, the loss is computed through cross-entropy loss 
before the model is optimized by using the Adam optimizer. 

Performance of the proposed model has been evaluated on 
JAFFE, CK+, RAF, MUG, YALE, and FER2013 dataset, 
shown in Table 1. It can be observed that the performance of 
the model improved when self-attention mechanism is 
incorporated. 

TABLE I: RESULTS WITH SELF-ATTENTION BLOCK ON DIFFERENT
DATASETS USING AUGMENTED SAMPLES

Dataset Number of 
classes 

Total number 
of samples 

Accuracy 
without self-

attention 

Accuracy with 
self-attention 

JAFFE 7 852 94.53% 97.00% 

CK+ 7 1218 98.91% 99.00% 

RAF 7 15339 80.18% 81.06% 

MUG 7 1203 91.68% 94.73 % 

YALE 4 180 83.33% 87.03% 

FER2013 7 32298 64.96% 64.89% 

C. Self-Attention Based Fusion Framework in Wavelet 
Domain 

This model is based on better feature representation through 
the wavelet domain combined with self-attention mechanism 
(as shown in Figure 3) [32]. The proposed model transforms the 
input image to wavelet domain through discrete wavelet 
transform. The framework employs two parallel branches for 
shallow and deep features, which are fused together for 
improved feature representation.  

Initially, the preprocessing is employed to increase the 

overall size of small datasets such as JAFFE, MUG and YALE 
through data augmentation, and face detection is performed 
through Voila Jones algorithm. Then, the cropped image is 
passed through DWT to extract relevant features from an image. 
It decomposes the image into the following four sub-bands: LL, 
LH, HL, and HH, which provide approximate image, horizontal 
features, vertical features, and diagonal features extracted from 
the original image, respectively.  

In this work, the LL sub-band is used as it has better feature 
representation capability and contains less noise. Thereafter, 
classification is performed by employing two parallel branches 
that take feature maps of 7 × 7 × 512 pixel size generated by the 
pre-trained ResNet18 model and follow the same steps as 
mentioned in Section II B. Performance of the proposed self-
attention mechanism exploiting DWT domain is trained and 
validated on four benchmark datasets i.e., JAFFE, CK+, MUG, 
and YALE, which generates 96.87%, 99.18%, 94.18%, and 
83.33% classification accuracy, respectively, which is 
comparable to the self-attention model without DWT. 

III. MICRO-EXPRESSION RECOGNITION

Facial expression is an important aspect of social interaction 
among human beings. Basic facial expressions include anger, 
contempt, disgust, fear, happy, sad, and surprise [33]. Facial 
expressions can be broadly categorized as macro and micro-
facial expressions. Macro expressions are visible, prolonged in 
nature and can be easily identified by human beings. However, 
these expressions can be suppressed, posed, and disguised to 
hide the true emotion of a person. Micro-expressions on the 
other hand, are involuntary in nature, cannot be posed, are 
visible for a very short duration of time (0:04 sec to 0:50 sec) 
and reflect the true emotion of a person. Based on these 
properties, micro-expression recognition (MER) has a variety 

Fig. 3. FER through self-attention based fusion framework in wavelet domain. 
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of potential applications such as lie detection, security, 
surveillance systems, online learning, entertainment, healthcare 
systems (depression detection, clinical diagnosis), and forensics. 

Attention mechanisms can be used to identify relevant facial 
region for classification. The ability of attention mechanisms to 
learn to concentrate on certain locations makes them effective. 
Attention mechanism is either employed in conjunction with 
CNN or it replaces certain components of CNN. In this work, 
we show that effective and accurate classification can be 
performed without deep CNN by exploiting vision transformer, 
which depends on self-attention mechanism. In the past few 
years, vision transformers have attained remarkable results on 
vision related classification tasks with substantially fewer 
computational resources.  

Existing vision transformer models [34] create fixed-size 
patches from an input image, which are flattened and provided 
to the transformer for classification. However, this technique 
limits the performance of vision-based algorithms, because 
image pixels exhibit correlation with their neighboring pixels. 
Dividing images into fixed-size patches can deteriorate the 
correlation with neighboring pixels. Thus, a major limitation of 
this technique is that it cannot handle correlation among pixels 
in an image. To address this issue, the proposed algorithm 
(shown in Figure 4) generates c feature maps by applying c 
filters on an input image [35]. These feature maps are 
considered fixed-size image patches and passed to the 
transformer model that consists of transformer encoder (shown 
in Figure 5) for classification. The comparison of the number of 
heads in the transformer encoder in terms of classification 
accuracy is shown in Table II. 

TABLE II COMPARISON OF NUMBER OF HEADS IN TRANSFORMER ENCODER 

Number of Heads Classification  Accuracy 

1 96.31% 

2 95.62% 

4 96.31% 

8 97.08% 

16 96.74% 

The proposed model was evaluated on three benchmark 
datasets, CASME-I, CAMSE-II and SAMM, with classification 
accuracies of 95.97%, 98.59%, and 100% respectively. 

IV. HUMAN EMOTION RECOGNITION BASED ON EEG
SIGNALS 

The human body generally exhibits some physical changes 
as a result of environmental events. Different emotional states 
are triggered in the human body as a response to these physical 
changes. Various physiological signals can be analyzed to 
monitor the emotional response to these physical changes. 
Although human beings can express their emotions through 
various visual factors, including body language and facial 
expressions depending on the situation, they may intentionally 
hide these visible emotions. Therefore, evaluating 
physiological data (which cannot be intentionally modified) 
gathered from various sensors can help determine a person’s 
feelings in a variety of applications such as healthcare 
(depression, sleep disorders, epilepsy, Alzheimer, etc), human-
computer interaction, surveillance systems, entertainment, and 
police interrogations. 

Fig. 4. Proposed vision transformer with convolution patches. 
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In this work, we have employed bi-directional long short-
term memory for emotion recognition through EEG signals (as 
shown in Figure 6). The EEG signals are contaminated by 
unconscious movements such as eye blink. Thus, fast-fourier 
transforms have been applied in the proposed model as a 
preprocessing and feature extraction technique for enhancing 
performance of the model. Literature shows that EEG signals 
contain temporal as well as spatial information, thus, in this 
work, bi-directional long short-term memory is incorporated in 
the proposed model to exploit EEG signals. Performance of the 
proposed model has been evaluated on two benchmark datasets 
i.e., DEAP [36] and SEED [37]. DEAP dataset generated
91.53%, 90.55%, 89.77%, and 90.24% for valence, arousal,
dominance, and liking, whereas 98.68% classification accuracy

was produced by the proposed model for the SEED dataset. 

V. CONCLUSIONS AND FUTURE WORKS

The work described in this paper includes human emotion 
recognition through facial expressions, micro-expressions, and 
EEG signals. In this work, accurate facial expression 
recognition is demonstrated through the proposed models, 
which incorporate feature fusion, self-attention mechanisms, 
and wavelet domain techniques. These models generated state-
of-the-art results for laboratory-controlled datasets, however, 
they did not perform as expected on in-the-wild datasets. 
Micro-expression recognition is a challenging task. Vision 
transformers have demonstrated their classification 
performance in various domains. Motivated by the success of 

Fig. 5. Transformer encoder. 

Fig. 6. Pipeline for human emotion recognition through EEG signals. 
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vision transformers, we proposed a convolutional patch-based 
vision transformer, which outperformed many state-of-the-art 
MER models. With the exceptional results generated by our 
proposed vision transformer on MER, we aim to test it on in-
the-wild FER datasets and compare the results with self-
attention-based models in the near future. Furthermore, we have 
performed human emotion recognition through EEG signals 
using the Bi-LSTM model. Spatial and temporal information 
from these signals can also be captured through the transformer 
model, which will be our future direction in this field.  
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