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From Syntax to Semantics: Exploring the
Frontiers of NLP at Wilfrid Laurier

JIASHU ZHAO AND GURUNAMEH SINGH CHHATWAL
INTELLIGENT SYSTEMS FOR PREDICTIVE INFORMATION RETRIEVAL AND DATA MODELING LAB

WILFRID LAURIER UNIVERSITY, WATERLOO, CANADA
JZHAO@WLU.CA, CHHA8740@MYLAURIER.CA

I. INTRODUCTION

The Intelligent Systems for Predictive
Information Retrieval and Data Mod-
eling (INSPIRE) Lab at Wilfrid Lau-
rier University is dedicated to advancing
the fields of information retrieval (IR),
machine learning (ML), and large lan-
guage models (LLMs) through cutting-
edge research and innovation. The lab
focuses on developing new algorithms,
models, and techniques to enhance how
information is processed, understood,
and retrieved across diverse domains.
By integrating modern machine learning
approaches and LLMs with traditional
IR methods, the lab seeks to improve
the accuracy, efficiency, and relevance
of search and recommendation systems.
Research at the lab includes the appli-
cation of natural language processing
(NLP), deep learning, and large-scale
data analytics to tackle real-world chal-
lenges in information retrieval, person-
alization, and knowledge discovery. The
lab explores the potential of LLMs in ad-
vancing tasks like semantic search, ques-
tion answering, and content generation.
With a collaborative environment, the
lab fosters interdisciplinary research and
supports the development of advanced
technologies that impact fields such as
search engines, e-commerce platforms,
and recommender systems.

II. RESEARCH AREAS

The INSPIRE Lab at Wilfrid Laurier
University focuses on a broad range of
research areas that combine information
retrieval (IR), machine learning (ML),
recommender systems, and large lan-
guage models (LLMs). Some of the key
research areas include:

• Probabilistic Models for Informa-
tion Retrieval: This research ex-
plores the application and enhance-
ment of probabilistic frameworks in

information retrieval (IR), focusing
on the development of models that
assess the likelihood of document
relevance.

• Personalized Information Retrieval
Techniques: This area investigates
methods for adapting IR systems to
individual user needs by incorporat-
ing user profiles, preferences, and
contextual information.

• Graph-Based Approaches in In-
formation Retrieval: Focused on
leveraging graph theory and net-
work structures to enhance IR sys-
tems, this research examines how to
model and exploit the relationships
between documents, queries, and
users.

• Deep Learning for Textual Data
Analysis: This research explores
the application of advanced deep
learning techniques for analyzing
unstructured textual data. We in-
vestigate the use of neural net-
works, including CNNs, RNNs,
and transformer-based models like
BERT, to extract semantic features
and improve the retrieval of rel-
evant documents from large-scale
corpora.

• Representation Learning for Tex-
tual Data: This research focuses
on the development of robust em-
bedding methods for textual data
to better capture semantic relation-
ships within language. We investi-
gate approaches such as contextual
embeddings (BERT, GPT) to im-
prove the representation of text for
downstream retrieval and classifica-
tion tasks.

• Text Classification for Informa-
tion Retrieval: Investigating meth-
ods to automatically categorize text
into predefined labels, this research
enhances text classification tech-

niques for various applications, in-
cluding categorization, spam detec-
tion, AI generated text detection,
and etc.

• Analysis and Mitigation of Ranking
Biases: This research examines the
inherent biases that influence the
ranking of search and recommenda-
tion results, including algorithmic,
content, and user-related biases. We
focus on developing methods to
identify and mitigate these biases,
ensuring more fair, diverse, and un-
biased ranking outcomes across a
variety of applications, from search
engines to recommender systems.

• User Behavior Modeling in Rec-
ommender Systems: This area in-
vestigates techniques for analyzing
and modeling user interaction and
feedback within recommender sys-
tems. Our research aims to de-
velop models that predict user pref-
erences based on clickstream data,
user behavior, and contextual cues,
enhancing the personalization and
relevance of recommendations over
time.

• User-Centric Approaches: Focusing
on improving the user experience
in information retrieval and rec-
ommendation systems, this research
studies how users interact with IR
systems. We explore how to opti-
mize interfaces and algorithms to
enhance satisfaction, engagement,
and performance, through user-
centric models and feedback loops.

• Applications of Large Language
Models in Information Retrieval:
This research investigates and im-
proves the use of large pre-trained
language models (e.g., BERT and
ERNIE) to improve various IR
tasks such as semantic search and
contextual document retrieval. We
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explore the fine-tuning of these
models to address domain-specific
challenges, with an emphasis on
enhancing contextual understanding
and search relevance.

• Video Search and Retrieval: This
research focuses on enhancing
video content retrieval by inte-
grating textual, visual, and audio
data using multi-modal and multi-
task learning approaches. We apply
graph neural networks (GNNs) to
capture relationships between video
elements and user queries, improv-
ing search accuracy and efficiency.

• AI Forensics and Authorship At-
tribution: With the increase in the
usage of LLMs in digital environ-
ments we focus on attributing the
generated content to its neural au-
thor. We leverage pre-trained lan-
guage models and multiple special-
ized features to distinguish between
machine and human generated con-
tent. Furthermore, we apply this to
more novel applications in public
safety and secure digital communi-
cation.

III. PROJECTS AND ACHIEVEMENTS

A. Current Projects

1) Large Language Model Enhanced
Retrieval: By tapping into the generative
and contextual understanding strengths
of LLMs, the project aims to improve
the alignment between user queries and
retrieved information. The integration
of advanced language models enables
deeper comprehension of user intent
and context, addressing ambiguities and
enhancing the overall search experi-
ence. At its core, this initiative seeks
to redefine how queries are understood
and processed in retrieval systems, en-
suring more accurate and relevant re-
sults across diverse use cases. By com-
bining the scalability and adaptability
of LLMs with robust retrieval strate-
gies, the project sets the foundation for
next-generation information systems that
can dynamically adapt to complex user
needs, offering groundbreaking improve-
ments in relevance and precision.

2) Adaptive smart information sys-
tems: A key future direction for intel-
ligent systems lies in their ability to
dynamically adapt to user needs and

contexts while deeply understanding the
content they process. The vision is to
create adaptive smart systems that go
beyond simple information retrieval to
interpret, organize, and present data in
ways that are contextually relevant and
aligned with user intent. These systems
will evolve with changing trends, behav-
iors, and environments, ensuring contin-
uous relevance and value.

By advancing methods for content un-
derstanding and user intent modeling,
these systems will bridge the gap be-
tween raw data and actionable insights.
They will enable highly personalized
and intuitive experiences across search,
recommendation, and decision-making
platforms. Through real-time adaptation
to user interactions and data nuances,
these intelligent systems will redefine
how users engage with information, con-
sistently delivering precise and context-
aware results across diverse applications.

3) Advanced framework to combat
AI misinformation: Misinformation and
fake content is a severe issue in the
current society as we are succumbed
to digital venues for our information
consumption. Most of these areas are
not regulated by any authority which
gives an edge to the bad actors with
an intent to spread false narrative. With
the widespread use of AI and the rapid
development in the quality of work that
it can mimic as a human, it is serves
as a great tool for proliferation of false
content. It may not always be the ill
intentions of a user of generative models
to spread false content but due to their
non-deterministic nature they are prone
to hallucinate and make up facts which
may not be true. The volume by which
this type of content has seeped into
our online ecosystems is alarming and
requires frameworks that help automate
the detection process.

We are currently working on a frame-
work that uses meta and transfer learning
strategy to study the common embed-
dings that can be used to detect fake
content as well as AI generated content.
The study is comprehensive of both a
general strategy as well as specializing
to particular use cases.

This will also lead to generation of
a baseline dataset that is first of its
kind for machine generated false content
detection. It will be useful to further

research in this and related areas. More-
over, we try to introduce a novel social
based prompting strategy to create such
datasets which helps in explainability of
the models actions on how it learned and
reduces bias.

B. Past Achievements

1) Innovative Approaches for Unbi-
ased Learning and Ranking: Bias in
information retrieval (IR) and recom-
mender systems is a significant chal-
lenge that impacts the accuracy, fair-
ness, and effectiveness of search results
and recommendations. This project ex-
plored innovative methods to identify,
understand, and mitigate various types
of biases, addressing both their causes
and their effects on system performance.
The studies conducted within this project
proposed frameworks and algorithms de-
signed to create more equitable and re-
liable IR and recommender systems.

The first study focused on presenta-
tion biases, including position and con-
text biases, which influence user interac-
tions with ranked results. By leveraging
propensity score estimation techniques,
this study adjusted the probabilities of
user actions to enable a more accurate
and unbiased learning process. The sec-
ond study advanced this work by intro-
ducing an unbiased deep neural network
framework that incorporated a reweight-
ing mechanism and a bias-correction
layer to address implicit feedback biases.
This approach improved the system’s
predictive capabilities by compensating
for biases present in user-generated data.

The third study extended the scope
to encompass biases from multime-
dia content, trust, and page layout in
search result pages (SERPs). It intro-
duced the Bias-Agnostic Whole-Page
Unbiased Learning to Rank (BAL) al-
gorithm, which used causal discovery
methods to identify and correct hid-
den biases across multiple components
of the page. Unlike traditional models
limited to position bias, the BAL al-
gorithm integrated causal inference to
detect and mitigate more complex bias
interactions, significantly enhancing the
relevance and fairness of the rankings.
These combined efforts represent a com-
prehensive approach to developing bias-
aware systems, ensuring fairer and more
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effective IR and recommendation out-
comes.

2) Graph-based Search Personaliza-
tion: Personalized search has become
increasingly important as data volumes
grow and the need to provide users with
highly relevant content becomes critical.
This project explored graph-based ap-
proaches to search personalization, in-
troducing innovative techniques to bet-
ter capture and utilize user preferences
across diverse data types and search con-
texts.

The first study developed a Latent
Dirichlet Allocation (LDA)-based topic-
graph probabilistic model for web search
personalization. By modeling both user
interests and disinterests using latent
topics derived from user behavior (e.g.,
clicks and skips), the model provided
a more nuanced approach to ranking
search results. This work also intro-
duced novel methods for refining neg-
ative user profiles, ensuring that non-
interests were effectively captured and
incorporated into the ranking process.
The result was a system capable of de-
livering search results that align closely
with users’ preferences and query in-
tents.

Recognizing the unique challenges of
video search personalization, the second
study proposed a Graph Neural Network
(GNN)-based framework to enhance per-
sonalized video search. To the best of
our knowledge, this is the first work
analyzed real user behavior specific to
video search. By integrating semantic
representations of queries and video con-
tent with a hierarchical aggregation strat-
egy, the model improved the quality of
learned representations. The framework
also utilized a multi-task learning ap-
proach, allowing it to incorporate addi-
tional signals to optimize model parame-
ters. These innovations resulted in more
accurate personalized video search rank-
ings, addressing the distinct demands
of video-centric search scenarios while
advancing the broader field of search
personalization.

3) Term Association Modeling In
Probabilistic Information Retrieval:
Traditional probabilistic information re-
trieval models, such as BM25, often as-
sume that terms are independent, limit-
ing their ability to account for relation-
ships between terms. This project sys-

tematically addressed this limitation by
developing enhanced models that incor-
porate term associations, proximity, and
contextual relevance to improve retrieval
performance.

The first study introduced the CRoss
TErm Retrieval (CRTER) model, which
incorporated the concept of ”Cross
Terms” to model term proximity. In this
approach, the occurrence of a query term
was assumed to influence its surrounding
text, with this influence attenuating as
the distance increased. By integrating bi-
gram and n-gram cross terms into basic
probabilistic weighting models, CRTER
captured the nuanced relationships be-
tween query terms and their proximity
in the text. The results demonstrated
significant improvements in retrieval ef-
fectiveness, particularly for queries with
closely associated terms.

Building on this foundation, the
project further enhanced proximity-
based retrieval models by integrating
contextual relevance into term proxim-
ity analysis. Traditional methods often
treat all query term associations equally,
neglecting the varying importance of
different term associations. This study
introduced measures to estimate con-
textual relevance between query terms
using top-ranked documents. These mea-
sures were then integrated into a context-
sensitive proximity model, allowing the
retrieval system to distinguish and pri-
oritize more meaningful term relation-
ships. This refinement resulted in im-
proved retrieval accuracy, addressing the
limitations of conventional proximity-
based methods and advancing the state
of probabilistic information retrieval.

4) Enhance collaborative filtering by
contrastive learning: This project tack-
led the limitations of collaborative fil-
tering (CF) models, such as noise
and sparse supervision, by incorporating
contrastive learning techniques to rede-
fine item representation learning.

The first study introduced a disen-
tangled contrastive framework to en-
hance item representations by learning
discriminative features. This approach
addressed challenges related to noise
and insufficient supervision in traditional
CF models, resulting in significantly im-
proved recommendation accuracy and
robustness.

Building on this foundation, the

second study proposed the Hyper-
graph Contrastive Collaborative Filter-
ing (HCCF) framework, which lever-
aged self-supervised contrastive learn-
ing to enhance GNN-based CF models.
This framework captured complex rela-
tionships among items and users, im-
proving the discrimination power of the
model. The HCCF framework demon-
strated superior performance on bench-
mark datasets, even under conditions of
sparse interaction data.

5) Machine Generated Text detection
in a Multilingual Setting: In today’s
era of generative AI models determining
data authenticity is a unique challenge.
With the widespread use of openly avail-
able tools like chatGPT, gemini, metaAI
etc., we now have machine generated
text that is not only grammatically cor-
rect but is at par with humans. This
poses a great question to accountability
and attribution of the content available
to us. The legitimacy of the data is
a severe issue in areas such as aca-
demic integrity, misinformation, social
media spamming, deepfakes etc. Thus
we provide advanced methodologies to
detect machine generated text in mul-
tilingual environment thus making the
model more generalized and adaptable
to current developments in LLMs.

We propose two unique approaches
to solve this problem: a Pretrained lan-
guage model (PLM) based approach and
a Stylometric feature selection based
method. The former is based on a mul-
tilingual PLM backbone to extract nu-
anced features as semantic embeddings
which are inputs to a multi-layered
bagged classification model. This lever-
ages the deep semantic understanding
between various languages thus provid-
ing a cohesive latent information rep-
resentation layer. This strategy outper-
forms the state-of-the-art multilingual
models for MGT detection.

The later is an approach where we
curate popular and handcrafted multilin-
gual features which are subject to rig-
orous selection strategy. These features
are then fed to various sequential neu-
ral networks and ensemble classification
methodologies to obtain a lightweight
classifier that provides a great accu-
racy in low resource areas. Further-
more, this strategy succeeds all the non-
transformer based methods by a decent
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margin. Our proposed methodologies
consistently outperform popular MGT
detection tools such as GPTZero, Detect-
GPT, etc.

6) E-Commerce Data Understanding:
Understanding data in e-commerce is
critical for enhancing customer experi-
ences, optimizing inventory, and improv-
ing business operations. This project ex-
plored innovative frameworks and mod-
els to address key challenges in under-
standing e-commerce queries, product
categorization, and purchase prediction.

The first study proposed the Dy-
namic Product-aware Hierarchical At-
tention (DPHA) framework for under-
standing e-commerce query intents. By
leveraging dynamic session informa-
tion, including prior queries and clicked
product categories, DPHA maps cus-
tomer queries into relevant product
categories. Using hierarchical attention
mechanisms, it learns both query-level
and session-level representations, signif-
icantly improving the classification of
complex queries in dynamic shopping
contexts.

To address challenges in product cat-
egorization, the project introduced the
Neural Product Categorization (NPC)
model. This model focuses on fine-
grained categorization, tackling issues
like blurred category boundaries and
evolving product definitions. By employ-
ing character-level convolutional embed-
ding and spiral residual layers, NPC
extracts intricate context representations
from product content. The model is
trained with weak labels derived from
customer behavior logs and outperforms
traditional methods in classifying prod-
ucts into fine-grained categories.

Lastly, the project developed the
Graph Multi-Scale Pyramid Networks
(GMP) framework to predict users’ fu-
ture purchases. GMP captures multi-
resolution temporal patterns and dy-
namic dependencies among product cat-
egories. By using a multi-scale pyra-
mid modulation network, recalibration
gating, and a context-graph neural net-
work, GMP models hierarchical tempo-
ral factors and dynamic category depen-
dencies. Real-world experiments demon-
strated GMP’s ability to outperform
state-of-the-art predictive models, pro-
viding businesses with more accurate in-
sights into customer purchase behavior.

7) Pattern Recognization: Pattern min-
ing is essential in uncovering meaningful
insights from large datasets, enabling
the identification of complex relation-
ships and trends that are otherwise not
readily apparent. This project explored
novel methodologies for mining and in-
terpreting patterns in diverse domains,
contributing to advancements in under-
standing dynamic data relationships.

The first study introduced diverging
patterns, a new type of contrast pat-
tern that highlights significant frequency
changes between two datasets moving
in opposite directions. To quantify these
changes, the project proposed a diverg-
ing ratio and represented patterns with a
four-dimensional vector. An efficient al-
gorithm was developed to mine these di-
verging patterns, revealing insights that
traditional frequent pattern mining ap-
proaches often overlook. This method
provided a deeper understanding of con-
trasting trends, enabling the discovery
of novel and actionable insights across
various applications.

The second study focused on mining
associations within multivariate time-
series data, with a particular emphasis
on gene expression analysis. By iden-
tifying significant changes and measur-
ing marginal change rates, the project
employed a propositional confirmation-
guided rule discovery method to uncover
associations among temporal changes.
This approach facilitated the construc-
tion of gene interaction networks and
clustering of genes with similar temporal
behavior, offering valuable insights into
biological processes and enabling a more
comprehensive understanding of gene
regulation dynamics. These methodolo-
gies demonstrate the potential of ad-
vanced pattern recognition techniques to
drive discovery in complex, data-rich
domains.

8) Data Understanding and Predic-
tion for Healthcare : This research fo-
cuses on advancing healthcare by devel-
oping data-driven solutions that utilize
state-of-the-art machine learning and
Bayesian inference techniques. The aim
is to enhance personalized medical rec-
ommendations and diagnostic accuracy
by leveraging diverse data types and
innovative methodologies.

The first study introduced a Bayesian-
based prediction model for recommend-

ing personalized medical tests to pa-
tients. By analyzing patterns in medi-
cal data through Bayesian inference, the
model integrates contextual factors such
as timing and interaction types to de-
liver more accurate predictions. This ap-
proach is particularly effective for sparse
datasets and providing a robust tool
for personalized healthcare recommen-
dations.

The second study developed a deep
learning approach for skin cancer clas-
sification that combines image data with
structured clinical information. Utilizing
convolutional neural networks (CNNs)
to extract features from skin lesion im-
ages, the model incorporates patient-
specific data such as age, gender, and le-
sion history to enhance diagnostic preci-
sion. This multimodal approach signifi-
cantly outperforms image-only methods,
demonstrating the benefits of integrating
multiple data sources for comprehensive
and reliable medical diagnoses.

Together, these studies highlight the
transformative potential of advanced
data analysis in improving personalized
healthcare and medical decision-making,
paving the way for more effective and
patient-centered solutions in the field.

9) Fraud Detection in E-commerce:
Fraud activities, such as spam reviews
and fake shopping behaviors, disrupt
customer decision-making and harm
business reputation. The project intro-
duced a novel approach using heteroge-
neous graph neural networks (GNNs) to
detect fraud more effectively by model-
ing complex relationships among diverse
data types, including users, items, de-
vices, and reviews.

The proposed framework, C-FATH,
tackled critical challenges in fraud de-
tection, such as structural inconsisten-
cies (e.g., fraudsters often being sur-
rounded by legitimate users) and con-
tent inconsistencies (e.g., disparate fea-
tures across product categories). By
employing community-based filtering,
the framework grouped nodes exhibit-
ing similar behaviors, while similarity-
based sampling ensured that only rel-
evant neighbors were considered dur-
ing fraud detection. These methods en-
hanced the system’s ability to accurately
identify fraudulent entities. Combining
heterogeneous graph modeling with em-
beddings from homogeneous graphs and
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leveraging a multi-task learning strategy,
the framework achieved superior results
compared to traditional methods and ex-
isting GNN-based models.

IV. PARTNERSHIPS AND
COLLABORATIONS

We actively engage in collaborations
with industry partners to conduct re-
search that addresses the practical needs
and interests of users, as well as with
academic institutions to advance cutting-
edge, theoretical research. Our current
and past codllaborating organizations are
listed as follows:

• Baidu Search Science Lab
• JD Data Science Lab
• Yahoo! Labs
• York Unviersity
• Unviersity of Waterloo
• Beijing Technology and Business

University
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This lab is currently supported by
Natural Sciences and Engineering Re-
search Council of Canada (NSERC) Dis-
covery Grant, Natural Sciences and En-
gineering Research Council of Canada
(NSERC) Discovery Early Career Sup-
plement Grant, and Wilfrid Laurier Uni-
versity Start-up Grant.

VI. VISION FOR THE FUTURE

The overarching vision for these
projects is to pioneer the development
of intelligent, data-driven systems that
transform how we interact with and ben-
efit from information across diverse do-
mains. By leveraging cutting-edge ma-
chine learning, artificial intelligence, and
innovative LLM-based modeling tech-
niques, the future lies in creating adap-
tive, personalized, and scalable solutions
that address complex real-world chal-
lenges.

We aim to advance the understand-
ing of dynamic patterns, relationships,
and behaviors within data, whether in
healthcare, e-commerce, information re-
trieval, or recommender systems. Future
systems will seamlessly integrate diverse
data types, handle sparsity and noise
with resilience, and adapt to evolving
contexts to offer insights and recom-
mendations that are precise, fair, and
impactful.

Looking forward, the focus will be
on creating interpretable, ethical, and
human-centric AI systems that not only
enhance decision-making but also fos-
ter trust and inclusivity. By uniting
advancements in graph-based learning,
contrastive techniques, and deep neural
networks, we envision a future where
technology empowers individuals and
organizations to make smarter decisions,
uncover hidden insights, and improve
quality of life across sectors. This vision
aims to shape the next generation of
intelligent systems, driving innovation,
fostering collaboration, and solving the
most pressing problems in an increas-
ingly data-rich world.
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Abstract— Nowadays, there is growing interest in improving the 
reasoning capabilities of large language models (LLMs), 
represented by designing an LLM-based solver for math word 
problems (MWPs). This survey provides a comprehensive 
overview of recent LLM- based methods that aim to solve MWPs. 
In particular, we first introduce some preliminaries on MWPs and 
their connection with LLMs. Then, we examine the capabilities of 
each reviewed method by analyzing its architecture and 
prompting technique. Finally, we discuss the limitations of LLM-
based MWP solvers and provide potential directions for future 
research. 

Index Terms— Large Language Model, Math Word Problem, 
Prompt Engineering, Mathematical Reasoning 

I. INTRODUCTION
he development of automatic AI systems for math word 
problems has a long-standing history, dating back to the 

1960s [1], [2]. A tool that can generate step-by-step solutions to 
math word problems has the potential to offer personalized 
guidance for students and assist educators in curriculum 
development. However, automatically solving math word 
problems (MWPs) is challenging, as the solver needs to 
combine arithmetic skills with commonsense reasoning. 

Before pre-trained large language models revolutionized 
most NLP tasks, some small-scaled models with handcrafted 
neural networks were proposed to solve MWPs. For example, 
previous studies [3], [4] consider MWP as a generation task and 
usually leverage LSTM-based sequence-to-sequence models to 
learn the mapping from source sequences (i.e., question texts) 
to target sequences (i.e., math expressions). These neural MWP 
solvers without using pretrained language models (PLMs) have 
been surveyed in [5]. However, the main disadvantage of 
previously proposed neural solvers is that they must be trained 
from scratch for different MWP datasets, making them 
unscalable for other downstream tasks. 

In recent years, language models (LMs) have reshaped the 
landscape of the NLP field and demonstrated impressive 
performance across diverse downstream tasks [6]. The 
pretrained models, such as BERT [7], RoBERTa [8], DeBERTa 
[9], BART [10] and GPT [11], have learned world knowledge 
by parsing a vast amount of texts, which benefits the question 
answering (QA) task consequently (e.g. commonsense QA 

[12], answering math word problems [6] and assisting with 
theorem proving [13]). 

Large language models (LLMs) have an improved 
performance on diverse NLP downstream tasks. However, 
scaling up the size of language models alone has not 
demonstrated their effectiveness on some mathematical 
reasoning tasks, such as MWPs and theorem proving [14]. The 
dataset GSM8K [15] containing step-by-step reasoning is 
proposed to evaluate the LLM’s reasoning ability by checking 
the effectiveness of its generated natural language solutions. 
Cobbe et al. [15] proposed to finetune GPT3 [6] on GSM8K to 
help the language model generate multi-step rationales and train 
a neural component to verify the correctness of the model-
generated solution. This generate-and-verify framework could 
enhance the model’s capacity of generating accurate answers. 

Recently, some studies [16], [17], [18] have reported that 
language models can demonstrate the emergent ability of 
performing complex multi-step reasoning tasks when they are 
large enough (e.g., over 100B parameters). In particular, the 
breakthrough method, chain-of-thought (CoT) [16] prompting 
strategy, can unlock the reasoning ability of LLMs when 
provided with a few examples without any parameter update. A 
series of intermediate natural language reasoning steps is 
generated before giving the final answer. 

II. MATH WORD PROBLEM

A. Difference between MWP and other QA task 
Machine reading comprehension is one of the central tasks in

natural language understanding, especially for the task of 
question answering (QA). In the context of knowledge-based 
QA tasks, the system leverages knowledge-aware methods to 
respond with the corresponding answer, e.g., knowledge triple 
retrieval [19]. 

The MWP task can be considered as a special case of QA 
task. However, the MWP task is different from the traditional 
text-based QA tasks with the following challenges: (1) A MWP 
needs to parse the human-readable words into machine- 
understandable mathematical logic to perform quantitative 
reasoning; (2) A MWP requires complex reasoning scenarios, 
and MWP solvers need to be capable of mathematical 
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calculation and mathematical reasoning; (3) Unlike natural 
language understanding, MWPs usually have a single correct 
numeric answer, which increases the difficulty for the solver to 
accurately generate the solution. 

Math reasoning tasks include arithmetic problems and math 
word problems. Arithmetic problems mainly correspond to 
mathematical calculation consisting of arithmetic 
representation and arithmetic calculation [20]. However, there 
exist some differences between arithmetic problems and math 
word problems. In particular, arithmetic problems focus on pure 
mathematical operations and numerical manipulation, where 
the input problems rarely contain semantic textual elements.  

On the other hand, math word problems are usually presented 
as verbal descriptions instead of explicit mathematical 
equations in arithmetic problems. In addition, MWP is related 
to the task of mathematical reasoning, where the solver can 
interpret and generate step-by-step natural text before giving 
the final answer. 

Traditional span-based methods of extractive question- 
answering tasks (e.g., SQuAD [21]) cannot be directly applied 
to solve MWPs since the answer is usually the result of some 
computation and is generally not a span in the question or 
context. A MWP solver generates a numerical math expression 
and feeds this expression to an external symbolic calculator to 
obtain the final answer. 

 

B. Preliminary 
The math word problems include the following main com- 

ponents: (1) A textual description related to the math problem; 
(2) A set of known quantities mentioned in the problem text; (3) 
An unknown quantity whose value needs to be solved. In 
addition, MWP can be further grouped into the different levels: 
(1) one-unknown variable to be solved, or multi-unknown 
variables; (2) linear equations or non-linear equations. In this 
survey, the reviewed methods only aim to solve math problems 
solved by linear equations towards one unknown variable. 

The solution to the problem denoted as A can be represented 
in the following format: (1) A single numerical value, e.g., 
GPT3 [6] leverages standard prompting to output the final 
answer for a given MWP question; (2) A mathematical ex- 
pression, as an input to an external tool like Python calculator 
[22]; (3) a series of textual reasoning steps including the final 
numeric answer, e.g., chain-of-thought prompt [16] requires 
LLM to generate rationales before giving the final answer. 
Previous studies [23], [24] address to generate the solution to a 
math word problem as a mathematical expression, and these 
models try to map the problem text to a symbolic space with 
numbers and operators. 

We introduce preliminaries of generating solutions to MWPs 
with LM prompting based on large language models, and the 
notations for modeling are listed in Table I. Mathematically, a 
math word problem is represented in the form of a text sequence 
< w1, w2, · · · , wn >. There are some known quantities 

mentioned in the text and one unknown variable that the system 
needs to solve. How to extract the quantities is a preprocessing 
problem, and some works simply adopt the string pattern 
matching method [25] to recognize the numeric entries.

 Based on the backbone of large language models, solving 
MWP can be transformed into text generation tasks. Therefore, 
the language model objective can be used in the MWP task for 
solution generation. In the following, we will introduce how to 
incorporate a pretrained language model to solve the MWP task. 

Vanilla QA: 
 

Given a textual question Q, the solution in terms of a single 
numeric answer can be generated by the LLM. In addition, a 
prefixed prompt will be added before generating the final 
answer, e.g., “The answer is ” [6]. 

In-context learning: 

 

To enhance the quality of the response from the LLM, in- 
context learning (ICL) is incorporated into the natural language 
processing (NLP) tasks. The ability of analogy with respect to 
ICL is embedded in LLMs, which can be learned from a few 
examples D in the context [26]. Each exemplar consists of one 
question and its corresponding solution. Meanwhile, a list of 
exemplars is concatenated to form the demonstration prompt, 
which is fed into the LLM as an augmented context for 
prediction on the testing question. The improvement by 
leveraging ICL relies on the training stage and inference stage 
[26], but this survey mainly focuses on the inference stage for 
the MWP task. 

Reasoning-enhanced QA: 
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On the other hand, math word problems are usually presented
as verbal descriptions instead of explicit mathematical equa-
tions in arithmetic problems. In addition, MWP is related to the
task of mathematical reasoning, where the solver can interpret
and generate step-by-step natural text before giving the final
answer.

Traditional span-based methods of extractive question-
answering tasks (e.g., SQuAD [21]) can not be directly applied
to solve MWPs since the answer is usually the result of some
computation and is generally not a span in the question or
context. A MWP solver generates a numerical math expression
and feeds this expression to an external symbolic calculator to
obtain the final answer.

B. Preliminary

The math word problems include the following main com-
ponents: (1) A textual description related to the math problem;
(2) A set of known quantities mentioned in the problem text;
(3) An unknown quantity whose value needs to be solved. In
addition, MWP can be further grouped into the different levels:
(1) one-unknown variable to be solved, or multi-unknown
variables; (2) linear equations or non-linear equations. In this
survey, the reviewed methods only aim to solve math problems
solved by linear equations towards one unknown variable.

The solution to the problem denoted as A can be represented
in the following format: (1) A single numerical value, e.g.,
GPT3 [6] leverages standard prompting to output the final
answer for a given MWP question; (2) A mathematical ex-
pression, as an input to an external tool like Python calculator
[22]; (3) a series of textual reasoning steps including the final
numeric answer, e.g., chain-of-thought prompt [16] requires
LLM to generate rationales before giving the final answer.
Previous studies [23], [24] address to generate the solution to
a math word problem as a mathematical expression, and these
models try to map the problem text to a symbolic space with
numbers and operators.

We introduce preliminaries of generating solutions to MWPs
with LM prompting based on large language models, and the
notations for modeling are listed in Table I. Mathematically,
a math word problem is represented in the form of a text
sequence < w1, w2, · · · , wn >. There are some known quan-
tities mentioned in the text and one unknown variable that
the system needs to solve. How to extract the quantities is
a preprocessing problem, and some works simply adopt the
string pattern matching method [25] to recognize the numeric
entries.

Based on the backbone of large language models, solving
MWP can be transformed into text generation tasks. Therefore,
the language model objective can be used in the MWP task for
solution generation. In the following, we will introduce how
to incorporate a pretrained language model to solve the MWP
task.

Vanilla QA:

p(A|Q) =

|A|Y

i=1

p(ai|Q, a<i) (1)

TABLE I
NOTATIONS USED IN THIS PAPER

Notations Descriptions

Q a question related to MWP

w a token in the text sequence

A a textual solution to the question

Y a numerical answer of the question

c one reasoning path

D A set of exemplars for in-context learning

Given a textual question Q, the solution in terms of a single
numeric answer can be generated by the LLM. In addition,
a prefixed prompt will be added before generating the final
answer, e.g., “The answer is ” [6].

In-context learning:

p(A|Q,D) =

|A|Y

i=1

p(ai|Q,D, a<i) (2)

To enhance the quality of the response from the LLM, in-
context learning (ICL) is incorporated into the natural lan-
guage processing (NLP) tasks. The ability of analogy with re-
spect to ICL is embedded in LLMs, which can be learned from
a few examples D in the context [26]. Each exemplar consists
of one question and its corresponding solution. Meanwhile, a
list of exemplars is concatenated to form the demonstration
prompt, which is fed into the LLM as an augmented context
for prediction on the testing question. The improvement by
leveraging ICL relies on the training stage and inference stage
[26], but this survey mainly focuses on the inference stage for
the MWP task.

Reasoning-enhanced QA:

p(A|D,Q) =
X

c

p(A, c|D,Q) =
X

c

p(A|D,Q, c)p(c|D,Q)

(3)
Scaling up the size of LLMs can elicit some reasoning abilities
that can improve the accuracy of MWP solvers by generating
a reasoning path c before giving the final numeric answer. In
particular, reasoning abilities can be unlocked by prompting
engineering [16], which generates a solution to MWP in the
step-by-step format.

III. SURVEYED METHODS

The principles for selecting reviewed papers in this work
are as follows: (1) The proposed methods are based on the
pretrained language models (e.g., GPT-3 [6], Codex [28]) as
their fundamental backbone, as shown in Table II; (2) The
tasks aim to solve math word problems, e.g., the datasets
in their experiments are related to MWP; (3) The reviewed
articles are published in top venues or with a citation count
over 50. The surveyed models are listed in Table III.

This survey first analyzes the compared models to determine
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On the other hand, math word problems are usually presented
as verbal descriptions instead of explicit mathematical equa-
tions in arithmetic problems. In addition, MWP is related to the
task of mathematical reasoning, where the solver can interpret
and generate step-by-step natural text before giving the final
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Traditional span-based methods of extractive question-
answering tasks (e.g., SQuAD [21]) can not be directly applied
to solve MWPs since the answer is usually the result of some
computation and is generally not a span in the question or
context. A MWP solver generates a numerical math expression
and feeds this expression to an external symbolic calculator to
obtain the final answer.

B. Preliminary

The math word problems include the following main com-
ponents: (1) A textual description related to the math problem;
(2) A set of known quantities mentioned in the problem text;
(3) An unknown quantity whose value needs to be solved. In
addition, MWP can be further grouped into the different levels:
(1) one-unknown variable to be solved, or multi-unknown
variables; (2) linear equations or non-linear equations. In this
survey, the reviewed methods only aim to solve math problems
solved by linear equations towards one unknown variable.

The solution to the problem denoted as A can be represented
in the following format: (1) A single numerical value, e.g.,
GPT3 [6] leverages standard prompting to output the final
answer for a given MWP question; (2) A mathematical ex-
pression, as an input to an external tool like Python calculator
[22]; (3) a series of textual reasoning steps including the final
numeric answer, e.g., chain-of-thought prompt [16] requires
LLM to generate rationales before giving the final answer.
Previous studies [23], [24] address to generate the solution to
a math word problem as a mathematical expression, and these
models try to map the problem text to a symbolic space with
numbers and operators.

We introduce preliminaries of generating solutions to MWPs
with LM prompting based on large language models, and the
notations for modeling are listed in Table I. Mathematically,
a math word problem is represented in the form of a text
sequence < w1, w2, · · · , wn >. There are some known quan-
tities mentioned in the text and one unknown variable that
the system needs to solve. How to extract the quantities is
a preprocessing problem, and some works simply adopt the
string pattern matching method [25] to recognize the numeric
entries.

Based on the backbone of large language models, solving
MWP can be transformed into text generation tasks. Therefore,
the language model objective can be used in the MWP task for
solution generation. In the following, we will introduce how
to incorporate a pretrained language model to solve the MWP
task.

Vanilla QA:

p(A|Q) =

|A|Y

i=1

p(ai|Q, a<i) (1)

TABLE I
NOTATIONS USED IN THIS PAPER
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Q a question related to MWP

w a token in the text sequence

A a textual solution to the question

Y a numerical answer of the question
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Given a textual question Q, the solution in terms of a single
numeric answer can be generated by the LLM. In addition,
a prefixed prompt will be added before generating the final
answer, e.g., “The answer is ” [6].

In-context learning:

p(A|Q,D) =

|A|Y

i=1

p(ai|Q,D, a<i) (2)

To enhance the quality of the response from the LLM, in-
context learning (ICL) is incorporated into the natural lan-
guage processing (NLP) tasks. The ability of analogy with re-
spect to ICL is embedded in LLMs, which can be learned from
a few examples D in the context [26]. Each exemplar consists
of one question and its corresponding solution. Meanwhile, a
list of exemplars is concatenated to form the demonstration
prompt, which is fed into the LLM as an augmented context
for prediction on the testing question. The improvement by
leveraging ICL relies on the training stage and inference stage
[26], but this survey mainly focuses on the inference stage for
the MWP task.

Reasoning-enhanced QA:

p(A|D,Q) =
X

c

p(A, c|D,Q) =
X

c

p(A|D,Q, c)p(c|D,Q)

(3)
Scaling up the size of LLMs can elicit some reasoning abilities
that can improve the accuracy of MWP solvers by generating
a reasoning path c before giving the final numeric answer. In
particular, reasoning abilities can be unlocked by prompting
engineering [16], which generates a solution to MWP in the
step-by-step format.
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in their experiments are related to MWP; (3) The reviewed
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solution generation. In the following, we will introduce how
to incorporate a pretrained language model to solve the MWP
task.

Vanilla QA:

p(A|Q) =

|A|Y

i=1

p(ai|Q, a<i) (1)

TABLE I
NOTATIONS USED IN THIS PAPER

Notations Descriptions

Q a question related to MWP

w a token in the text sequence

A a textual solution to the question

Y a numerical answer of the question

c one reasoning path

D A set of exemplars for in-context learning

Given a textual question Q, the solution in terms of a single
numeric answer can be generated by the LLM. In addition,
a prefixed prompt will be added before generating the final
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To enhance the quality of the response from the LLM, in-
context learning (ICL) is incorporated into the natural lan-
guage processing (NLP) tasks. The ability of analogy with re-
spect to ICL is embedded in LLMs, which can be learned from
a few examples D in the context [26]. Each exemplar consists
of one question and its corresponding solution. Meanwhile, a
list of exemplars is concatenated to form the demonstration
prompt, which is fed into the LLM as an augmented context
for prediction on the testing question. The improvement by
leveraging ICL relies on the training stage and inference stage
[26], but this survey mainly focuses on the inference stage for
the MWP task.
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Scaling up the size of LLMs can elicit some reasoning abilities
that can improve the accuracy of MWP solvers by generating
a reasoning path c before giving the final numeric answer. In
particular, reasoning abilities can be unlocked by prompting
engineering [16], which generates a solution to MWP in the
step-by-step format.

III. SURVEYED METHODS

The principles for selecting reviewed papers in this work
are as follows: (1) The proposed methods are based on the
pretrained language models (e.g., GPT-3 [6], Codex [28]) as
their fundamental backbone, as shown in Table II; (2) The
tasks aim to solve math word problems, e.g., the datasets
in their experiments are related to MWP; (3) The reviewed
articles are published in top venues or with a citation count
over 50. The surveyed models are listed in Table III.

This survey first analyzes the compared models to determine
whether the parameters of their foundation language models
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Scaling up the size of LLMs can elicit some reasoning 
abilities that can improve the accuracy of MWP solvers by 
generating a reasoning path c before giving the final numeric 
answer. In particular, reasoning abilities can be unlocked by 
prompting engineering [16], which generates a solution to 
MWP in the step-by-step format. 

III. SURVEYED METHODS

The principles for selecting reviewed papers in this work are 
as follows: (1) The proposed methods are based on the 
pretrained language models (e.g., GPT-3 [6], Codex [28]) as 
their fundamental backbone, as shown in Table II; (2) The tasks 
aim to solve math word problems, e.g., the datasets in their 
experiments are related to MWP; (3) The reviewed articles are 
published in top venues or with a citation count over 50. The 
surveyed models are listed in Table III. 

This survey first analyzes the compared models to determine 
whether the parameters of their foundation language models are 
updated. Accordingly, the reviewed methods are grouped into 
two mainstreams: finetune-based and prompt-based methods. 

A. Finetune-based Models 
Numerical reasoning skills are challenging when the LMs

are only trained on the objective of the vanilla language model. 
Geva et al. [23] proposed a multi-task training strategy to inject 
mathematical reasoning skills into PLMs. Notably, the 
proposed framework GenBERT [23] incorporates automatic 
data generation in the pretraining task and is trained on textual 
data in the form of question-passage pairs. GenBERT is a 
BERT-based model for generating arbitrary output tokens. It 

can handle the extractive QA task, where the answer is a text 
span among the question or context and contains a generative 
head that can output the numeric answer. 

The MWP solver trained on the language model objective 
may make mistakes in generating mathematical expressions. 
The models trained to learn the mapping from problem text to 
math expressions may have unsatisfactory performance 
because it is difficult for them to learn to distinguish between 
ground-truth and predictive expressions with minor mistakes 
[24]. To handle this limitation, Shen et al. [24] additionally 
introduce a ranker to explicitly train the model to distinguish 
between accurate and inaccurate expressions. The proposed 
model Generate & Rank [24] within transformer-based 
encoder-decoder architecture BART [10] first generates 
expression candidates and then ranks the candidates to make the 
final prediction.  

It is challenging for autoregressive models to accomplish 
mathematical reasoning tasks since they cannot correct their 
errors when a generation is generated. Similar to the idea in [24] 
that the solutions generated need to be evaluated, Cobbe et al. 
[15] proposed training verifiers to check the correctness of the
candidate solutions. In addition, the proposed model [15]
developed reasoning steps in natural language such that the
produced solutions were more interpretable by humans instead
of producing a math expression in [24]. The generator based on
GPT3 [6] is finetuned on a curated math dataset GSM8K [15]
for generating rationales to form the full natural language
solution. The experimental results suggest that it is essential to
allow the MWP solver to generate a natural language solutionJOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 3

TABLE II
PRETRAINED LANGUAGE MODELS USED IN MATH WORD PROBLEM.

Pretrained LM Size
GPT2 [11] 1.5B
GPT3 [6] 175B
GPT-J [27] 6B
Codex [28] 12B
PaLM [17] 540B
BERT [7] 340M
BART [10] 406M
DeBERTa [9] 304M

TABLE III
SURVEYED PAPERS.

Model Venue Language model Parameters update External component
GPT3 [6] Arxiv GPT3 No Nill
CoT [16] NeurIPS GPT3 No Nill
Zeroshot-CoT [29] NeurIPS GPT3 No Nill
Auto-CoT [30] ICLR GPT3 No Sentence-BERT
PAL [31] ICML Codex No Nill
PoT [32] TMLR Codex No SymPy
Self-consistency [18] ICLR PaLM No Nill
Least-to-most [33] ICLR GPT3 No Nill
MathPrompter [25] ACL GPT3 No Calculator
DECLARATIVE [22] NeurIPS Codex No SymPy
Plan-and-Solve [34] ACL GPT3 No Nill
Complexity [35] ICLR GPT3 No Nill
GenBERT [23] ACL BERT Yes Nill
Generate & Rank [24] EMNLP BART Yes Trained Ranker
Verifier [15] Arxiv GPT3 Yes Trained Verifer
STaR [36] NeurIPS GPT-J Yes Nill
DIVERSE [37] ACL DeBERTa Yes Trained Verifier
CoRe [38] ACL GPT-J Yes Trained Verifier

into two mainstreams: finetune-based and prompt-based meth-
ods.

A. Finetune-based Models

Numerical reasoning skills are challenging when the LMs
are only trained on the objective of the vanilla language model.
Geva et al. [23] proposed a multi-task training strategy to
inject mathematical reasoning skills into PLMs. Notably, the
proposed framework GenBERT [23] incorporates automatic
data generation in the pretraining task and is trained on textual
data in the form of question-passage pairs. GenBERT is a
BERT-based model for generating arbitrary output tokens. It
can handle the extractive QA task, where the answer is a text
span among the question or context, and contains a generative
head that can output the numeric answer.

The MWP solver trained on the language model objective
may make mistakes in generating mathematical expressions.
The models trained to learn the mapping from problem text
to math expressions may have unsatisfactory performance
because it is difficult for them to learn to distinguish be-
tween ground-truth and predictive expressions with minor
mistakes [24]. To handle this limitation, Shen et al. [24]
additionally introduce a ranker to explicitly train the model to
distinguish between accurate and inaccurate expressions. The
proposed model Generate & Rank [24] within transformer-
based encoder-decoder architecture BART [10] first generates
expression candidates and then ranks the candidates to make
the final prediction.

It is challenging for autoregressive models to accomplish
mathematical reasoning tasks since they cannot correct their
errors when a generation is generated. Similar to the idea in
[24] that the solutions generated need to be evaluated, Cobbe
et al. [15] proposed training verifiers to check the correctness
of the candidate solutions. In addition, the proposed model
[15] developed reasoning steps in natural language such that
the produced solutions were more interpretable by humans
instead of producing a math expression in [24]. The generator
based on GPT3 [6] is fine-tuned on a curated math dataset
GSM8K [15] for generating rationales to form the full natural
language solution. The experimental results suggest that it
is essential to allow the MWP solver to generate a natural
language solution before giving the final answer, and the
performance dropped dramatically if directly outputting a final
numeric answer without any intermediate steps [15].

Generating intermediate reasoning steps improves LM per-
formance on complex tasks like MWP, but fine-tuning the
generator requires massive training examples with rationales.
To address this limitation, Zelikman et al. [36] developed a
self-taught reasoner (STaR) by iteratively bootstrapping the
reasoning ability to generate rationales. In particular, start-
ing with a small prompt dataset that contains intermediate
rationales, StaR adopts in-context prompting to annotate each
example in the large dataset for further finetuning the language
model [36]. To improve the robustness, rationalization is
applied [36] to reason backward for problems that the model
fails to solve, i.e., given the correct answer as a hint, let the
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before giving the final answer, and the performance dropped 
dramatically if directly outputting a final numeric answer 
without any intermediate steps [15]. 

Generating intermediate reasoning steps improves LM 
performance on complex tasks like MWP, but fine-tuning the 
generator requires massive training examples with rationales. 
To address this limitation, Zelikman et al. [36] developed a self-
taught reasoner (STaR) by iteratively bootstrapping the 
reasoning ability to generate rationales. In particular, starting 
with a small prompt dataset that contains intermediate 
rationales, StaR adopts in-context prompting to annotate each 
example in the large dataset for further finetuning the language 
model [36]. To improve the robustness, rationalization is 
applied [36] to reason backward for problems that the model 
fails to solve, i.e., given the correct answer as a hint, let the 
model generate the rationale accordingly. Finally, the 
finetuning process will be repeated on the enlarged dataset with 
previously generated rationales. 

Few-shot learning for solving MWP is a challenging task 
that requires the LMs to elicit intermediate reasoning steps. 
Even equipped with the LLMs like GPT3 (175B) [6] and PaLM 
(540B) [17], the reasoning abilities are still limited. To further 
improve the reasoning capacity of PLMs, Li et al. [37] designed 
a diverse verifier to aggregate different sampled reasoning 
paths to solve the MWP. Specifically, the proposed model 
DIVERSE [37] first samples different demonstration exemplars 
for constructing diverse prompts and then feeds them OpenAI 
PLMs (e.g., text-davinci-002) to generate various reasoning 
paths. Second, DIVERSE trains a step-aware verifier by 
finetuning DeBERTa [9] to score the quality of each path and 
uses a weighted voting mechanism [37] to obtain the final 
answer. 

Directly prompting PLMs to solve MWPs often does not 
yield satisfactory results, as the generation process lacks the 
level of supervision and adaptivity that humans possess. Zhu et 
al. [38] argued that the human-like reasoning framework could 
be modeled using a dual system approach, with a generator for 
immediate reactions and a verifier for more nuanced reasoning. 
Their proposed model CoRe [38] leverages the direct 
interaction between the generator and verifier to improve the 
generalization ability of LLMs. First, the verifier can provide 
reliable feedback to supervise the generator for rationale 
generation. Second, the verifier leverages Monte Carlo Tree 
Search (MCTS) [39] to score the tokens of reasoning paths 
produced by the generator. Finally, the proposed strategy of 
self-thinking can provide informative self-produced data to 
teach the generator and verifier. 

B. Prompt-based Models 
Based on the transformer-based framework with self- 

attention technique [40], numerous downstream tasks have 
been transferred into text generation problems by following the 

“pretrain, prompt and predict” paradigm. In this paradigm, 
instead of finetuning the PLMs to adapt to a new task, solving 
text-based tasks is reformulated to the original language model 
pretraining with the help of an appropriate textual prompt [41]. 
Inspired by the idea that humans can perform a new language 
task from a few demonstration examples or simple task 
instructions, Brown et al. [6] leverage in-context learning 
within few-shot settings and prompt the language model GPT3 
to solve the target tasks by providing some task examples as 
additional context during the inference stage without any 
gradient update [6]. The significant advancement of this setting 
is that the users can prompt the model with a few input-output 
demonstration exemplars instead of finetuning a separate LM 
checkpoint for each new task. The experimental results [6] 
show that scaling up LMs greatly improves task-agnostic, few-
shot performance. 

The critical limitation of a finetune-based MWP solver is that 
it is expensive to collect a large set of training data with high-
quality rationales. The traditional few-shot prompting 
technique used in [6] has been successful for a series of simple 
QA tasks but performs poorly on tasks requiring reasoning 
ability even with increasing LM scale [42]. Wei et al. proposed 
chain-of-thought prompting [16] to elicit the LLMs’ reasoning 
ability for complex tasks, e.g., commonsense reasoning and 
arithmetic. This approach involves a sequence of intermediate 
reasoning steps expressed in natural language, leading to the 
final output. CoT prompting can be considered as a special type 
of in-context learning where each exemplar includes the 
reasoning thought process instead of just a single final answer. 
The experimental results suggest that CoT prompting improves 
performance by allowing the sequential reasoning steps 
embodied in the generation [16]. 

Pretrained large language models are well-known as excel- 
lent few-shot learners with task-specific exemplars and can 
generate complex rationales via step-by-step solution examples. 
Kojima et al. [29] show that PLMs are also decent zero-shot 
learners by leveraging a simple but effective prompt “Let’s 
think step by step” before giving the final answer. The proposed 
model Zero-shot-CoT [29] does not require handcrafted task-
specific exemplars and outperforms zero-shot LLMs on diverse 
downstream reasoning tasks, e.g., arithmetic math word 
problems. 

According to the prompting design regarding the number of 
exemplars, CoT prompting can be classified into two significant 
paradigms: few-shot CoT and zero-shot CoT. In general, few-
shot CoT with task-specific rationales demonstrations 
outperforms zero-shot CoT in most cases. However, manually 
constructing exemplars with step-by-step reasoning chains for 
a specific task or even each testing question is nontrivial. 
Randomly or heuristically selecting in-context examples in CoT 
prompting may have a high risk of unstable performance in 
reasoning tasks. To address this limitation, Zhang et al. [30] 
proposed automatically constructing demonstrations with 
questions and reasoning chains instead of handcrafting in- 
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context exemplars. Prompting LLM to generate reasoning 
chains for each exemplar directly often comes with mistakes. 
The proposed solver Auto-CoT [30] increases the diversity of 
demonstration questions to help the LLM lower the mistakes in 
generating reasoning chains. Particularly, the questions are 
clustered based on their representation obtained by Sentence- 
BERT [43], and a representative question from each cluster is 
selected. 

LLMs have demonstrated their effectiveness in diverse 
downstream reasoning tasks by using CoT and in-context 
learning. However, LLMs often make arithmetic mistakes in 
the solutions, even if the generated rationales are logically 
correct. Program-Aided Language model (PAL) [31] addressed 
the underlying problem that LLMs often struggle with 
performing arithmetic operations and proposes to use an 
external tool (i.e., Python program) to deal with the calculation 
work. PAL leverages the LLM (i.e., Codex [28]) to read a 
testing problem and then generates a program [31] instead of 
natural language rationales [16], [29], [30] as intermediate 
reasoning steps to assure the calculation accuracy by using the 
Python interpreter. 

Previous methods [16], [30], [29] output the chain-of- 
thought reasoning steps in natural language and let the PLMs 
do reasoning and computation jobs simultaneously. Chen et al. 
[32] argued that LMs could express reasoning steps as programs
in a few lines of code, and the external language interpreter (e.g.,
Sympy [44]) can finish the computation work. The proposed
model Program of Thoughts (PoT) decouples complex
computation from reasoning and language under- standing. To
compare PoT with vanilla CoT [16] and Zero-shot CoT [29],
PoT leverages the program of thoughts in each exemplar and
does not require an extra step to extract the answer from the
reasoning steps since the generated program can be executed by
the interpreter to return the final answer. Intuitively, there exist
multiple different ways of solution leading to its unique correct
answer for a complex reasoning problem. Inspired by that,
Wang et al. [18] designed a novel decoding strategy, self-
consistency, to sample multiple solutions instead of greedily
decoding only one as used in vanilla CoT [16]. In particular,
self-consistency first samples a diverse set of reasoning paths
and then aggregates them by using a majority voting scheme to
select the most consistent answer. Compared to the sample-and-
rank methods [15], [37], self-consistency does not require
training an additional component or finetuning the backbone
LM to verify the correctness probability of the generated
solution.

In-context learning and CoT have been widely adopted in 
prompting engineering to help LLMs solve various reasoning 
tasks. However, LLMs will have poor performance in the case 
when the examples in the ICL demonstration prompt are easier 
than the testing problem1. To address this issue, Zhou et al. [33] 
introduced a new prompting strategy, Least-to-most, to help 

1 A MWP can be simply measured its difficulty by the number of solving 
steps [33]. 

LLMs improve easy-to-hard generalization. Specifically, least-
to-most decomposes a complex problem into a series of simpler 
subproblems and then solves them sequentially. In both stages, 
the decomposition and subproblem solving are accomplished 
by the LM without any parameter update. In addition, Least-to-
most can be incorporated with ICL and CoT to further enhance 
the performance in reasoning tasks. 

In the zero-shot setting, Zero-shot CoT [29] has 
demonstrated its remarkable performance in mathematical 
reasoning tasks. However, Imani et al. [25] pointed out two 
limitations in CoT-based prompting methods: (1) lack of 
checking the validity of reasoning steps; (2) lack of confidence 
in the predictions. The proposed model MathPrompter [25] first 
transforms the question into an Algebraic template with value- 
variable mapping and then sends it to the LLM to generate two 
different solutions in Algebraic and program ways for cross-
checking. Afterward, MathPrompter evaluates the two 
generated solutions using multiple randomly selected values to 
check consensus among the answers. Repeat the above steps 
several times to extract the most frequent value observed for the 
answer. 

Some methods [31], [32] offload the calculation to a 
language interpreter to eliminate the arithmetic error that LLMs 
often make in generating the solutions. However, these 
program-based models favor those problems with simple 
procedures and are less effective for problems requiring 
declarative reasoning. He-Yueya et al. [22] proposed the 
approach DECLARATIVE to perform mathematical 
declarations. DECLARATIVE prompts the LLM to formalize 
MWPs as a set of variables and equations incrementally and 
solves the equations by passing them to Sympy [44]. 

Zero-shot CoT can lower the effort to manually handcrafted 
step-by-step reasoning exemplars, but it still suffers from 
missing-step and calculation errors. To address the missing- 
step limitation, Wang et al. [34] manually craft the Plan-and- 
solve prompt to guide the LM to devise a plan to decompose the 
entire task into several subtasks and solve each subtask 
sequentially. To address the arithmetic limitation, the 
researchers add a detailed instruction prompt [34] to ask the LM 
to pay more attention to variables and calculation results. 

Demonstration exemplars with reasoning steps can improve 
the prediction performance for new inputs. However, different 
exemplars may influence the testing question differently when 
making inferences. Which reasoning exemplars make the most 
the most effective in-context learning prompts becomes a 
critical question. Fu et al. [35] proposed complexity-based 
prompting, a novel example selection scheme, for CoT multi- 
step reasoning. Specifically, select complex instances 2  with 
CoT reasoning steps in the in-context learning prompt before 
the testing question. The experimental results suggest that 
selecting complex questions as in-context learning exemplars 
improves the performance on math word reasoning tasks [35]. 

2 The complexity indicator is the number of steps to solve the question. 
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IV. CHALLENGES AND FUTURE DIRECTIONS

When the large language models (e.g. GPT [45] and LLaMA 
[46]) are released to the public, the trends show that fewer 
models will be proposed for outputting math expression only, 
and more research will focus on leveraging the LLMs directly 
to generate a natural language solution for MWPs, including the 
rationales and numeric final answer. The possible reason may 
be that, due to the difference between natural language text 
sequences and mathematical expressions, one minor mistake 
will change the semantics and lead to an incorrect answer, 
whereas natural language generation is more robust to these tiny 
mistakes [24]. In addition, the performance of MWP solvers for 
generating mathematical expressions will only degrade quickly 
when the expression gets longer [4]. 

Generating stepwise rationales can enhance the performance 
of language models on complex reasoning tasks. However, 
inducing the rationale generation from LMs requires 
constructing a large amount of data containing reasoning steps. 
It is very expensive to construct such datasets manually to 
finetune the LLMs. To the best of our knowledge, only GSM8K 
[15] and MATH [14] provide full step-by-step solutions to
finetune the LLMs, in order to generate the solution for a testing
problem. In addition, the language model finetuned on one
specific dataset may not generalize well on another MWP
dataset.

Another line of method to elicit LLMs to generate reasoning 
steps automatically is to adopt some prompting strategies, 
including instructions, trigger sentences, and in-context 
learning. LLMs have shown promising performance in solving 
new reasoning problems by simply conditioning on a few 
demonstration examples (e.g., few-show learning). However, 
small variations in prompt configuration have been known to 
affect few-shot performance dramatically [35]. Handcrafting 
instructing prompts for different reasoning MWP datasets needs 
much expertise and annotation work. The order of exemplars 
listed in the demonstration, the complexity of problems 
provided in in-context learning, and the relation (e.g., similarity) 
between demonstration examples and the testing problem may 
affect the prediction performance. 

Based on the challenges illustrated above, we will outline 
some future directions for improving the reasoning ability of 
MWP solvers. As a formula is not only a simple sequence of 
mathematical symbols but also has strong logical and se- mantic 
relation with its context [47], selecting the appropriate formulas 
is the key step to solve an MWP. Hence, training the 
representation of the formula is essential for the neural solver. 
In addition, it is interesting to check the relatedness between the 
formula and the supporting generated rationale in each step and 
in different steps by jointly training with the formula and its 
surrounding context, which could further improve the 
interpretability of the solver system for users. 

Combining Chain-of-thought prompting with in-context 
learning has shown the efficiency in unlocking the reasoning 

capability of LLMs without any gradient update or finetuning 
models [16], [18], [30], [6]. There is still some work to be done 
to optimize the selection of demonstration examples. Given an 
exemplar base with a reasoning-step solution for each question, 
train a small-scaled neural module to select in-context 
exemplars automatically for the testing problem. 

Although LLMs have decent performance in many NLP 
tasks, building an LLM-based education system is still 
challenging. Li et al. [48] argue that LLMs basically need to 
integrate five educational abilities to address students’ concerns 
for their studies. Besides automatically solving MWPs, the 
solver can be constructed as a multi-functional education 
system. For example, given a problem that a student cannot 
solve by herself the first time, the system can generate other 
questions with similar principles for her to make more practice. 
On the other hand, instead of directly giving a complete solution 
to the question, it is more helpful to generate some hints based 
on the student’s partial solution. The traditional MWP solver 
can be transferred to an LLM-based MWP assistant to meet 
students’ various requirements. 

V. CONCLUSION

Automatically generating high-quality and step-by-step 
solutions to math word problems has numerous applications in 
education. This paper presents an overview of the current state 
of knowledge on math word problems based on LLMs. We 
divided the reviewed models into two groups, namely finetune-
based and prompt-based, and examined their fine- tuning 
framework and prompting strategies. Finally, we issued the 
limitations of existing LLM-based MWP solvers and 
highlighted the future directions worth working on. We hope 
this survey can highlight the current state of MWP research and 
provide some insight into future work in this direction. 
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Abstract— Convolutional Neural Networks (CNNs), widely used 
in computer vision tasks, require substantial computation and 
memory resources, making it challenging for these models to run 
efficiently on resource-constrained devices. Network Architecture 
Search (NAS) methods have been developed to design compute-
efficient models like MobileNet and EfficientNet. However, many 
of these models suffer from inefficiencies in hardware utilization 
due to their ineffectiveness in understanding the system-level 
details like software framework, memory bandwidth limitations 
and hardware capabilities for model deployment on devices. This 
excessive focus on compute efficiency, sometimes referred to as the 
“MAC tunnel vision” problem, leads to sub-optimal performance 
during model deployment. In this paper, we aim to bridge this gap 
by analyzing the performance across popular network 
architectures like ResNet, EfficientNet for different network 
hyper-parameters such as input size, feature dimensions, grouped 
convolution and network depth. This analysis provides CNN 
modeling engineers with the necessary tools to design models that 
can efficiently utilize the resources of available hardware. This 
approach not only incorporates hardware awareness into the 
model deployment but also considers different aspects of 
deployment, such as optimization algorithms (e.g., layer fusion, 
quantization), execution model, efficient kernels and hardware 
capabilities. 

Index Terms— Convolutional Neural Networks, Computer 
Vision, Optimization Algorithms 

I. INTRODUCTION
onvolutional Neural Networks (CNNs) have significantly 
impacted Embedded Vision and Edge AI by enabling AI 

applications on resource-constrained devices. With compute 
requirements of AI models growing each year, hardware 
accelerators have become crucial for efficiency. The ubiquitous 
presence of CNN models for vision applications has spurred the 
development of various CNN accelerator platforms [1-3]. 
These accelerators are designed to handle a wide range of CNN 
models and deliver efficient performance. However, the fast-
evolving nature of CNN architectures presents a persistent 
challenge. This results in hardware accelerators constantly 
striving to keep pace with the latest models. Given the longer 
refresh cycles and lifecycles of hardware, this issue is 
increasingly prevalent across various fields. Tradeoffs related 
to compute and memory bandwidth may need to be 
reconsidered for future hardware versions. Bridging the gap 
between these developed models and inference platforms is 

necessary for overall system efficiency and enabling Edge AI 
applications. Achieving optimal system performance requires a 
deep understanding of hardware capabilities and the selection 
or design of architectures better suited to the hardware. CNN 
model deployments on hardware involves optimizing 
algorithms (i.e. layer fusion, pruning, quantization), execution 
models, efficient kernels, and leveraging hardware capabilities. 
Network Architecture Search (NAS) methods [4] for automatic 
search and design of CNN models have been used to find the 
optimum tradeoff between accuracy and compute efficiency. 
This led to development of many smaller and compute efficient 
model architectures like MobileNet[5] and EfficientNet[6]. A 
significant limitation of current NAS designs is a lack of 
consideration for hardware platform capabilities or features, 
focusing solely on compute or Multiply and Accumulate 
(MAC) efficiency. This results in inefficient design choices, 
also referred to as "MAC tunnel vision," where memory 
bandwidth constraints and other system and hardware 
limitations are overlooked. 

While the goal of NAS methods is to reduce compute or the 
number of parameters, this does not always lead to improved 
inference speed, as the software framework and underlying 
hardware capabilities play a crucial role. For instance, 
MobileNetV2[7], with 307M MACs and a model size of 13MB, 
exhibits a 30% higher runtime compared to ResNet18[8], which 
has 1.8B MACs and a model size of 45MB. This comparison 
clearly demonstrates that the total MACs or model size does not 
necessarily correlate with runtime performance. Table 1 shows 
the performance comparison between ResNet18 and 
MobileNetV2 on hardware accelerator [9], highlights 
inefficiencies in model deployment. This discrepancy raises an 
important question: how can we design models for better 
efficiency during deployment? The answer involves 
considering various factors such as network architecture, 
optimizations, implementation details, and hardware 
capabilities. Understanding the performance characteristics of 
these models on the inference framework and device is crucial. 
Evaluating models for deployment efficiency requires a system-
level approach that goes beyond just the compute or parameter 
count. It involves a detailed analysis of how different network 
design choices effects the perform under specific framework 
and hardware constraints. This approach ensures that the 
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models not only leverage the full potential of the hardware but 
also achieve the desired efficiency in real-world applications. 

TABLE I: PERFORMANCE COMPARISON RESNET18 VS 
MOBILENETV2 

Network Model 
Size 

(Float) 

Model Size 
(Quantized) 

# 
Layers 

MACs Latency 
(Ms) 

Throughput 
(fps) 

ResNet18 45MB 12MB 169 1.8B 7.35 538.7fps 

MobileNetV2 13MB 3.5MB 357 307M 10.34 381.95fps 

Many model developers often lack knowledge or 
understanding of the deployment framework or device, making 
the deployment process even more challenging. A paradigm 
shift in model design that considers hardware capabilities can 
unlock significant performance improvements [10-11]. 
However, understanding the implementation details and 
tradeoffs related to inference hardware can be daunting. To 
address this, a simpler interface is needed to evaluate on-device 
performance, enabling its integration with automation 
frameworks like NAS for efficient model design. While 
existing benchmarks provide some guidance on the 
performance of different model architectures, they often fail to 
offer useful insights due to their limited design exploration 
space. Fig. 1 shows the comparison of latency (runtime) vs 
MACs performance of popular CNN architectures like ResNet, 
EfficientNet on hardware accelerator, which shows a clear gap 
in performance during model deployment. These results are 
execution runtime (ms) of CNNs on hardware accelerator using 
software frameworks with quantization tool. 

Fig. 1. Comparison of latency (ms) vs MACs performance for 
popular ResNet and EfficientNet architecture 

In this paper, we aim to understand the effects of various 
macro network design parameters—such as input sizes, feature 
sizes, grouped convolutions and network depth—to facilitate 
better model design. We explore the design space, providing 
valuable insights for optimizing model deployment on 
hardware. In the following section, we will explore NAS 
methods and derive insights into architectural choices by 
examining popular network architectures. The Implementation 
section provides an overview of the software framework, 

optimizations, and hardware capabilities. Lastly, the Results 
and Analysis section discusses the outcomes and insights 
gained from performance measurements. 

II. NETWORK ARCHITECTURE DESIGN

Network Architecture Search (NAS) is a powerful and 
increasingly essential tool in the field of machine learning and 
artificial intelligence, particularly for designing efficient and 
high-performance neural network models [4-6]. Traditional 
methods of manually crafting neural network architectures have 
become insufficient due to the rapidly growing complexity and 
diversity of applications in computer vision, natural language 
processing, and other domains. NAS automates the design 
process by leveraging search algorithms to explore a vast space 
of possible network architectures, optimizing for various 
performance metrics such as accuracy, model size and compute 
efficiency [4]. The need for NAS arises from the observation 
that different neural network architectures can exhibit 
significantly varied performance depending on the architecture, 
optimizations, software framework and underlying hardware. 
This variability poses a challenge for model developers, who 
must balance tradeoffs between computational cost, memory 
usage, and inference speed. NAS addresses this challenge by 
systematically evaluating a wide range of architectures, 
identifying optimal designs that might not be apparent through 
manual tuning. 

Fig. 2 Show the process of NAS design space exploration for 
efficient model design 

Recent advancements in NAS have introduced sophisticated 
techniques, including reinforcement learning [12], evolutionary 
algorithms [13], and gradient-based methods [14], to efficiently 
navigate the search space. These techniques have enabled the 
discovery of novel architectures that outperform human-
designed models on several benchmarks. Moreover, the 
integration of hardware- aware NAS [15] has further enhanced 
the applicability of these models by ensuring they are tailored 
to the constraints and capabilities of specific hardware 
platforms, such as GPUs, TPUs, and NPUs. However, in the 
ever-growing space of accelerator hardware there is no one 
solution fits all solution, which means the design choices need 
to be understood specific to the software framework and 
underlying hardware to achieve optimal performance. 

In this section, we explore the different macro network 
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design choices and try to understand its impact on the model. 
We will start by examining popular network architectures like 
ResNet and EfficientNet to understand the tradeoffs made by 
NAS and its effectiveness. Next, we look at macro hyper-
parameters for network architecture design like input size, 
in/out feature size, grouped convolution, width and network 
depth. 

A. ResNet 
ResNet, created by He et al. [8], marked a significant

advancement in CNN architecture by introducing residual 
learning and techniques for efficient deep network training. 
This development addressed the vanishing gradient problem, 
allowing the creation of even deeper CNN models. ResNet's 
breakthrough enabled a 152-layer deep CNN, which won the 
2015 ILSVRC competition. Compared to AlexNet and VGG, 
ResNet achieved 20x and 8x greater depth, respectively, with 
relatively lower computational complexity. Empirical evidence 
indicated that ResNet models with 50, 101, and 152 layers 
outperformed their shallower counterparts. These models 
demonstrated notable accuracy improvements in complex 
visual tasks such as image recognition and localization on the 
COCO dataset. ResNeXt [16] further improved upon this by 
considering it as an ensemble of smaller networks, employing 
diverse convolutions (1x1, 3x3, 5x5) alongside 1x1 bottleneck 
convolution blocks to explore various topologies across 
different paths. 

B. EfficientNet 
EfficientNet, developed by AutoML NAS [17], is crafted to

enhance both accuracy and computational efficiency. Utilizing 
mobile inverted residual bottleneck convolutions (MBConv) 
similar to MobileNet, it adopts compound scaling [6] to create 
various networks tailored to different computational budgets 
and model sizes. EfficientNet achieved superior accuracy for 
compute to existing CNNs, significantly reducing model size 
and MACs/FLOPs. For example, EfficientNet-B0 outperforms 
ResNet-50 while using 5x fewer parameters and 10x fewer 
FLOPs. These models surpass alternatives like ResNet, 
DenseNet, and Inception with considerably fewer parameters. 

One of the significant design choices when comparing 
ResNet and EfficientNet is the use of Depthwise convolution, 
that reduce the number of compute/MACs for the same 
parameter size. Fig. 3 below show the basic building blocks 
used to create the CNN models. The 1x1 convolutions are used 
to expand/compress the feature maps and 3x3 convolution 
allowing to work on larger feature map size within the block. 
Using Depthwise convolution, allowed EfficientNet to be much 
deeper allowing them to have a much larger receptive field and 
better learning capability for the same compute budget.

Fig. 3 Building blocks of the Convolutional Neural Network 
(CNN) models 

The prevalence of NAS methods for model design has made 
these building blocks ubiquitous in many popular architectures. 
The design choices for such models include macro parameters 
that significantly influence the performance and efficiency of 
models. In this analysis, we start with the ResNet based NAS 
based on the basic building block with (1x1, 3x3, 1x1) 
convolutions. We slowly evolve the architecture choices to 
better understand its impact on the model performance. Key 
parameters include: 

1) Input Size: The dimensions of the input images or data
affect the network's computational load and memory bandwidth 
requirements. Larger input sizes can capture more detailed 
information but require more processing power, while smaller 
input sizes reduce computational demand at the cost of 
potentially losing fine-grained details. In this analysis we 
explore how the impact of input size ranging from 32x32 to 
1024x1024 affects the performance on device due to its 
compute and memory bandwidth implications. 

2) In/Out Feature Size: The input and output feature sizes
determine the breadth of the feature maps at each layer. These 
sizes are crucial for balancing the network's capacity to learn 
complex features against the computational and memory 
resources required. The input/output feature sizes are 
intentionally multiples of 16 or 32 for better efficiency on the 
hardware, across wide range of values ranging from 4 to 256. 
The features map sizes are multiples for 2x, 4x, 8x, the basic 
width within the different modules. 

3) Grouped Convolution: Grouped convolutions divide the
input channels into smaller groups for separate processing. This 
reduces the number of parameters and computational 
complexity for efficient model training and inference. It is 
particularly useful in architectures like ResNeXt and MobileNet. 
For groups parameters in the range [4, 256], whenever the 
groups > input/output features, it is replaced by depth-wise 
convolution. We use groups = nan as a placeholder for depth-
wise convolution i.e. it adopts the groups = input channels. 

4) Activations: Activation functions introduce non-linearity
into the network, enabling it to learn complex patterns. 
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Common activation functions include ReLU, Leaky ReLU, 
Softmax and Swish. The choice of activation function impacts 
the model's training dynamics and overall performance. The 
activations significantly impact the training and inference 
performance, with ReLU/ReLU6 activations popular due to its 
simplicity and hardware friendly implementation. In this 
analysis we will be limiting to ReLU activation, as it is popular 
and allows for layer fusion optimizations for model deployment. 

5) Network Depth: The number of layers in a network
defines its depth. Deeper networks can model more complex 
functions and hierarchical features but are prone to issues like 
vanishing gradients and increased computational demands. In 
the case of deployment on accelerators (NPU), the network 
depth also impacts the memory latency significantly as the 
activations need to be moved in/out of the local memory of the 
acceleration due to limited memory size. 

Careful design and tuning of these parameters are essential 
to developing efficient and effective neural networks tailored to 
specific platform and its compute/memory constraints. 

III. IMPLEMENTATION

Deploying CNN models effectively requires a robust 
software framework and various optimization techniques to 
ensure efficient performance on diverse hardware platforms. 
Popular frameworks such as TensorFlow, PyTorch, and ONNX 
provide the tools necessary for model training, evaluation, and 
deployment. To enhance model efficiency, optimizations like 
pruning and quantization are employed. Pruning reduces model 
size by removing redundant parameters, while quantization 
converts model weights and activations from floating-point to 
lower precision, thereby decreasing memory usage and 
computational requirements. Hardware accelerators such as 
GPUs, TPUs, and NPUs (specialized AI chips) are integral to 
speeding up CNN inference. These accelerators are designed to 
handle the parallel nature of CNN operations, delivering 
significant performance boosts and enabling real-time 
processing capabilities in applications such as image 
recognition and object detection.  

Most of the current NAS algorithms focus on model accuracy 
and compute, without understanding the implications of these 
choices on inference or hardware accelerator efficiency. This 
leads to replacing compute intense operations (i.e. 
Convolutions) with relatively more memory intense operations 
(i.e. Depth-wise Convolutions), which fail to map efficiently to 
the hardware accelerators that are designed for CNN. This leads 
to degradation in performance or runtime inference time as 
shown in Fig 1. As the choices for different hardware 
accelerators varies, it is not possible to have a one size fits all 
solution. The model needs to understand the on-device 
capabilities and make decisions accordingly for efficiency. This 
work explores the CNN design space to help model design 
choices and guide the design choices. These methodologies can 
be applied to different platforms. 

A. Edge AI Inference 
The trained model is deployed on the edge device using

offline tools. These deployment tools need to support different 
frameworks like PyTorch/Tensorflow or use a model exchange 
format like ONNX. For our analysis we will be using Ryzen AI 
software to deploy ONNX models on to the NPU (Phoenix). 

The Ryzen AI software framework does the following: 
i. Convert the model to format compatible with the inference
platform i.e. converting from TFLite/PyTorch model to ONNX
model.
ii. Optimize the model graph through layer fusion and
quantization.
iii. Split the graph into sub-graphs for model execution on
different hardware CPU/GPU/NPU
iv. Precompute buffer and allocation for model execution on
the device
v. Mapping models Ops to hardware low-level kernels and
code generation.

Layer fusion is an important graph optimization that 
combines adjacent operations like Conv + ReLU or Conv + BN 
+ ReLU, to avoid additional memory latency involved to move
the intermediate results. Quantization [18] is another popular
technique that reduces the memory footprint and compute
efficiency of CNN model by reducing the precision of weights
and compute from float (FP32) to integer (INT8) operations.
While it does have its own challenges in term of maintaining
model accuracy, it is a popular technique due to inherent
support for INT8 compute on many edge inference platforms.

B. Measurement Tool 
The measurement tools measure the throughput and latency

of the model deployment on hardware. The graph is converted 
to ONNX model, which is future optimized through 
quantization (i.e. INT8) for the target platform by using the 
ONNX quantization tool. The quantized graph is deployed on 
the device for latency and throughput measurement. For better 
analysis of hardware efficiency, we compute the M MACs/Sec, 
which is a normalized measure of hardware throughput. This 
provides more balanced view of hardware efficiency across 
different network models. 

Fig. 4 Measurement tools for the inference latency/throughput 

IV. RESULTS AND ANALYSIS

In this section, we summarize the results for different 
network parameters and characterize the performance of the 
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inference framework and inference platform. These results can 
be guidelines for CNN design for runtime deployment. It also 
enables efficient model design of inference deployment on 
hardware. It gives useful insights into the effect of different 
building blocks, input size, grouped convolution operations, 
network width and network depth. While these results and 
analysis are focused on CNN due to its better understanding of 
design space, they can be applied to Transformers and similar 
architectures. These results characterize the performance of 
NPU for different network design choices, giving valuable 
insights to the AI/ML engineers about the inference framework 
and platform. 

A. NPU Performance Characteristics 
To better understand the performance characteristics of the

CNN model deployment at the Edge, we try to highlight one 
dimension by sweeping it across the search space while keeping 
all the other dimension constant. This allows us to analyze the 
impact of the hyperparameter on the model deployment. During 
this analysis we try to answer the following: i) what is the 
impact on model performance, ii) what is the reason for this 
characteristic and iii) what are guidelines for implementation of 
NN design. 

B. Input Size 
Input image size has significant effect on the network

accuracy and performance. As it decides the amount of 
computation needed and determines the intermediate activation 
size. Hence, it has a twofold impact on both compute and 
memory bandwidth. In Fig. 5, where we compare the different 
input size profiles for combinations of CNN models on CPU, 
we see a roof line curve maximizing at 224x224 resolution. 
There might be different factors contributing to this, such as the 
efficient or customized kernels might be designed for the more 
popular input resolutions, or the inputs hardware tradeoffs yield 
best results for that specific resolution. This gives AI/ML 
engineers the necessary information to make design choices for 
input resolution for optimal performance. 

Fig. 5 Hardware throughput efficiency (M MACs/sec) vs Input 
Size on CPU 

C. Feature Size/Width 
These feature sizes determine the number of input/output

feature maps at each layer a.k.a network width. The hardware 
accelerators are designed as SIMD machines to exploit the 
parallelism within the convolutions that form the bulk of 
network compute. These accelerators have SIMD width that are 
multiples of 32/64. To have the efficient implementation we see 
in Fig. 6 when the width is increased in multiples of 32, the 
overall hardware efficient is improved. 

Fig. 6 Hardware throughput efficiency (M MACs/sec) vs 
width on CPU 

Fig. 7 shows the impact of width = 32/64 on a range of CNN 
models. We see a significant improvement in hardware 
efficiency, which is even more pronounced for regular 
convolution compared to depth-wise convolution. In summary, 
instead of slowly growing the feature map size, if the network 
is able increase feature maps size to multiples of 32 at the 
earliest i.e. in the first few layers, we see a boost in the overall 
performance on the device. 

Fig. 7 Hardware throughput efficiency (M MACs/sec) vs 
number of layers on CPU 
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D. Network Depth 
With the advent of efficient architectures, we see more and

more depth-wise convolutions. These have only a fractional 
computational cost compared to regular convolutions, allowing 
these networks to grow much deeper for the same compute 
budget. However, in case of deployment on accelerators, the 
network depth also impacts the memory latency significantly as 
the activations need to be moved in/out of the local memory of 
the acceleration due to limited memory size. Fig. 8 shows the 
latency profiles of these networks across different widths. We 
see that convolutions (groups=1) show higher latency due to 
significantly larger MACs compensating for the hardware 
inefficiencies in the depth-wise convolutions (groups=nan). An 
interesting observation is how CPU is better able to handle the 
depth-wise convolutions across different depths compared to 
which shows a linear increase in latency, due to memory latency 
overheads for the data movement. 

Fig. 8 Latency (ms) vs network depth on CPU 

E. Grouped Convolution 
Grouped convolutions is a compute efficient convolution

operation used to reduce the compute intensity of the model. In 
Fig. 9, we can clearly see distinct characteristic profiles for 
grouped convolutions on CPU. In the case of CPU, we see the 
groups = 1,2 seems to have high hardware efficiency compared 
to larger groups like 16/32. As shown in the figure, as it draws 
closer to depth-wise convolution we again see a spike in the 
performance. This can be explained by the generic processor 
(CPU) and cached based memory system is able to efficiently 
handle depth-wise convolution. On the contrary we see a steady 
fall in efficiency, which are designed to leverage the parallelism 
and data reuse, which suffers from the excessive memory 
latency due to limited reusability of weight/inputs for depth-
wise convolutions. Moreover, these bulky regular convolution 
with potential redundancy make them robust to quantization 
noise. 

Fig. 9 Hardware throughput efficiency (M MACs/sec) vs 
groups on CPU 

In summary, we present a comprehensive performance 
results in the CNN design space to learn the characteristics of 
inference platform. The findings provide an explanation for 
implication of design choices in the design space. 

V. CONCLUSION

In conclusion, we have characterized a collection of CNN 
model architectures to enable efficient design choices. Our 
analysis provides guidelines across various parameters to 
enhance the efficiency of CNN models on hardware. Our 
findings demonstrate that hardware-aware design choices for 
CNNs can significantly improve overall efficiency, maximizing 
the capabilities of both software frameworks and hardware 
accelerators. This research underscores the importance of 
considering hardware constraints and opportunities in the 
design of CNN models to achieve optimal performance. 

VI. FUTURE WORK

In this paper, we presented a systematic study on the impact 
of various macro network architecture choices in a controlled 
setting. While this paper primarily discusses CNN models, 
similar analysis can be applied to transformers or similar 
models for better model design. Moreover, expanding this study 
on larger datasets of NAS models with various network 
configurations will give a more comprehensive understanding 
of performance characteristics on a wide range of model 
architectures. 
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I. INTRODUCTION
arge language models (LLMs) have demonstrated 
exceptional performance across a range of tasks, but their 

computational and memory demands are significant. These 
models, such as GPT-3 [1], which boasts 175 billion 
parameters, require substantial resources to operate—needing 
at least 350GB of memory to store and run in FP16. This setup 
demands multiple high-capacity GPUs, like 8×48GB A6000 or 
5×80GB A100, merely for inference. Figure 1, show the 
comparison of LLM model size and GPU memory. The 
substantial computation and communication overhead often 
result in impractical latency for real-world applications.  

One effective strategy to mitigate these challenges is 
quantization, which enhances the efficiency of LLMs by 
reducing their memory footprint and computational 
requirements. Quantization achieves this by representing 
weights and activations with low-bit integers, such as INT8 or 
INT4, thereby lowering GPU memory consumption and 
improving throughput, especially in operations like General 
Matrix Multiply (GEMM) in linear layers and Batch Matrix 
Multiply (BMM) in attention mechanisms. This approach can 
significantly decrease the cost of deploying LLMs, making 
them more feasible for practical applications [3-4]. Activations 
of LLMs are challenging to quantize due to observed large 
magnitude outliers, which leads to quantization error and 
degradation in accuracy [5]. This makes it difficult to have a 
quantization method that can work across models without 
significant degradation in model accuracy and maintaining 
performance. 

In this article, we will review some of the popular 
quantization methods and its impact on accuracy and 
performance of popular models like OPT, Llama-2/3, 
understanding how hardware friendly and post training 
quantization methods for LLMs that can leverage support of 
low precision INT8/INT4 compute efficiency available in the 
hardware accelerators. More recently, we have seen the 
introduction of smaller Small Language Models (SLMs). 
Unlike LLMs that need hundreds of billions of parameters, 
these SLMs require a few billion parameters. However, these 
SLMs are trained on much cleaner data (textbook quality data), 
and are designed to be more efficient. 

II. QUANTIZATION

In this section, we present the mathematical framework for 
the quantization scheme, which facilitates the efficient 
execution of integer arithmetic operations on quantized values. 
The transformation from real numbers 𝑟 to quantized integers 𝑞 
is defined by equation for Asymmetric quantization, where 𝑆 
and 𝑍, represent the scale and zero-point quantization 
parameters, respectively. For 8-bit quantization, 𝑞 is an 8-bit 
integer, the scale is typically a floating-point value that is 
represented using a fixed-point format, and the zero-point is of 
the same type as the quantized value. A key constraint is placed 
on the zero-point to ensure that real zero values are quantized 
accurately, without error. The reverse mapping, from quantized 
values back to real values, is described by equation (2). 

Quantization: 
q = round (r/S + Z) 

De-Quantization: 
r = S (q – Z) 

Symmetric Quantization: 
q = round(r/S) 

Where "S" is the scale and "Z" is the zero points, which are 
determined from the original float distributions using:  

S = (r_max – r_min) / (q_max – q_min) 
Z = round (q_max – r_max / S) 

Large Language Models (LLMs): Quantization 
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Fig. 1 AI model size over the years along with AI 
accelerator memory capacity [11] 
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III. TRANSFORMERS ARCHITECTURE

Transformers have emerged as a transformative technology 
in the realm of natural language processing (NLP), 
fundamentally altering how machines understand and generate 
human language. Unlike traditional models that process text 
sequentially, word by word, Transformers can analyze an entire 
sentence at once. This parallel processing capability allows 
them to grasp the nuances of language more effectively, leading 
to significant improvements in both speed and accuracy. The 
concept of the Transformer was first introduced in the seminal 
paper Attention Is All You Need [6]. Originally designed to 
tackle sequence-to-sequence tasks such as machine translation 
and text-to-speech, Transformers have since become the 
cornerstone of many advanced NLP applications. 

A. Self-Attention 
A key innovation of the Transformer architecture is the self-

attention mechanism. This enables the model to assess the 
significance of each word in a sentence relative to all others, 
facilitating a deeper contextual understanding. By handling 
entire sentences simultaneously, Transformers not only 
expedite processing but also maintain a coherent understanding 
of context across long distances in text. This capability has 
revolutionized tasks like machine translation, content 
generation, and even the creation of human-like text, setting 
new benchmarks in NLP. 

B. Encoder-Decoder Architecture 
Transformers are built upon a two-part architecture: the

encoder and the decoder. The encoder is responsible for reading 

and processing the input text, effectively distilling it into a form 
that the model can comprehend. This process involves breaking 
down a sentence into its core elements. The decoder, on the 
other hand, takes this processed information and generates the 
output sequence, such as translating the sentence into another 
language. This encoder-decoder interaction is crucial for tasks 
that require a nuanced understanding of context, like translation. 

Within the encoder, multiple layers are employed, each 
consisting of self-attention mechanisms and feed-forward 
neural networks. The self-attention mechanism enables the 
encoder to weigh the importance of other words in the sentence 
when considering a specific word. This is mathematically 
facilitated by generating Query (Q), Key (K), and Value (V) 
vectors, which together allow the model to dynamically 
interpret the sentence’s context. The decoder, starting 

C.  Positional Encoding 
Since Transformers analyze all words in a sentence

simultaneously, they require a mechanism to capture the order 
of words—this is achieved through positional encoding. Each 
word is assigned a unique positional code that represents its 
location in the sentence, ensuring the model understands the 
sequence and flow of language. This is essential for preserving 
the meaning and structure of sentences.

D. Multi-head Attention 
A distinguishing feature of Transformers is the multi-head

attention mechanism, which allows the model to focus on 
different parts of a sentence simultaneously. By applying 
multiple attention heads, the model can capture various 

Fig. 2 Transformer architecture (left), Feed Forward Network (right) and Multi-head attention (right) 
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relationships and dependencies between words, leading to a 
richer and more nuanced understanding of the text. This parallel 
processing of attention layers is what gives Transformers their 
powerful capability to handle complex language tasks with ease. 

IV. TRANSFORMER QUANTIZATION

The quantization methods used of transformer models can be 
broadly classified as i) Post Training Quantization (PTQ) and 
ii) Quantization Aware Training (QAT). The quantization
parameters need to be adjusted to maintain the accuracy
performance after quantization. The process of retraining the
model to account for quantization is called Quantization Aware
Training (QAT) or without retraining through Post Training
Quantization (PTQ). A high-level comparison of two
approaches is shown in Figure 3.

Fig. 3 Model quantization Quantization Aware Training 
(QAT) and Post Training Quantization (PTQ) [12] 

In this article, we will be primarily focusing on PTQ which 
can be applied to the model trained with QAT. PTQ is the most 
popular technique because of its low compute requirement and 
its ability to quantize already trained models without the need 

for additional finetuning. 

A. Mixed Precision 
In practice, different levels of precision are applied

selectively throughout the Transformer architecture. High-
precision operations, such as FP16, are reserved for critical 
components where accuracy is paramount, and which are not 
compute intense like SoftMax activation and elementwise 
operations. These operations are sensitive to small numerical 
changes, and maintaining high precision ensures that the model 
can capture the intricate relationships within the data. On the 
other hand, lower-precision formats, like INT8 or even INT4, 
are used to optimize performance by reducing the 
computational load and memory usage. This is particularly 
advantageous for real-time applications or when operating in 
resource-constrained environments, though it may come with a 
slight compromise in accuracy. The decision on where to apply 
different levels of precision is driven by the specific needs of 
the application. In scenarios where speed and efficiency are 
more important, lower precision can be utilized to achieve 
faster inference times and reduce power consumption. By 
carefully managing these trade-offs, developers can tailor 
Transformer models to deliver the optimal balance between 
accuracy and performance for their intended use cases. 

B. Quantization Granularity 
Quantization granularity refers to the level at which

quantization is applied within a Transformer model, impacting 
both the precision and the efficiency of computations. There are 
several approaches to quantization granularity, each suited to 
different aspects of the model's architecture. 

Fig. 4 Quantization precision mapping for Transformers [6] 



Feature Article: Dwith Chenna and Rahul Kavi 

IEEE Intelligent Informatics Bulletin December 2024  Vol. 24 No.1 

25 

Per-Tensor Quantization is the most straightforward 
approach, where a single quantization coefficient is applied 
across an entire tensor. While this method is computationally 
efficient, it may lead to a loss in accuracy, especially in complex 
models like Transformers where the dynamic range of values 
can vary significantly across different parts of the tensor. 

Per-Group Quantization offers a finer level of control by 
applying quantization across groups of rows or columns within 
a tensor. For example, M rows (for activations) or K columns 
(for weights) might correspond to a single quantization 
coefficient, with K often set to values like 64. This method 
balances the trade-off between computational efficiency and 
maintaining accuracy by allowing different parts of the tensor 
to be quantized differently, depending on their significance. 

Per-Channel or Per-Token Quantization provides the highest 
granularity, applying a separate quantization coefficient to each 
individual channel or token. In the case of per-token 
quantization for activations (denoted as X), each row of the 
activation matrix receives its own quantization coefficient. 
Similarly, for per-channel quantization of weights (denoted as 
W), each column is assigned a distinct quantization coefficient. 
This approach allows for the most precise adjustments, 
preserving the nuances in data processing but at the cost of 
increased computational complexity. 

Fig. 5 Quantization granularity for Transformers [1] 

By choosing the appropriate quantization granularity, 
developers can finetune the balance between the model’s 
accuracy and the computational resources required for its 
deployment. Per-channel and per-token quantization methods 
are useful when maintaining high accuracy is crucial, while per-
group and per-tensor quantization are favored for optimizing 
performance in resource-constrained environments.  

Many quantization algorithms try to use different trade-off 
quantization schemes, mixed precision and quantization 
granularity to achieve the highest accuracy for the best 
performance efficiency. We discuss a few popular quantization 

techniques applied to transformer based LLMs mainly i) GPTQ 
ii) AWQ iii) SmoothQuant and iv) Block Quantization. We
deep dive into different trade-offs for these different methods
and analyze the effect on accuracy for popular models.

C. GPTQ 
GPTQ (Gradient Post-Training Quantization) is an efficient

algorithm for layerwise quantization of large language models 
(LLMs), designed to reduce the computational footprint while 
maintaining model accuracy. The algorithm converts floating-
point weight parameters into quantized integers, aiming to 
minimize errors at the output level. The process begins by 
performing a Cholesky decomposition of the Hessian inverse 
matrix, which helps guide the quantization by understanding 
how weight changes affect the model's output. GPTQ operates 
in batches to run efficiently on GPUs, where each batch 
contains a subset of weight matrix columns. 

For each column, the algorithm performs the following steps: 
i. Quantizes the weights by converting floating-point values
into lower-precision integers.
ii. Calculates the quantization error, which represents the
difference between the original and quantized values.
iii. Updates the weights within the current block to account
for the error, ensuring better approximation.

After processing a batch, GPTQ further updates all the 
remaining weights, compensating for any errors introduced in 
the quantized block. This iterative process ensures that the 
entire weight matrix is adjusted, allowing the model to retain 
high accuracy despite reduced precision. By processing weights 
in isolation and updating errors dynamically, GPTQ enables 
significant model compression with minimal accuracy loss. 

D. Activation-aware Weight Quantization (AWQ) 
AWQ (Activation-Weighted Quantization) [7] is an

advanced quantization technique that leverages activation 
information to enhance the precision of weight quantization in 
Transformer models. Unlike traditional methods that primarily 
rely on the magnitude of weights to guide quantization, AWQ 
focuses on the sensitivity of weights based on activation 
patterns. Even minor contributions ranging from 0.1% to 1% 
can significantly improve the overall quantization results. One 
of the core principles of AWQ is the use of activation-based 
scaling, which has proven to be more effective than scaling 
based solely on weight magnitude. This approach ensures that 
the scaling factors are aligned with the actual importance of 
weights in the context of activations, leading to a more accurate 
quantization. To determine the optimal scaling factors, a small 
calibration dataset is used, allowing the model to adjust the 
scales in a way that minimizes quantization error. 

Additionally, AWQ adopts a hardware-friendly approach by 
utilizing integer scales rather than floating-point ones. This 
minimizes quantization error and is more compatible with the 
low-precision arithmetic used in modern hardware accelerators. 
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Empirical heuristics suggest that scaling values less than or 
equal to 2 yield the best results, producing the least quantization 
error. AWQ typically employs a 4-bit quantization for weights 
and a 16-bit quantization for activations (W4A16). This 
configuration balances between reducing the model size and 
computational load while maintaining a high level of accuracy, 
particularly in scenarios where activation sensitivity plays a 
crucial role. By combining these techniques, AWQ provides a 
robust solution for deploying high-performance Transformer 
models in environments where resources are limited. 

Fig. 6 Overview of AWQ Quantization, scaling weights before 
quantization [7] 

E. Smooth Quant 
SmoothQuant [8] is a technique designed to address the

challenges of quantizing Transformer models, particularly 
focusing on the difficulty of quantizing activations due to their 
wide dynamic range. This wide range often results in a 
significant limitation on quantization precision, making it 
challenging to maintain model accuracy. In contrast, weights 
typically exhibit a more uniform distribution, making them 
easier to quantize with higher precision. To mitigate the impact 
of quantization on activations, SmoothQuant proposes a novel 
scaling method that redistributes quantization error from 
activations to weights. This redistribution is controlled by a 
parameter known as “migration strength,” which determines the 
extent to which quantization error is shifted. A migration 
strength of 0 indicates that all quantization error remains in the 
activations, reflecting the original distribution. Conversely, a 
migration strength of 1 moves all the quantization error to the 
weights. Through experimentation, it has been observed that a 
migration strength within the range of 0.4 to 0.5 offers an 
optimal balance, minimizing the overall quantization error. 

SmoothQuant utilizes an 8-bit quantization scheme for both 
weights and activations (W8A8), a configuration that helps 
achieve a balance between model efficiency and accuracy. The 
flexibility of this method is further enhanced by its 
orthogonality to other quantization schemes, meaning it can be 
integrated with various existing quantization approaches 
without being constrained by them. This versatility makes 
SmoothQuant a powerful tool for improving the performance 
of Transformer models in resource-constrained environments 
while maintaining high accuracy. 

Fig. 7 SmoothQuant showing the migration factors that 
transfers variability in activations to weights 

V. RESULTS AND ANALYSIS

In this section, we will be evaluating the results for different 
quantization techniques on popular models like OPT and Llama, 
across their different variants in sizes. 

A. Model Evaluation 
Perplexity is a metric used to evaluate the performance of

language models, measuring how well a model predicts a 
sample of text. Using the WikiText-2 dataset containing a 
diverse collection of Wikipedia articles, perplexity is calculated 
by determining the inverse probability of the test words 
normalized by the number of words. A lower perplexity 
indicates that the model has a better understanding of the 
language and predicts the next word more accurately. 
Perplexity helps in comparing different models and assessing 
their ability to generate coherent and contextually relevant text. 

B. GPTQ 
GPTQ can accurately compress some of the largest publicly

available models down to 3 and 4 bits. Tables show the 
perplexity measurement on the wikitest-2 database on different 
sizes of the OPT models, showing consistent results even for 
large model sizes. Similarly, Table 2 shows the perplexity 
metrics for the Llama-2 family of models. These results are 
generated using the AutoGPTQ library [10]. 

TABLE I: PERPLEXITY METRICS ON WIKITEXT-2 FOR
AUTOGPTQ ON OPT MODELS 

PPL OPT-1.3B OPT-2.7B OPT-6.7B OPT-13B 

FP16 14.62 12.47 10.86 10.13 

GPTQ (INT4-g128) 16.15 12.84 11.05 10.21 

TABLE II: PERPLEXITY METRICS ON WIKITEXT-2 FOR
AUTOGPTQ ON LLAMA-2 MODELS 
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PPL Llama-2 
7B 

Llama-2 
13B 

Llama-2 
70B 

FP16 5.47 4.88 3.32 

GPTQ (INT4-g128) 5.87 4.97 3.52 

C. AWQ 
Activation-aware Weight Quantization (AWQ) is an

effective way for low-bit 4 bit weight quantization. Table 1. 
shows the perplexity measurement on the wikitest-2 dataset on 
different variants of OPT based models, showing consistent 
results across model sizes from 1.3B to 30B. Similarly, we look 
at the perplexity metrics for the Llama-2 family of models 
showing consistent results with 4-bit quantization. 

TABLE III: PERPLEXITY METRICS ON WIKITEXT-2 FOR AWQ ON 
OPT MODELS 

PPL OPT-1.3B OPT-2.7B OPT-6.7B OPT-13B 

FP16 14.62 12.47 10.86 10.13 

AWQ (INT3-g128) 16.32 13.58 11.39 10.56 

AWQ (INT4-g128) 14.92 12.70 10.92 10.22 

TABLE IV: PERPLEXITY METRICS ON WIKITEXT-2 FOR AWQ ON 
LLAMA-2 MODELS 

PPL Llama-2 
7B 

Llama-2 
13B 

Llama-2 
70B 

FP16 5.47 4.88 3.32 

AWQ (INT3-g128) 6.24 5.32 3.74 

AWQ (INT4-g128) 5.6 4.97 3.41 

D. SmoothQuant 
SmoothQuant shows reliable results with 8-bit quantization

for different variants of popular model i.e. OPT / Llama-2. 
Table 4 compares the perplexity metric measured on WikiText-
2 dataset for FP16 and SmoothQuant models, it shows 
consistent results with minimal drop in accuracy across 
different variants of the OPT/Llama-2 models. 

TABLE V: COMPARISON OF PERPLEXITY METRICS FOR FP16 AND 
SMOOTHQUANT(A8W8) ON OPT MODELS 

PPL OPT-1.3B OPT-2.7B OPT-6.7B OPT-13B 

FP16 14.62 12.47 10.86 10.13 

SmoothQuant 
(A8W8) 

14.82 12.50 10.86 10.14 

TABLE VI: COMPARISON OF PERPLEXITY METRICS ON WIKITEXT-
2 FOR FP16 AND SMOOTHQUANT (A8W8) 

PPL Llama-2 
7B 

Llama-2 
13B 

Llama-2 
70B 

FP16 5.47 4.88 3.32 

SmoothQuant 
(A8W8) 

5.515 4.929 3.359 

VI. CONCLUSION

In conclusion, as the demand for LLM applications grows, 
efficient deployment strategies become increasingly critical. 
Quantization stands out as a key solution, enabling significant 
reductions in computational and memory overhead while 
addressing the pressing concerns of cost, environmental impact, 
and data privacy at the edge. By exploring and implementing 
advanced quantization techniques like AWQ, SmoothQuant, 
and Block Quantization, we can unlock the full potential of 
large language models in resource-constrained environments. 

Along with quantization techniques, choosing quality data 
based on the intended end-use can greatly improve performance. 
This presentation will provide valuable insights into the 
practical application of these techniques, highlighting their 
benefits and trade-offs and ultimately guiding the path toward 
more sustainable and efficient GenAI deployments. 
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Selected Ph.D. Thesis Abstracts

This Ph.D thesis abstracts section presents theses defended
in 2023 and 2024. These submissions cover a range of
research topics and themes under intelligent informatics, such
as methods and techniques for counterfactual explainability in
graphs, addressing the challenges in using feature engineering
to classify cancer, approaches to preserving privacy in graph
machine learning, and techniques for self-consistent explana-
tion in mental status computation.

COUNTERFACTUAL EXPLAINABILITY IN GRAPHS:
FOUNDATIONS, GENERATIVE METHODS, AND ENSEMBLES

TECHNIQUES

Mario Alfonso Prado Romero
marioalfonso.prado@gssi.it

Gran Sasso Science Institute, Italy

GRAPH Neural Networks (GNNs) have demonstrated ex-
ceptional performance across various domains, including

social network analysis, recommender systems, and biochem-
istry. These models excel at learning from graph-structured
data, where both the individual attributes of nodes and their
relationships (edges) are crucial for predictions. However,
GNNs operate as black-box models, which lack interpretabil-
ity, a critical limitation in fields like healthcare and finance
where understanding decision-making processes is essential
for building trust and ensuring fairness.

Graph Counterfactual Explanations (GCEs) offer a promis-
ing approach to explaining GNN predictions by revealing how
slight changes to the graph’s structure or node features could
lead to different outcomes. Unlike traditional feature-based
explanations, counterfactuals provide actionable insights, sug-
gesting concrete steps users can take to achieve a desired
outcome. In fields like healthcare, GCEs could explain how
a patient might lower their risk of disease, while in finance,
they might suggest how to improve creditworthiness for a loan.

Despite their potential, generating effective GCEs presents
several challenges: i) the absence of a general definition
and taxonomy of GCE approaches, ii) the lack of standard-
ized evaluation methods - as current approaches use diverse
datasets, metrics, and oracles - complicates performance com-
parisons, iii) ensuring that counterfactuals are both plausible
(i.e., realistic within the data distribution) and actionable (i.e.,
providing practical steps), and iv) the intrinsic nature of graph
data demands explanations that incorporate both nodes’ and
relationships’ attributes, which are typically intertwined and
domain-specific.

This thesis tackles the challenges mentioned above by
advancing the SoA through several key innovations. First, we
tackled i) and ii) by rationalizing the field of study in a thor-
ough Survey, where we shaped a general definition of GCE and
an exhaustive taxonomy of the existing approaches. Beyond

that, we provided a qualitative comparison, complemented
by an empirical comparison, of existing graph counterfactual
explanation methods. Furthermore, we analyzed the most
widely used datasets and evaluation metrics in the GCE’s SoA,
assessing their strengths and limitations. This foundational
work, by presenting a unifying perspective that facilitates
interpreting and comparing various GCE methods, provided
the clarity much needed by the nascent and fragmented field
of study of GCE. Second, we set a milestone for ii) by
introducing GRETEL, a versatile and extensible framework
designed for developing and fairly evaluating GCE methods.
This framework offers a comprehensive set of tools, including
datasets, oracles, explainers, and evaluation metrics, to stan-
dardize and streamline the evaluation process. Third, we con-
tributed to solving iii) by proposing a novel Generative GCE
method that produces plausible counterfactuals aligned with
the underlying data distribution, ensuring that the explanations
are realistic within the context of the problem domain. Lastly,
we faced challenges iv) by exploiting ensemble methods that,
through selection and aggregation strategies, combine multiple
GCE techniques to provide more robust counterfactuals, thus
enhancing performance in the diverse datasets from different
domains.

Overall, by enhancing the transparency of model behavior,
the contributions presented in this thesis will enable users to
make well-informed decisions based on AI-driven predictions
in critical domains, including healthcare, finance, and social
network analysis.

FEATURE ENGINEERING FOR CANCER DATA MODELING

Markian Jaworsky
markian.jaworsky@gmail.com

University of Southern Queensland, Australia

ARange of risk factors increases the likelihood of devel-
oping chronic illness, awareness, and understanding of

these possible causes, give patients the best chance of survival
by making informed life choices. Finding patterns amongst
risk factors and chronic illness can suggest similar causes and
provide guidance information to improve healthy lifestyles,
and where outliers appear, gives clues for possible treatments.
Prior studies have typically isolated data challenges of single
disease datasets, however, to establish a truly healthy lifestyle
the predictive feature power of many diseases is more useful.
We discuss the 4 most common data challenges in health
surveys and propose a novel approach to the selection of
features to optimize a multi-label classifier of diabetes and
30 types of cancer, to establish a total healthy lifestyle.
A novel knowledge graph is constructed from the text of
health survey questions and used to determine the weight
of feature relationships based on World Health Organization
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(WHO) ICD codes, to prioritize selection. The results of our
study demonstrate that our knowledge of graph-based feature
selection, when applied to several machine learning and deep
learning multi-label classifiers, improves precision, recall, and
F1 score.

Six known cancer types positively correlate to diabetes
diagnosis. Diabetes is known to increase the risks of pancre-
atic, liver, colorectal, breast, endometrial, and bladder cancer
diagnosis and outcomes. The study highlights that the char-
acteristics of diabetes, including high blood sugar and insulin
levels, and inflammation are also known risk factors for cancer
cells to proliferate, grow, and metastasize. This understanding
can help patients determine their cancer risk as being a combi-
nation of exposure to risk factors that specifically trigger DNA
damage, and secondly create inflammation in the human body
that promotes cancer cells to thrive. Alternatively, diabetes
decreases the risk of prostate cancer, further understanding
of this negative correlation can potentially assist with prostate
cancer treatment or prevention.

There exists an abundance of research papers that aim to
solve data challenge scenarios in the Feature Engineering
for Cancer Data Modeling analysis of health survey data,
but rarely presented is a framework designed to address the
many combined challenges. An exception to this trend is the
multiple contributions of other researchers, who propose a
novel feature selection approach to handling high dimensional
imbalanced class data and designing a classifier to address
the issue of data nonlinearity. A shortcoming of this paper
is the preparation of a dataset that most likely will contain
samples with features consisting of missing values. The study
concluded that outliers were a challenge, yet this additional
scenario was to be handled.

This research proposal seeks to take a holistic approach
to the classification of cancer, addressing all data challenges
presented in the world’s largest annual health survey, and
attempting to create a multi-label classifier of up to 30
individual cancer subtypes, multiple cancer occurrences, and
their association with diabetes.

PRIVACY PRESERVING GRAPH MACHINE LEARNING

Olatunji Iyiola Emmanuel
iyiola olatunji@yahoo.com

Leibniz Universität Hannover, Germany

MOST real-world data can be represented as graphs, cap-
turing intricate relationships and dependencies among

entities. This unique characteristics of graphs makes them
applicable in various domains. A special family of machine
learning models called graph neural networks (GNNs) are
specially designed to handle graph data. In recent years, the
widespread adoption of GNNs has revolutionized various an-
alytical tasks involving graph data, such as node classification
and link prediction. However, concerns regarding the privacy
vulnerabilities of these models have emerged, particularly in
sensitive domains like healthcare, finance and recommender
systems. This thesis explores the privacy implications of GNNs

through a multi-faceted analysis encompassing several attacks,
defense strategies and privacy-preserving frameworks.

The first investigation focuses on the susceptibility of GNNs
to membership inference attacks. We propose several attacks
and defenses to effectively mitigate these attacks while mini-
mizing the impact on model performance. Our findings reveal
that structural information rather than overfitting is the primary
contributor to information leakage.

Subsequently, we propose a novel privacy-preserving frame-
work, \pkg, leveraging knowledge distillation and two noise
mechanisms, random subsampling, and noisy labeling to pri-
vately release GNN models while providing rigorous privacy
guarantees. The theoretical analysis within the Rényi differen-
tial privacy framework is accompanied by empirical validation
against baseline methods. We also show that our privately re-
leased GNN model is robust to membership inference attacks.

Furthermore, since model explanations have become a desir-
able outcome of modern machine learning models, we explore
the privacy risks involved in releasing model explanations from
GNNs. Specifically, we study the interplay between privacy
and interpretability in GNNs through graph reconstruction
attacks. We demonstrate how model explanations can facil-
itate the reconstruction of sensitive graph structures. Various
attack strategies are evaluated based on auxiliary information
available to adversaries, with a proposed defense employing
randomized response mechanisms to mitigate privacy leakage.

Lastly, we develop attacks to systematically study the in-
formation leakage from latent representation in graph and
tabular input data domains. We reveal the susceptibility of
latent space representation learning to privacy attacks that
reconstruct original input with high accuracy. Furthermore, we
utilize these attacks as privacy auditors to evaluate the privacy
guarantees of differentially private models on both graph and
tabular data, providing valuable insights into the privacy risks
associated with releasing latent space representations.

By comprehensively addressing these privacy challenges,
this thesis contributes to a deeper understanding of the privacy
implications of GNNs and provides practical insights into
enhancing their privacy-preserving capabilities in real-world
applications.

Link to the official soft-copy version:
https://www.repo.uni-hannover.de/handle/123456789/18093

Website: https://iyempissy.github.io

TOWARDS SELF-CONSISTENT EXPLANATION FOR MENTAL
STATUS COMPUTATION

Xiaohua Wu
xhwu@whut.edu.cn

Wuhan University of Technology, China

MENTAL status is an important psychological characteris-
tic, representing an individual’s experience of a particu-

lar moment, situation, or condition. Computing an individual’s
mental status can play a significant role in the fields of
education, security, human resource management, psychiatric
diagnosis, and social decision-making. The current dominant
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approaches are regression-based and conventional machine
learning-based (ML) methods, often applied to data collected
from online question- answering communities. While these
methods have achieved acceptable prediction performance
with strong interpretability, their modeling ability is limited,
making it challenging to extract key factors of mental status
in the era of large-scale social media data. Previous work
has demonstrated the effectiveness of deep learning in mental
status computation. However, deep learning-based approaches
are commonly considered a “black box” due to their lack
of interpretability, which restricts their use in critical areas
such as psychiatric diagnosis, security, and socially assisted
decision-making.

In this thesis, we propose a self-consistent explanation for
mental status computation and focus on the following three
problems. The first topic explores how to quantitatively explain
the factors involved in mental status computation. Current
explainable methods often overlook factor interactions and
struggle to quantify each factor’s contribution. In response, we
employ Shapley value, a post-hoc explanation method based
on cooperative game theory with strong theoretical support

for quantifying factor contributions. Additionally, a post-hoc
explanation method combining multi-factor interaction is de-
signed.

The second topic addresses how to achieve self-consistent
explanation results across different models when model-
agnostic explanation methods are used to calculate factor
explanations. This self-consistency is of benefit to trustwor-
thy decision-making. We propose a multi-model joint factor
contribution computation method to obtain consistent inter-
pretation results, which in turn guides model training, leading
to significant improvements in mental status computation.

Finally, we identify potential problems with the Shapley
value, particularly in the construction of samples that are
unlikely to appear simultaneously in real-world applications
due to random bias. To address this, we propose an optimized
Shapley value that removes contained pseudo-factor samples
based on co-occurrence and mutual exclusion constraints. This
enhancement improves both the computational efficiency of
the explanation method and the consistency of the explanation
results with real-world scenarios.
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RELATED CONFERENCES, CALL FOR 

PAPERS/PARTICIPANTS 

WI-IAT 2025 
The 24th IEEE/WIC International Conference 

on Web Intelligence and Intelligent Agent 
Technology 

London, United Kingdom 
November 15-18, 2025 

TBA 

The International Conference on Web 
Intelligence and Intelligent Agent Technology 
(WI-IAT), for some time the International 
Conference on Web Intelligence (WI)1), the 
co-located International Conference on Web 
Intelligence (WI) and International Conference 
on Intelligent Agent Technology (IAT), and 
initially the Asia-Pacific Conference on Web 
Intelligence (WI) and the Asia-Pacific 
Conference on Intelligent Agent Technology 
(IAT), aims to achieve a multi-disciplinary 
balance between research advances in theories 
and methods usually associated with Collective 
Intelligence, Data Science, Human-Centric 
Computing, Knowledge Management, and 
Network Science. It is committed to addressing 
research that both deepen the understanding of 
computational, logical, cognitive, physical, and 
social foundations of the future Web, and enable 
the development and application of technologies 
based on Web intelligence. 

WI-IAT is mainly sponsored by the Web 
Intelligence Consortium (WI), the Institute of 
Electrical and Electronics Engineers (IEEE 
Computer Society, Technical Community on 
Intelligence Informatics; since 2003), and 
previously by the Association for Computing 
Machinery (ACM Special Interest Group on 
Artificial Intelligence; 2013-2022) 

The 2025 IEEE/WIC International Conference 
on Web Intelligence and Intelligent Agent 
Technology (WI-IAT'25) provides a premier 
international forum to bring together researchers 
and practitioners from diverse fields for 
presentation of original research results, as well 

as exchange and dissemination of innovative and 
practical development experiences on Web 
intelligence and intelligent agent technology 
research and applications. Academia, 
professionals and industry people can exchange 
their ideas, findings and strategies in deepening 
the understanding of all Web's entities, 
phenomena, and developments in utilizing the 
power of human brains and man-made networks 
to create a better world and intelligent societies. 
WI-IAT aims to achieve a multi-disciplinary 
balance between research advances in theories 
and methods usually associated with collective 
intelligence, data science, human-centric 
computing, knowledge management, network 
science, autonomous agents and multi-agent 
systems.  

This year’s conference will take place in London, 
United Kingdom on November 15-18, 2025. The 
conference theme, host and program will be 
announced soon. Please check for the conference 
website when it goes online for further 
information about the program, venue and 
attendance. 

_____________________ 

IEEE ICDM 2025 
The 25th IEEE International Conference on 

Data Mining 
Washington DC, USA  
November 12-15, 2025 

https://www3.cs.stonybrook.edu/~icdm2025/ 

The IEEE International Conference on Data 
Mining (ICDM) has established itself as the 
world’s premier research conference in data 
mining. It provides an international forum for 
sharing original research results, as well as 
exchanging and disseminating innovative and 
practical development experiences. The 
conference covers all aspects of data mining, 
including algorithms, software, systems, and 
applications. ICDM draws researchers, 
application developers, and practitioners from a 
wide range of data mining related areas such as 
big data, deep learning, pattern recognition, 
statistical and machine learning, databases, data 
warehousing, data visualization, 
knowledge-based systems, high-performance 
computing, and large models. By promoting 
novel, high-quality research findings, and 

innovative solutions to challenging data mining 
problems, the conference seeks to advance the 
state-of-the-art in data mining. 

Topics of interest at this year’s conference 
include, but are not limited to: foundations, 
algorithms, models and theory of data mining, 
including big data mining; deep learning and 
statistical methods for data mining; mining from 
heterogeneous data sources, including text, 
semi-structured, spatio-temporal, streaming, 
graph, web, and multimedia data; data mining 
systems and platforms, and their efficiency, 
scalability, security and privacy; data mining for 
modelling, visualization, personalization, and 
recommendation; data mining for cyber-physical 
systems and complex, time-evolving networks; 
and applications of data mining in social 
sciences, physical sciences, engineering, life 
sciences, web, marketing, finance, precision 
medicine, health informatics, and other domains. 
ICDM 2025 also encourages submissions in 
emerging topics of high importance such as 
ethical data analytics, automated data analytics, 
data-driven reasoning, interpretable modeling, 
modeling with evolving environments, 
multi-modal data mining, and heterogeneous 
data integration and mining.  

Authors are invited to submit original papers, 
which have not been published elsewhere and 
which are not currently under consideration for 
another journal, conference or workshop. Paper 
submissions should be limited to a maximum of 
ten (10) pages, in the IEEE 2-column format 
(https://www.ieee.org/conferences/publishing/te
mplates.html), including the bibliography and 
any appendices. Submissions longer than 10 
pages will be rejected without review. All 
submissions will be triple-blind reviewed by the 
Program Committee based on technical quality, 
relevance to the scope of the conference, 
originality, significance, and clarity. Please see 
the conference website for more information 
about the triple-blind review process. 

The current call for full papers has a submission 
deadline of June 6, 2025. All submission 
deadlines are end-of-day in the Anywhere on 
Earth (AoE) time zone. Authors will be notified 
on August 25, 2025. Manuscripts must be 
submitted electronically through the online 

TCII Sponsored 
Conferences 
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submission system on the conference website. 

ICDM is a premier forum for presenting and 
discussing current research in data mining. 
Therefore, at least one author of each accepted 
paper must complete the conference registration 
and present the paper at the conference, in order 
for the paper to be included in the proceedings 
and program. This year’s conference is located in 
Washington DC, USA. Please check the 
conference website regularly for updates about 
registration and submission guidelines. For 
queries regarding ICDM 2025, please 
contact icdm2025chairs@gmail.com 

_____________________ 

ICHI 2025 
The 13th IEEE International Conference on 

Healthcare Informatics 
Rende, Cosenza, Italy 

June 18-21, 2025 
https://events.dimes.unical.it/ichi2025/ 

ICHI 2025 is a premier community forum 
concerned with the application of computer 
science, information science, data science, and 
informatics principles, as well as information 
technology, and communication science and 
technology to address problems and support 
research in healthcare, medicine, life science, 
public health, and everyday wellness. The 
conference highlights the most novel technical 
contributions to stakeholder-centered technology 
innovation for benefiting human health and the 
related social and ethical implications. ICHI 
2025 will feature keynotes, a multi-track 
technical program including papers, posters, 
panels, workshops, tutorials, an industrial track, 
and a doctoral consortium. 

IEEE-ICHI is dedicated to advancing areas such 
as artificial intelligence (AI), machine learning 
(ML), foundational principles of computer and 
information sciences and technology, 
communication technology to address challenges 
and problems in healthcare, and everyday 
wellness. Journal of Healthcare Informatics 
Research highlights novel, cutting-edge 
contributions in computing for the healthcare 
informatics research community. It covers three 
major tracks: Analytics, focusing on advancing 
AI/ML-based decision support, generative AI, 
data analytics, knowledge discovery, and 
predictive modeling for healthcare research; 
Systems, focusing on building and deploying 
novel healthcare informatics systems (e.g., 
architecture, framework, design, engineering, 
and application); and Human factors 

(Human-centered Computing), focusing on 
intelligent communication with healthcare 
stakeholders (e.g., doctors, nurses, and patients), 
adaptive interface design for healthcare systems, 
user experiences of healthcare informatics 
applications, and understanding and motivating 
health behavior. By addressing these areas, 
IEEE-ICHI aims to bridge the gap between 
healthcare and information technology, fostering 
interdisciplinary collaboration and development 
of novel methods to improve patient outcomes 
and public health. 

When submitting papers, the authors must select 
a track that is most appropriate for their 
submission. For example, a paper on information 
systems for healthcare delivery can be submitted 
to either the Systems track, or the Human 
Factors track, depending on the focus of the 
work. Before a submission is sent to the 
reviewers, the program chairs will also perform 
an assessment to determine the best fit for the 
submission. The conference will accept both 
regular and short papers. Regular papers (8-10 
pages, references not counted towards the page 
limit) must describe mature ideas, where a 
substantial amount of implementation, 
experimentation, or data collection and analysis 
has been completed. 

Short papers (4-6 pages, excluding references) 
will describe innovative ideas, where preliminary 
implementation and validation work have been 
conducted. ICHI uses double-blind reviewing for 
full and short papers, submissions should 
therefore be anonymized and all references and 
links disclosing the authorship should be blinded 
appropriately. Please check the conference 
webpage for the link to the submission site. In 
the current call for papers, the regular 
submission deadline for long and short papers is 
January 7, 2025. The notification of acceptance 
to authors will be March 13, 2025, with 
camera-ready copies due by Mar 28th, 2025. All 
paper submissions must adhere to the IEEE 
Proceedings Format. 

For publication opportunities as posters, demos, 
or in the industry track, for workshops, tutorials, 
and the doctoral consortium see the respective 
other calls. The campus of UniCal (University of 
Calabria) and the conference center “Beniamino 
Andreatta” inside the UniCal campus will host 
the IEEE ICHI 2025 conference. Most hotels are 
located within a walking distance (3-4 minutes) 
from the Rende train station. Please check the 
conference website regularly for registration 
information. 

_____________________ 

IEEE BigData 2025 
The 2025 IEEE International Conference on 

Big Data 
Macau, China 

December 8-11, 2025 
https://bigdataieee.org/BigData2025/index.html 

In recent years, “Big Data” has become a new 
ubiquitous term. Big Data is transforming 
science, engineering, medicine, healthcare, 
finance, business, and ultimately our society 
itself. The IEEE Big Data conference series 
started in 2013 has established itself as the top 
tier research conference in Big Data. The 2025 
IEEE International Conference on Big Data 
(IEEE BigData 2025) will continue the success 
of the previous IEEE Big Data conferences. It 
will provide a leading forum for disseminating 
the latest results in Big Data Research, 
Development, and Applications. 

IEEE BigData 2025 will solicit high-quality 
original research papers (and significant 
work-in-progress papers) in any aspect of Big 
Data with emphasis on 5Vs (Volume, Velocity, 
Variety, Value and Veracity), including the Big 
Data challenges in scientific and engineering, 
social, sensor/IoT/IoE, and multimedia (audio, 
video, image, etc.) big data systems and 
applications. Topics of interest for prospective 
include (but are not limited to) Big Data Science 
and Foundations; Big Data Infrastructure; Big 
Data Management; Big Data Search and Mining; 
Big Data Learning and Analytics; Data 
Ecosystem; Foundation Models for Big Data, 
and Big Data Applications. Each topic has a 
number of sub-themes and sub-topics relevant to 
Big Data research and industry. Please check the 
Call for Papers section of the website for the full 
list. 

This year’s Industrial Track solicits papers 
describing implementations of Big Data 
solutions relevant to industrial settings. The 
focus of the industry track is on papers that 
address the practical, applied, or pragmatic or 
new research challenge issues related to the use 
of Big Data in industry. A Government Track 
welcomes papers discussing the usefulness and 
need for publicly-contribution big data and open 
data and their use. Specifically, data utilization 
scenarios, needs analysis, data utilization 
obstacle analysis and solutions, data integration 
processes, interfaces as data utilization solutions, 
visualization, use cases, evidence-based policy 
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making, building an ecosystem for solving social 
issues, analyzing their cases, comparing 
international and regional differences, and 
conducting comparative surveys before and after 
specific events (like Covid-19). Other big data 
solutions related to national and local 
governments, and public services are also 
welcome. For each track, either an extended 
abstract (2-4 pages) or a full-length paper (up to 
10 pages) should be submitted through the online 
submission page (Industrial & Government 
Track dedicated page) 

The deadline for electronic submission of full 
papers is August 31, 2025. Notification of paper 
acceptance is on October 25, and camera-ready 
versions for accepted papers are on Nov. 15, 
2025. Full papers should be formatted to IEEE 
Computer Society Proceedings Manuscript 
Formatting Guidelines (see link to "formatting 
instructions" on the conference website). A full 
paper is up to 10-page IEEE 2-column format, 
with reference pages counted in the 10 pages. 
Papers must be submitted through the online 
submission system on the conference website. 

The conference will be held in Macau, China. 
Please refer to the website for announcements, 
details and registration for IEEE BigData 2025.  

_____________________ 

IEEE ICKG 2025 
The 16th IEEE International Conference on 

Knowledge Graphs (ICKG) 
Limassol, Cyprus 

December 12-13, 2025 
https://cyprusconferences.org/ickg2025/ 

The annual IEEE International Conference on 
Knowledge Graph (ICKG) provides a premier 
international forum for presentation of original 
research results in knowledge discovery and 
graph learning, discussion of opportunities and 
challenges, as well as exchange and 
dissemination of innovative, practical 
development experiences. The conference covers 
all aspects of knowledge discovery from data, 
with a strong focus on graph learning and 
knowledge graph, including algorithms, software, 
platforms. ICKG 2025 intends to draw 
researchers and application developers from a 
wide range of areas such as knowledge 
engineering, representation learning, big data 
analytics, statistics, machine learning, pattern 
recognition, data mining, knowledge 
visualization, high performance computing, and 
World Wide Web etc. By promoting novel, high 
quality research findings, and innovative 

solutions to address challenges in handling all 
aspects of learning from data with dependency 
relationship. 

All accepted papers will be published in the 
conference proceedings by the IEEE Computer 
Society. Awards, including Best Paper, Best 
Paper Runner up, Best Student Paper, Best 
Student Paper Runner up, will be conferred at the 
conference, with a check and a certificate for 
each award. The conference also features a 
survey track to accept survey papers reviewing 
recent studies in all aspects of knowledge 
discovery and graph learning. At least five high 
quality papers will be invited for a special issue 
of the Knowledge and Information Systems 
Journal, in an expanded and revised form. In 
addition, at least eight quality papers will be 
invited for a special issue of Data Intelligence 
Journal in an expanded and revised form with at 
least 30% difference. 

ICKG 2025 is looking for papers around topics 
that include (but are not limited to): foundations, 
algorithms, models, and theory of knowledge 
discovery and graph learning; knowledge 
engineering with big data; machine learning, 
data mining, and statistical methods for data 
science and engineering; acquisition, 
representation and evolution of fragmented 
knowledge; fragmented knowledge modeling and 
online learning; knowledge graphs and 
knowledge maps; graph learning security, 
privacy, fairness, and trust; interpretation, rule, 
and relationship discovery in graph learning; 
geospatial and temporal knowledge discovery 
and graph learning; ontologies and reasoning; 
topology and fusion on fragmented knowledge; 
visualization, personalization, and 
recommendation of Knowledge Graph navigation 
and interaction; Knowledge Graph systems and 
platforms, and their efficiency, scalability, and 
privacy; applications and services of knowledge 
discovery and graph learning in all domains 
including web, medicine, education, healthcare, 
and business; big knowledge systems and 
applications; crowdsourcing, deep learning and 
edge computing for graph mining; large language 
models and applications; open source platforms 
and systems supporting knowledge and graph 
learning; datasets and benchmarks for graphs; 
neurosymbolic & hybrid AI systems; and Graph 
Retrieval Augmented Generation.  

The conference will also include a survey track 
for papers reviewing recent study in aspects of 
knowledge discovery and graph learning. In 
addition, there are special tracks for each of the 

following topics: 01 - KGC and Knowledge 
Graph Building; 02 - KR and KG Reasoning; 03 
- KG and Large Language Model; 04 - GNN and
Graph Learning; 05 - QA and Graph Database;
06 - KG and Multi-modal Learning; 07 - KG and 
Knowledge Fusion; and 08 - Industry and
Applications.

Paper submissions should be no longer than 8 
pages, in the IEEE 2-column format, including 
the bibliography and any possible appendices. 
Submissions longer than 8 pages will be rejected 
without review. All submissions will be reviewed 
by the Program Committee based on technical 
quality, originality, significance, and clarity. 
Please see the Call for Papers section on the 
conference website for important information 
about submission requirements for the survey 
and special tracks. 

Manuscripts must be submitted electronically in 
the online submission system. No email 
submission is accepted. To help ensure correct 
formatting, please use the style files for U.S. 
Letter as template for your submission. These 
include LaTeX and Word. The submission 
deadline for abstract and full paper is July 15, 
2025 (AoE). Notification for 
acceptance/rejection is September 15, 2025, with 
camera-ready deadline and copyright forms on 
October 15, 2025.  

This year, ICKG 2025 will be held at The St. 
Raphael Resort in Limassol, Cyprus. Special 
rates have been secured at a number of different 
budget hotels for conference participants (please 
check the Accommodation page on the 
conference website to book via the online 
registration system). The early registration 
deadline is October 29, 2025. For information 
about the program and registration, please 
regularly check the conference website for 
updates.  

AAMAS 2025 
The 24th International Conference on 

Autonomous Agents and Multi-Agent Systems 
Detroit, Michigan, USA 

May 19-23, 2025 
https://aamas2025.org/ 

Autonomous Agents and Multiagent Systems 
(AAMAS) is the largest and most influential 
conference in the area of agents and multiagent 
systems, bringing together researchers and 
practitioners in all areas of agent technology and 

Related Conferences
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providing and internationally renowned 
high-profile forum for publishing and finding out 
about the latest developments in the field. 
AAMAS is the flagship conference of the 
non-profit International Foundation for 
Autonomous Agents and Multiagent Systems 
(IFAAMAS). 

AAMAS 2025 welcomes the submission of 
technical papers describing significant and 
original research on all aspects of the theory and 
practice of autonomous agents and multiagent 
systems. Papers will be associated with one of 
the following areas of interest: Learning and 
Adaptation (LEARN); Game Theory and 
Economic Paradigms (GTEP); Coordination, 
Organizations, Institutions, Norms, and Ethics 
(COINE); Search, Optimization, Planning, and 
Scheduling (SOPS); Representation, Perception, 
and Reasoning (RPR); Engineering and Analysis 
of Multiagent Systems (EMAS); Modeling and 
Simulation of Societies (SIM); Human-Agent 
Interaction (HAI); Robotics and Control 
(ROBOT); or Innovative Applications (IA).  

In addition to the main track, AAMAS 2025 will 
feature four special tracks: the AAAI 
Resubmissions Track, the Blue Sky Ideas Track, 
the JAAMAS Track, and the Demo Track, each 
with a separate Call for Papers. The focus of the 
Blue Sky Ideas Track is on visionary ideas, 
long-term challenges, new research opportunities, 
and controversial debate. The JAAMAS Track 
offers authors of papers recently published in the 
journal Autonomous Agents and Multiagent 
Systems (JAAMAS) that have not previously 
appeared as full papers in an archival conference 
the opportunity to present their work at AAMAS 
2025. The Demo Track, finally, allows 
participants from both academia and industry to 
showcase their latest developments in 
agent-based and robotic systems. 

PhD students working in the broad research areas 
served by AAMAS are invited to take part in the 
Doctoral Consortium (DC) of AAMAS 2025. 
Each accepted student will be matched with an 
established researcher from the community who 
will act as the student’s mentor. Accepted 
students will also have the opportunity to present 
their work to their peers and senior members of 
the community attending. The program will be 
completed with an informal lunch for 
participating students and mentors as well as a 
panel discussion focusing on questions of career 
management. The DC is specifically intended for 
PhD students who already have a concrete 
research proposal and preliminary results, but 

who still have sufficient time before the 
completion of their dissertation so as to be able 
to benefit from the DC experience. The deadline 
for abstracts to the doctoral consortium is 
January 17, 2025, and the submission deadline is 
January 22.  

AAMAS 2025 will feature tutorials and 
workshops immediately before the main 
conference, with these events running on May 
19-20. Tutorials are half-day and in-person,
covering areas aligned with the topics of the
main track. A list of accepted workshops is
available on the conference website, with links to 
websites provided by the facilitators that contain 
further information about each workshop
provided.

This year’s venue is the Detroit Marriott at the 
Renaissance Center, Michigan USA. 
Submissions for papers were due October 16, 
2024, last year and authors were notified on 
December 23, 2024.  Camera-ready papers are 
due on February 21, 2025. Registration opens 
January 2025. For information about Visas, 
accommodation and the venue, please visit the 
conference website. 

___________________ 

AAAI 2025 
The 39th Annual AAAI Conference on 

Artificial Intelligence 
Philadelphia, Pennsylvania, USA February 

25-March 4, 2025
https://aaai.org/conference/aaai/aaai-25/ 

The purpose of the AAAI conference series is to 
promote research in Artificial Intelligence (AI) 
and foster scientific exchange between 
researchers, practitioners, scientists, students, 
and engineers across the entirety of AI and its 
affiliated disciplines. AAAI-25 is the 
Thirty-Ninth AAAI Conference on Artificial 
Intelligence. As with AAAI-24, the theme of this 
conference is to create collaborative bridges 
within and beyond AI. In addition to the bridge 
theme, we emphasize the importance of AI for 
social impact and responsible AI. Like the AAAI 
2024 conference, AAAI-25 will feature technical 
paper presentations, special tracks, invited 
speakers, workshops, tutorials, poster sessions, 
senior member presentations, competitions, and 
exhibition programs, and two other activities: a 
Bridge Program and a Lab Program. Many of 
these activities are tailored to the theme of 
bridges and are selected according to the highest 
standards, with additional programs for students 

and young researchers. 

AAAI-25 welcomes submissions reporting 
research that advances artificial intelligence, 
broadly conceived. The conference scope 
includes machine learning, natural language 
processing, computer vision, data mining, 
multiagent systems, knowledge representation, 
human-in-the-loop AI, search, planning, 
reasoning, robotics and perception, and ethics. In 
addition to fundamental work focused on any one 
of these areas, the conference expressly 
encourages work that cuts across technical areas 
of AI (e.g., machine learning and computer 
vision; computer vision and natural language 
processing; or machine learning and planning), 
bridges between AI and a related research area 
(e.g., neuroscience; cognitive science), or 
develops AI techniques in the context of 
important application domains, such as 
healthcare, sustainability, transportation, and 
commerce. 

This year’s conference has three technical tracks: 
Main Track, AI for Social Impact, and AI 
Alignment. As with previous years, the AI for 
Social Impact track emphasizes the fit between 
the techniques used and a problem of social 
importance, rather than simply rewarding 
technical novelty. This year, AAAI-25 will 
introduce a special track on AI alignment.  This 
track is motivated by the fact that as we begin to 
build more and more capable AI systems, it 
becomes crucial to ensure that the goals and 
actions of such systems are aligned with human 
values.  To accomplish this, we need to 
understand the risks of these systems and 
research methods to mitigate these risks. 

There will be several pre-conference programs 
on before the main technical. On February 25, 
there will be the tutorial and lab forum, the 
bridge program and the AAAI/SIGAI Doctoral 
Consortium. These events will also occur on 
February 26, along with the Science 
Communication for AI Researchers tutorial and 
the Undergraduate consortium. There will be 
Post-Conference Ancillary Programs on March 
3-4. This year, AAAI is continuing its invited
speaker program, highlighting AI researchers
who have just begun careers as new faculty
members or the equivalent in industry. New
Faculty Highlight talks will be allotted 30 
minutes each; the aim for these talks is to broadly
survey the candidate’s research to date. Several
talks will be released online and publicized each
day of the AAAI conference, following which
they will be available archivally as part of the
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conference program. Invited speakers will be 
further invited to contribute an article to a 
corresponding series in AI Magazine. 

AAAI-25 registration is now open. At least one 
author is required to present that paper in person 
and therefore register for the conference at the 
in-person rate. All presentations must be done 
in-person. There will be no remote presentation 
option. The conference will be held at the 
Pennsylvania Convention Center. Please refer to 
the AAAI-25 conference website for the full list 
of events and programs, as well as important 
information about travel, accommodation, and 
registration.  

___________________ 

SDM25 
The 2025 SIAM International Conference on 

Data Mining 
Alexandria Virginia, USA 

May 1-3, 2025 
https://www.siam.org/conferences-events/siam-c

onferences/sdm25/ 

The SIAM International Conference on Data 
Mining (SDM25) invites submissions of 
high-quality research papers that present original 
results on data mining algorithms and their 
applications. Data mining is a core process 
within computing and statistics, aimed at 
discovering valuable knowledge from data. This 
field has significant applications across various 
domains including science, engineering, 
healthcare, business, and medicine. Datasets in 
these fields are typically large, complex, and 
noisy, necessitating sophisticated, 
high-performance analysis techniques grounded 
in sound theoretical and statistical principles. 
SDM25 provides a venue for researchers who are 
addressing these problems to present their work 
in a peer-reviewed forum. It also provides an 
ideal setting for graduate students to network and 
get feedback for their work (as part of the 
doctoral forum) and everyone new to the field to 
learn about cutting-edge research by hearing 
outstanding invited speakers and attending 
presentations, tutorials and a number of focused 
workshops. The proceedings of the conference 
are published in archival form and are also made 
available on the SIAM website. 

SDM24 has three main themes: Methods and 
Algorithms, Applications of Data Mining, and 
Human Factors and Social Issues. Each of these 
main themes has a broad number of relevant 
sub-topics, including but not limited to areas 

such as machine learning, data analytics, data 
mining, data science, IoT, ethics, and privacy, 
across different fields and applications. Please 
see the conference website for a list of topics.  

This year’s conference will include special events, 
such as the IBM Early Career Data Mining 
Research Award, which seeks to recognize one 
individual (no runner up/ honorable mention) 
who has made outstanding, influential, and 
lasting contributions in the field of data analysis, 
and the SDM Doctoral Forum. The SDM 
doctoral forum will be held in a plenary poster 
session alongside posters from the main 
conference, allowing for an interesting cross 
fertilization of ideas. SDM25 will hold 
minitutorials concurrently with conference 
minisymposia, providing focused, hands-on 
learning from experts in their fields. The list of 
minitutorials running this year are provided on 
the conference website. Alongside these, there 
are several workshops at this year’s conference 
include AI for Time Series Analysis: Theory, 
Algorithms, and Applications; the 3rd Data 
Science for Smart Manufacturing and Healthcare 
Workshop, and the Second Workshop on 
Metacognitive Prediction of AI Behavior. The 
online program schedule, speaker index and list 
of invited presentations will be posted on the 
conference website soon. 

The early registration deadline for SDM25 is 
April 3, 2025. SIAM offers conference support 
for all students in good standing as well as early 
career participants who are affiliated with U.S. 
institutions. The Travel Fund deadline is 
February 3, 2025. SDM25 will be held at the 
Westin Alexandria Old Town Hotel in Alexandria 
Virginia, USA. Please check the conference 
website regularly for further updates about 
registration, travel and accommodation. 

_________________ 

IJCAI 2025 
The 34th International Joint Conference on 

Artificial Intelligence 
Montreal, Canada 

 August 16-22, 2025 
https://2025.ijcai.org/ 

The International Joint Conferences on Artificial 
Intelligence, IJCAI, is the most prestigious 
international gathering of Artificial Intelligence 
researchers. Every year IJCAI is held in a 
different country jointly sponsored by the IJCAI 
organization and the national AI society of the 
host nation. Since its founding in 1969, IJCAI 

has been the premier conference for the global 
AI community, fostering the exchange of 
groundbreaking advancements and achievements 
in artificial intelligence research. 

IJCAI 2025 invites submissions for the 34th 
International Joint Conference on Artificial 
Intelligence (IJCAI), scheduled to take place in 
Montreal, Canada, from August 16 to August 22, 
2025. To support authors who may experience 
difficulties obtaining Canadian visas, a satellite 
event will be hosted in Guangzhou, China, from 
August 28 to August 31, 2025. In addition to the 
main track, authors will be able to submit papers 
to four special tracks (AI for Social Good, AI and 
Arts, Human-Centred AI, and AI Enabling 
Critical Technologies), as well as the survey 
track; these tracks will post their calls for papers 
later this year, and their deadlines, procedures 
and policies may differ from each other. 

Submissions to IJCAI 2025 should report 
significant, original, and previously unpublished 
results on any aspect of artificial intelligence. 
Papers on novel AI research problems, AI 
techniques for novel application domains, and 
papers that cross discipline boundaries within AI 
are especially encouraged. A selection of 
distinguished papers submitted to IJCAI 2025 
will be invited for expedited reviewing and 
publication in the Artificial Intelligence Journal 
(AIJ) or the Journal of Artificial Intelligence 
Research (JAIR). The abstract submission 
deadline is January 16, 2025, and the author 
information and full paper submission deadline 
is January 23, 2025.  

IJCAI 2025 is now inviting submissions of 
proposals for workshops, held immediately 
before the main conference on August 16-18. The 
aim of the workshop program is to provide a 
structured setting for the discussion of 
specialized technical topics, and the format of 
proposed workshops should be designed to 
promote an active exchange of ideas between 
attendees. Workshops can vary in length from 
half a day to two days. All workshops must be 
held fully in-person according to IJCAI’s policy. 
The deadline for workshop proposal submissions 
is February 4, 2025 with acceptance notifications 
on March 4, 2025.  

IJCAI 2025 invites proposals for the Tutorial 
Track. Tutorials will be held immediately before 
the technical conference. Tutorial attendance is 
complimentary for all IJCAI 2025 conference 
registrants; those not registered for the main 
conference can access the tutorials by paying a 
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tutorial registration fee. Tutorial topics should 
serve an objective around AI areas or research 
(see the conference website for a full list of 
suggested topics). The submission deadline for 
tutorial proposals is March 28, 2025, with 
acceptance notification on April 18, 2025.  

This year, the IJCAI 2025 Art Gallery is calling 
for groundbreaking artworks that explore the 
paradox of artificial intelligence, robotics, and 
data-driven governance. IJCAI 2025 welcome 
submissions that critically engage these themes 
through AI, robotics, augmented reality, virtual 
reality, and beyond. All works must incorporate 
AI in their creation process—whether through AI 
generative tools, AI-assisted techniques, or by 
featuring AI or robotics as integral components 
of the artwork. The submission form deadline for 
artworks is February 11, 2025. Please carefully 
follow instructions for artwork submissions on 
the Art Gallery webpage on the conference 
website.  

The conference is also inviting proposals for 
Competitions and Challenges of IJCAI 2025. 
The competitions and challenges can be on any 
topic of interest to the Artificial Intelligence (AI) 
community. The submission deadline for these is 
March 18, 2025.  

Please see the conference website for information 
about all events, submission deadlines and the 
submission process. Review the conference 
website regularly for updates about the program 
and registration when details become available.   
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