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I. INTRODUCTION

The Intelligent Systems for Predictive
Information Retrieval and Data Mod-
eling (INSPIRE) Lab at Wilfrid Lau-
rier University is dedicated to advancing
the fields of information retrieval (IR),
machine learning (ML), and large lan-
guage models (LLMs) through cutting-
edge research and innovation. The lab
focuses on developing new algorithms,
models, and techniques to enhance how
information is processed, understood,
and retrieved across diverse domains.
By integrating modern machine learning
approaches and LLMs with traditional
IR methods, the lab seeks to improve
the accuracy, efficiency, and relevance
of search and recommendation systems.
Research at the lab includes the appli-
cation of natural language processing
(NLP), deep learning, and large-scale
data analytics to tackle real-world chal-
lenges in information retrieval, person-
alization, and knowledge discovery. The
lab explores the potential of LLMs in ad-
vancing tasks like semantic search, ques-
tion answering, and content generation.
With a collaborative environment, the
lab fosters interdisciplinary research and
supports the development of advanced
technologies that impact fields such as
search engines, e-commerce platforms,
and recommender systems.

II. RESEARCH AREAS

The INSPIRE Lab at Wilfrid Laurier
University focuses on a broad range of
research areas that combine information
retrieval (IR), machine learning (ML),
recommender systems, and large lan-
guage models (LLMs). Some of the key
research areas include:

• Probabilistic Models for Informa-
tion Retrieval: This research ex-
plores the application and enhance-
ment of probabilistic frameworks in

information retrieval (IR), focusing
on the development of models that
assess the likelihood of document
relevance.

• Personalized Information Retrieval
Techniques: This area investigates
methods for adapting IR systems to
individual user needs by incorporat-
ing user profiles, preferences, and
contextual information.

• Graph-Based Approaches in In-
formation Retrieval: Focused on
leveraging graph theory and net-
work structures to enhance IR sys-
tems, this research examines how to
model and exploit the relationships
between documents, queries, and
users.

• Deep Learning for Textual Data
Analysis: This research explores
the application of advanced deep
learning techniques for analyzing
unstructured textual data. We in-
vestigate the use of neural net-
works, including CNNs, RNNs,
and transformer-based models like
BERT, to extract semantic features
and improve the retrieval of rel-
evant documents from large-scale
corpora.

• Representation Learning for Tex-
tual Data: This research focuses
on the development of robust em-
bedding methods for textual data
to better capture semantic relation-
ships within language. We investi-
gate approaches such as contextual
embeddings (BERT, GPT) to im-
prove the representation of text for
downstream retrieval and classifica-
tion tasks.

• Text Classification for Informa-
tion Retrieval: Investigating meth-
ods to automatically categorize text
into predefined labels, this research
enhances text classification tech-

niques for various applications, in-
cluding categorization, spam detec-
tion, AI generated text detection,
and etc.

• Analysis and Mitigation of Ranking
Biases: This research examines the
inherent biases that influence the
ranking of search and recommenda-
tion results, including algorithmic,
content, and user-related biases. We
focus on developing methods to
identify and mitigate these biases,
ensuring more fair, diverse, and un-
biased ranking outcomes across a
variety of applications, from search
engines to recommender systems.

• User Behavior Modeling in Rec-
ommender Systems: This area in-
vestigates techniques for analyzing
and modeling user interaction and
feedback within recommender sys-
tems. Our research aims to de-
velop models that predict user pref-
erences based on clickstream data,
user behavior, and contextual cues,
enhancing the personalization and
relevance of recommendations over
time.

• User-Centric Approaches: Focusing
on improving the user experience
in information retrieval and rec-
ommendation systems, this research
studies how users interact with IR
systems. We explore how to opti-
mize interfaces and algorithms to
enhance satisfaction, engagement,
and performance, through user-
centric models and feedback loops.

• Applications of Large Language
Models in Information Retrieval:
This research investigates and im-
proves the use of large pre-trained
language models (e.g., BERT and
ERNIE) to improve various IR
tasks such as semantic search and
contextual document retrieval. We

IEEE Intelligent Informatics Bulletin December 2024 Vol.24 No.1



2 Profile: From Syntax to Semantics: Exploring the Frontiers of NLP at Wilfrid Laurier

explore the fine-tuning of these
models to address domain-specific
challenges, with an emphasis on
enhancing contextual understanding
and search relevance.

• Video Search and Retrieval: This
research focuses on enhancing
video content retrieval by inte-
grating textual, visual, and audio
data using multi-modal and multi-
task learning approaches. We apply
graph neural networks (GNNs) to
capture relationships between video
elements and user queries, improv-
ing search accuracy and efficiency.

• AI Forensics and Authorship At-
tribution: With the increase in the
usage of LLMs in digital environ-
ments we focus on attributing the
generated content to its neural au-
thor. We leverage pre-trained lan-
guage models and multiple special-
ized features to distinguish between
machine and human generated con-
tent. Furthermore, we apply this to
more novel applications in public
safety and secure digital communi-
cation.

III. PROJECTS AND ACHIEVEMENTS

A. Current Projects

1) Large Language Model Enhanced
Retrieval: By tapping into the generative
and contextual understanding strengths
of LLMs, the project aims to improve
the alignment between user queries and
retrieved information. The integration
of advanced language models enables
deeper comprehension of user intent
and context, addressing ambiguities and
enhancing the overall search experi-
ence. At its core, this initiative seeks
to redefine how queries are understood
and processed in retrieval systems, en-
suring more accurate and relevant re-
sults across diverse use cases. By com-
bining the scalability and adaptability
of LLMs with robust retrieval strate-
gies, the project sets the foundation for
next-generation information systems that
can dynamically adapt to complex user
needs, offering groundbreaking improve-
ments in relevance and precision.

2) Adaptive smart information sys-
tems: A key future direction for intel-
ligent systems lies in their ability to
dynamically adapt to user needs and

contexts while deeply understanding the
content they process. The vision is to
create adaptive smart systems that go
beyond simple information retrieval to
interpret, organize, and present data in
ways that are contextually relevant and
aligned with user intent. These systems
will evolve with changing trends, behav-
iors, and environments, ensuring contin-
uous relevance and value.

By advancing methods for content un-
derstanding and user intent modeling,
these systems will bridge the gap be-
tween raw data and actionable insights.
They will enable highly personalized
and intuitive experiences across search,
recommendation, and decision-making
platforms. Through real-time adaptation
to user interactions and data nuances,
these intelligent systems will redefine
how users engage with information, con-
sistently delivering precise and context-
aware results across diverse applications.

3) Advanced framework to combat
AI misinformation: Misinformation and
fake content is a severe issue in the
current society as we are succumbed
to digital venues for our information
consumption. Most of these areas are
not regulated by any authority which
gives an edge to the bad actors with
an intent to spread false narrative. With
the widespread use of AI and the rapid
development in the quality of work that
it can mimic as a human, it is serves
as a great tool for proliferation of false
content. It may not always be the ill
intentions of a user of generative models
to spread false content but due to their
non-deterministic nature they are prone
to hallucinate and make up facts which
may not be true. The volume by which
this type of content has seeped into
our online ecosystems is alarming and
requires frameworks that help automate
the detection process.

We are currently working on a frame-
work that uses meta and transfer learning
strategy to study the common embed-
dings that can be used to detect fake
content as well as AI generated content.
The study is comprehensive of both a
general strategy as well as specializing
to particular use cases.

This will also lead to generation of
a baseline dataset that is first of its
kind for machine generated false content
detection. It will be useful to further

research in this and related areas. More-
over, we try to introduce a novel social
based prompting strategy to create such
datasets which helps in explainability of
the models actions on how it learned and
reduces bias.

B. Past Achievements

1) Innovative Approaches for Unbi-
ased Learning and Ranking: Bias in
information retrieval (IR) and recom-
mender systems is a significant chal-
lenge that impacts the accuracy, fair-
ness, and effectiveness of search results
and recommendations. This project ex-
plored innovative methods to identify,
understand, and mitigate various types
of biases, addressing both their causes
and their effects on system performance.
The studies conducted within this project
proposed frameworks and algorithms de-
signed to create more equitable and re-
liable IR and recommender systems.

The first study focused on presenta-
tion biases, including position and con-
text biases, which influence user interac-
tions with ranked results. By leveraging
propensity score estimation techniques,
this study adjusted the probabilities of
user actions to enable a more accurate
and unbiased learning process. The sec-
ond study advanced this work by intro-
ducing an unbiased deep neural network
framework that incorporated a reweight-
ing mechanism and a bias-correction
layer to address implicit feedback biases.
This approach improved the system’s
predictive capabilities by compensating
for biases present in user-generated data.

The third study extended the scope
to encompass biases from multime-
dia content, trust, and page layout in
search result pages (SERPs). It intro-
duced the Bias-Agnostic Whole-Page
Unbiased Learning to Rank (BAL) al-
gorithm, which used causal discovery
methods to identify and correct hid-
den biases across multiple components
of the page. Unlike traditional models
limited to position bias, the BAL al-
gorithm integrated causal inference to
detect and mitigate more complex bias
interactions, significantly enhancing the
relevance and fairness of the rankings.
These combined efforts represent a com-
prehensive approach to developing bias-
aware systems, ensuring fairer and more
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effective IR and recommendation out-
comes.

2) Graph-based Search Personaliza-
tion: Personalized search has become
increasingly important as data volumes
grow and the need to provide users with
highly relevant content becomes critical.
This project explored graph-based ap-
proaches to search personalization, in-
troducing innovative techniques to bet-
ter capture and utilize user preferences
across diverse data types and search con-
texts.

The first study developed a Latent
Dirichlet Allocation (LDA)-based topic-
graph probabilistic model for web search
personalization. By modeling both user
interests and disinterests using latent
topics derived from user behavior (e.g.,
clicks and skips), the model provided
a more nuanced approach to ranking
search results. This work also intro-
duced novel methods for refining neg-
ative user profiles, ensuring that non-
interests were effectively captured and
incorporated into the ranking process.
The result was a system capable of de-
livering search results that align closely
with users’ preferences and query in-
tents.

Recognizing the unique challenges of
video search personalization, the second
study proposed a Graph Neural Network
(GNN)-based framework to enhance per-
sonalized video search. To the best of
our knowledge, this is the first work
analyzed real user behavior specific to
video search. By integrating semantic
representations of queries and video con-
tent with a hierarchical aggregation strat-
egy, the model improved the quality of
learned representations. The framework
also utilized a multi-task learning ap-
proach, allowing it to incorporate addi-
tional signals to optimize model parame-
ters. These innovations resulted in more
accurate personalized video search rank-
ings, addressing the distinct demands
of video-centric search scenarios while
advancing the broader field of search
personalization.

3) Term Association Modeling In
Probabilistic Information Retrieval:
Traditional probabilistic information re-
trieval models, such as BM25, often as-
sume that terms are independent, limit-
ing their ability to account for relation-
ships between terms. This project sys-

tematically addressed this limitation by
developing enhanced models that incor-
porate term associations, proximity, and
contextual relevance to improve retrieval
performance.

The first study introduced the CRoss
TErm Retrieval (CRTER) model, which
incorporated the concept of ”Cross
Terms” to model term proximity. In this
approach, the occurrence of a query term
was assumed to influence its surrounding
text, with this influence attenuating as
the distance increased. By integrating bi-
gram and n-gram cross terms into basic
probabilistic weighting models, CRTER
captured the nuanced relationships be-
tween query terms and their proximity
in the text. The results demonstrated
significant improvements in retrieval ef-
fectiveness, particularly for queries with
closely associated terms.

Building on this foundation, the
project further enhanced proximity-
based retrieval models by integrating
contextual relevance into term proxim-
ity analysis. Traditional methods often
treat all query term associations equally,
neglecting the varying importance of
different term associations. This study
introduced measures to estimate con-
textual relevance between query terms
using top-ranked documents. These mea-
sures were then integrated into a context-
sensitive proximity model, allowing the
retrieval system to distinguish and pri-
oritize more meaningful term relation-
ships. This refinement resulted in im-
proved retrieval accuracy, addressing the
limitations of conventional proximity-
based methods and advancing the state
of probabilistic information retrieval.

4) Enhance collaborative filtering by
contrastive learning: This project tack-
led the limitations of collaborative fil-
tering (CF) models, such as noise
and sparse supervision, by incorporating
contrastive learning techniques to rede-
fine item representation learning.

The first study introduced a disen-
tangled contrastive framework to en-
hance item representations by learning
discriminative features. This approach
addressed challenges related to noise
and insufficient supervision in traditional
CF models, resulting in significantly im-
proved recommendation accuracy and
robustness.

Building on this foundation, the

second study proposed the Hyper-
graph Contrastive Collaborative Filter-
ing (HCCF) framework, which lever-
aged self-supervised contrastive learn-
ing to enhance GNN-based CF models.
This framework captured complex rela-
tionships among items and users, im-
proving the discrimination power of the
model. The HCCF framework demon-
strated superior performance on bench-
mark datasets, even under conditions of
sparse interaction data.

5) Machine Generated Text detection
in a Multilingual Setting: In today’s
era of generative AI models determining
data authenticity is a unique challenge.
With the widespread use of openly avail-
able tools like chatGPT, gemini, metaAI
etc., we now have machine generated
text that is not only grammatically cor-
rect but is at par with humans. This
poses a great question to accountability
and attribution of the content available
to us. The legitimacy of the data is
a severe issue in areas such as aca-
demic integrity, misinformation, social
media spamming, deepfakes etc. Thus
we provide advanced methodologies to
detect machine generated text in mul-
tilingual environment thus making the
model more generalized and adaptable
to current developments in LLMs.

We propose two unique approaches
to solve this problem: a Pretrained lan-
guage model (PLM) based approach and
a Stylometric feature selection based
method. The former is based on a mul-
tilingual PLM backbone to extract nu-
anced features as semantic embeddings
which are inputs to a multi-layered
bagged classification model. This lever-
ages the deep semantic understanding
between various languages thus provid-
ing a cohesive latent information rep-
resentation layer. This strategy outper-
forms the state-of-the-art multilingual
models for MGT detection.

The later is an approach where we
curate popular and handcrafted multilin-
gual features which are subject to rig-
orous selection strategy. These features
are then fed to various sequential neu-
ral networks and ensemble classification
methodologies to obtain a lightweight
classifier that provides a great accu-
racy in low resource areas. Further-
more, this strategy succeeds all the non-
transformer based methods by a decent
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margin. Our proposed methodologies
consistently outperform popular MGT
detection tools such as GPTZero, Detect-
GPT, etc.

6) E-Commerce Data Understanding:
Understanding data in e-commerce is
critical for enhancing customer experi-
ences, optimizing inventory, and improv-
ing business operations. This project ex-
plored innovative frameworks and mod-
els to address key challenges in under-
standing e-commerce queries, product
categorization, and purchase prediction.

The first study proposed the Dy-
namic Product-aware Hierarchical At-
tention (DPHA) framework for under-
standing e-commerce query intents. By
leveraging dynamic session informa-
tion, including prior queries and clicked
product categories, DPHA maps cus-
tomer queries into relevant product
categories. Using hierarchical attention
mechanisms, it learns both query-level
and session-level representations, signif-
icantly improving the classification of
complex queries in dynamic shopping
contexts.

To address challenges in product cat-
egorization, the project introduced the
Neural Product Categorization (NPC)
model. This model focuses on fine-
grained categorization, tackling issues
like blurred category boundaries and
evolving product definitions. By employ-
ing character-level convolutional embed-
ding and spiral residual layers, NPC
extracts intricate context representations
from product content. The model is
trained with weak labels derived from
customer behavior logs and outperforms
traditional methods in classifying prod-
ucts into fine-grained categories.

Lastly, the project developed the
Graph Multi-Scale Pyramid Networks
(GMP) framework to predict users’ fu-
ture purchases. GMP captures multi-
resolution temporal patterns and dy-
namic dependencies among product cat-
egories. By using a multi-scale pyra-
mid modulation network, recalibration
gating, and a context-graph neural net-
work, GMP models hierarchical tempo-
ral factors and dynamic category depen-
dencies. Real-world experiments demon-
strated GMP’s ability to outperform
state-of-the-art predictive models, pro-
viding businesses with more accurate in-
sights into customer purchase behavior.

7) Pattern Recognization: Pattern min-
ing is essential in uncovering meaningful
insights from large datasets, enabling
the identification of complex relation-
ships and trends that are otherwise not
readily apparent. This project explored
novel methodologies for mining and in-
terpreting patterns in diverse domains,
contributing to advancements in under-
standing dynamic data relationships.

The first study introduced diverging
patterns, a new type of contrast pat-
tern that highlights significant frequency
changes between two datasets moving
in opposite directions. To quantify these
changes, the project proposed a diverg-
ing ratio and represented patterns with a
four-dimensional vector. An efficient al-
gorithm was developed to mine these di-
verging patterns, revealing insights that
traditional frequent pattern mining ap-
proaches often overlook. This method
provided a deeper understanding of con-
trasting trends, enabling the discovery
of novel and actionable insights across
various applications.

The second study focused on mining
associations within multivariate time-
series data, with a particular emphasis
on gene expression analysis. By iden-
tifying significant changes and measur-
ing marginal change rates, the project
employed a propositional confirmation-
guided rule discovery method to uncover
associations among temporal changes.
This approach facilitated the construc-
tion of gene interaction networks and
clustering of genes with similar temporal
behavior, offering valuable insights into
biological processes and enabling a more
comprehensive understanding of gene
regulation dynamics. These methodolo-
gies demonstrate the potential of ad-
vanced pattern recognition techniques to
drive discovery in complex, data-rich
domains.

8) Data Understanding and Predic-
tion for Healthcare : This research fo-
cuses on advancing healthcare by devel-
oping data-driven solutions that utilize
state-of-the-art machine learning and
Bayesian inference techniques. The aim
is to enhance personalized medical rec-
ommendations and diagnostic accuracy
by leveraging diverse data types and
innovative methodologies.

The first study introduced a Bayesian-
based prediction model for recommend-

ing personalized medical tests to pa-
tients. By analyzing patterns in medi-
cal data through Bayesian inference, the
model integrates contextual factors such
as timing and interaction types to de-
liver more accurate predictions. This ap-
proach is particularly effective for sparse
datasets and providing a robust tool
for personalized healthcare recommen-
dations.

The second study developed a deep
learning approach for skin cancer clas-
sification that combines image data with
structured clinical information. Utilizing
convolutional neural networks (CNNs)
to extract features from skin lesion im-
ages, the model incorporates patient-
specific data such as age, gender, and le-
sion history to enhance diagnostic preci-
sion. This multimodal approach signifi-
cantly outperforms image-only methods,
demonstrating the benefits of integrating
multiple data sources for comprehensive
and reliable medical diagnoses.

Together, these studies highlight the
transformative potential of advanced
data analysis in improving personalized
healthcare and medical decision-making,
paving the way for more effective and
patient-centered solutions in the field.

9) Fraud Detection in E-commerce:
Fraud activities, such as spam reviews
and fake shopping behaviors, disrupt
customer decision-making and harm
business reputation. The project intro-
duced a novel approach using heteroge-
neous graph neural networks (GNNs) to
detect fraud more effectively by model-
ing complex relationships among diverse
data types, including users, items, de-
vices, and reviews.

The proposed framework, C-FATH,
tackled critical challenges in fraud de-
tection, such as structural inconsisten-
cies (e.g., fraudsters often being sur-
rounded by legitimate users) and con-
tent inconsistencies (e.g., disparate fea-
tures across product categories). By
employing community-based filtering,
the framework grouped nodes exhibit-
ing similar behaviors, while similarity-
based sampling ensured that only rel-
evant neighbors were considered dur-
ing fraud detection. These methods en-
hanced the system’s ability to accurately
identify fraudulent entities. Combining
heterogeneous graph modeling with em-
beddings from homogeneous graphs and
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leveraging a multi-task learning strategy,
the framework achieved superior results
compared to traditional methods and ex-
isting GNN-based models.

IV. PARTNERSHIPS AND
COLLABORATIONS

We actively engage in collaborations
with industry partners to conduct re-
search that addresses the practical needs
and interests of users, as well as with
academic institutions to advance cutting-
edge, theoretical research. Our current
and past codllaborating organizations are
listed as follows:

• Baidu Search Science Lab
• JD Data Science Lab
• Yahoo! Labs
• York Unviersity
• Unviersity of Waterloo
• Beijing Technology and Business

University

V. FUNDING & ACKNOWLEDGMENTS

This lab is currently supported by
Natural Sciences and Engineering Re-
search Council of Canada (NSERC) Dis-
covery Grant, Natural Sciences and En-
gineering Research Council of Canada
(NSERC) Discovery Early Career Sup-
plement Grant, and Wilfrid Laurier Uni-
versity Start-up Grant.

VI. VISION FOR THE FUTURE

The overarching vision for these
projects is to pioneer the development
of intelligent, data-driven systems that
transform how we interact with and ben-
efit from information across diverse do-
mains. By leveraging cutting-edge ma-
chine learning, artificial intelligence, and
innovative LLM-based modeling tech-
niques, the future lies in creating adap-
tive, personalized, and scalable solutions
that address complex real-world chal-
lenges.

We aim to advance the understand-
ing of dynamic patterns, relationships,
and behaviors within data, whether in
healthcare, e-commerce, information re-
trieval, or recommender systems. Future
systems will seamlessly integrate diverse
data types, handle sparsity and noise
with resilience, and adapt to evolving
contexts to offer insights and recom-
mendations that are precise, fair, and
impactful.

Looking forward, the focus will be
on creating interpretable, ethical, and
human-centric AI systems that not only
enhance decision-making but also fos-
ter trust and inclusivity. By uniting
advancements in graph-based learning,
contrastive techniques, and deep neural
networks, we envision a future where
technology empowers individuals and
organizations to make smarter decisions,
uncover hidden insights, and improve
quality of life across sectors. This vision
aims to shape the next generation of
intelligent systems, driving innovation,
fostering collaboration, and solving the
most pressing problems in an increas-
ingly data-rich world.
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