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“Computing Machmery and Intelligence”
A. Turing e

hitps://ww machinery-and
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* “We may hope that machines will eventually compete
with men in all purely intellectual fields. But which are
the best ones to start with? Even this is a difficult
decision. Many people think that a very abstract activity,
like the playing of chess, would be best.”

« “| believe that in about fifty years' time it will be
possible, to programme computers, with a storage
capacity of about 1079 [one gigabyte], to make them
play the imitation game so well that an average
interrogator will not have more than 70% chance of
making the right identification after five minutes of
questioning.”
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Q1: So far, how much has Al
accomplished? [L]
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Q1: So far, how much has Al
accomplished? [L]
Al: Alot, but with the exceptions of
some most challenging ones [M]
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A 1955 Workshop Proposal by:

John McCarthy, Dartmouth

* Claude E. Shannon, Bell

* Marvin L. Minsky, Harvard
* Nathaniel Rochester, IBM
Topics:

1.

N

Automatic Computers

How Can a Computer be
Programmed to Use a Language
Neuron Nets

Theory of the Size of a Calculation
Self-Improvement

Abstractions

Randomness and Creativity
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A Proposal for the
DARTMOUTH SUMMER RESEARGH PROJEGE ON )‘.n’n.ﬂcul. INTELLIGENCE
;w R S
We propose that a 2 month, 10 man study of artificial intelligence be
carried out during the summer of 1956 at Dartmouth College in Hanover, New
Hampshire. The study is to proceed on the basis of the conjocture that every
aspect of learning or any other feature of intelligence can in principle be 80 pre-
cisely described that a machine can be made to simulate it. An attempt will be
made to find how to make machines use language, form abstractions and concepts,

sclve kinds of problems now reserved for humans, and improve themselves. We

think that a significant advi

can be made in one or more of these problems if
2 carefully selected group of scientists work on it together for a summer.
The following are some aspects of the astificial intelligence problem:
1) Automatic Computers
1f a machine can do a job, then an automatic calculator can
be programmed to simulate the machine. The specds and
memory capacities of present computers may be insufficient
1o simulate many of the higher functions of the human brain,

but the major obstacle is not lack of machine capacity, bat

our inability to write programs taking full advantage of what

we Bave.

2) How Can a Computer be Programmed to Use a Language

It may be speculated that a large part of human thought con-

sists of manipulating words according to rules of reasoning
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1956 Dartmouth Conference:
he Founding Fathers of Al

&

John McCarthy Marvin Minsky  Claude !hlnnon Ray Solomonoff

Alan Newell Herbert Simon
i theary)
. Nath el Rochester
7 {IBM, designed 701}
, g ‘ Trenchard ©
y {Natural Deduction)
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.. aspired to develop “Strong Al”
(or Artificial General Intelligence)
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“Our problem then is to find out how to programme
these machines to play the game. At my present rate of
working | produce about a thousand digits of programme
a day, so that about sixty workers, working steadily
through the fifty years might accomplish the job, if
nothing went into the wastepaper basket. Some more
expeditious method seems desirable.”

Alan Turing, 1950
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state is a search
problem

0
PROBLEW sowm

R Herbert A. Simon
Solution 1916-2001

http://diva.library.cmu.edu/Newe

Alan Newell
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Satisficing

From Wikipedia, the free encyclopedia

Satisficing is a decision-making strategy or cognitive heuristic that entails searching
through the available alternatives until an acceptability threshold is met.l'l The term
satisficing, a portmanteau of satisfy and suffice,?! was introduced by Herbert A. Simon in
1956,1%] although the concept was first posited in his 1947 book Administrative
Behavior!®] Simon used satisficing to explain the behavior of decision makers under
circumstances in which an optimal solution cannot be determined. He maintained that
many natural problems are characterized by computational intractability or a lack of
information, both of which preclude the use of mathematical optimization procedures. He
observed in his Nobel Prize in Economics speech that "decision makers can satisfice
SiuEgby finding optimum solutions for a simplified world, or by finding satisfactol
jsolutions for a more realistic world

. Neither approach, in general, dominates the other,
and both have continued to co-exist in the world of management science" 6]

Simon formulated the concept within a novel approach to rationality, which posits that
rational choice theory is an unrealistic description of human decision processes and calls
for psychological realism. He referred to this approach as bounded rationality. Some

consequentialist theories in moral philosophy use the concept of satisficing in the same

9/16/2022 10:15 8&nse, though most call for optimizationdnstead, vsu

Q2: How to model human cognition? [L]
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Herbert A. Simon

=

Herbert Alexander Simen (June 15, 1916 — February 9, 2001) was an
American researcher in the fields of cognitive psychology, computer

. public administration, econemic sociology, and philosophy
(sometimes described as a "polymath”). In 1978, he received the Nobel
Prize in Economics for his pioneering research into the decision-making
process within economic organizations. His later work involved ar
intelligence, developing computer simulations of problem-solving.
Simon was able to develop more complex models of economic
decision-making by bringing psychological concepts into play, thus
leading to models that more closely resembled human social behavior.
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Q2: How to model human cognition? [L]
A2: Means-End approach (state-space)
lies the key [S]

9/16/2022 10:15 AM Professor Jiming Liu, HKBU

9/16/2022 10:15 AM

“Playing of Chess”
as envisioned in 1950’s

ing Liu, HKBU

... has now been “achieved” via
Deep Learning
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Early Related Developments

Knowledge-Based Al
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Knowledge-Based Systems

Alan Tusing

https://businessworld.cz/cio-bw-special/prukopnici-informacniho-veku-john-mecarthy-8728
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Marvin Minsky
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* Knowledge-representation
— attempt to capture expertise of human experts

—build knowledge-based systems, more powerful
than just algorithms and code

—“In the knowledge lies the power” (Ed
Feigenbaum, Turing Award: 1994 )
— first-order logic
« vp vegetarian(p)«(vfeats(p,f)——-3m meat(m)acontains(f,m))
« X,y eat(joe,x)acontains(x,y)—fruit(y)vvegetable(y)
» .. vegetarian(joe)
—inference algorithms

- satisfiability, entailment, modus ponens, backward-
chaining, unification, resolution

http://slideplayer.com/slide/4380716
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Intelligence without representation*

Rodney A. Brooks

MIT Artificial Intelligence Laboratory, 543 Technology Square, Rm. 836, Cambridge, MA 02139, USA
Received September 1987
Brooks, R.A | Intell without Artificial 47 (1991), 139-159.

* This report describes research done at the Artificial Intelligence Laboratory of the Massachusetts Institute of Technology. Suppor
research 15 provided in part by an IBM Faculty 9 Development Award, in pari by a grant from the Systems Development Foundation, i
the University Research Initiative under Office of Naval Research contract N00014-86-K-0685 and in part by the Advanced |
Projects Agency under Office of Naval Research contract N0O0O0 14-85-K-0124.

Abstract

Artificial intelligence research has foundered on the issue of When i in an 1 manner, with (c) David Yellen
strict reliance on interfacing to the real world through perception and action, reliance on represemalmn disappears. In this paper we outline

our approach 1o incrementally building complete intelligent Creatures The fundamental decomposition of the intelligent system is not into

independent information processing uwnits which must interface with each other via representations. Instead, the intelligent system is

decomposed into independent and parallel activity producers which all interface directly 1o the world through perception and action, rather

than interface to each other particularly much. The notions of central and peripheral systems evaporateeverything is both central and

peripheral. Based on these principles we have built a very successful series of mobile robots which operate without supervision as Creatures in

standard office environments
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IBM Deep Blue (1997)
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1BM Watson
question
IBM Watson (2011) =
“...I should be surprised if more than 1019 linguistic :::;’ﬁ%:aﬁm
was required for satisfactory playing of the matching
imitation game, at any rate against a blind text-docents
man. (Note: The capacity of the

Encyclopedia Britannica, 11th edition, is 2 X
1019)”

candidate

g <
=]
W

combine
scoring methods f scores &

answers

A. Turing, 1950
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ranked answers
9/16/2022 10:15 AM Professor

9/16/2022 10:15 AM

Data-Driven Al
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The World’s CheapestCar | 23 Hot Summer Gadgets

TheEnd of Science
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€ End of Theory: The Data Deluge Makes the Scientific Methor solete

CHRIS ANDERSON SCIENCE 06.23.08 12:00 FM

HE END OF THEORY: THE DATA
DELUGE MARES THE SCIENTIFIC
METIIOD OBSOLETE

Wi@E®

“ INlustration: Marian Bantjes * "All models are wrong, but

some are nseful.”

So proclaimed statistician George Box 30 years ago, and he
was right. But what choice did we have? Only models, from
cosmological equations to theories of human behavior,
seemed to be able to consistently, if imperfectly, explain the
world around us. Until now. Today companies like Google,
which have grown up in an era of massively abundant data,
don’t have to settle for wrong models. Indeed, they don’t
6/2022 1015 AERRE R R R e ] Professor Jiming Liu, HKBU

SCIENCE IN THE
PETABYTEERA ]

research

Deep Learning Algorithms

providing lift for
classification and
forecasting models

Deep
Neural
Networks
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for sequence of events,
language models, time
series, etc.

feature extraction
and classification of
images

Recurrent

Neural
Networks

Professor Jiming Liu, HKBU

Future Developments

Professor Jiming Liu, HKBU

Data-Driven Systems
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e.g., in Healthcare

Machine Learning-Driven
Precision Cardiology Through
Multiscale Biology and Systems

Medicine
 Heterogeneous data sources:
« experimental evidence, bioinformatics *i*ll Ja
databases, 4**“‘ %
* lifestyle measurements, electronic health Patients Feature Elements &
records, & o—o0
« environmental influences, @ (/ O/
« biobank findings \ ﬁ&%@y\\o,/\\o

e

stratify patients, and ultimately predict i T
more efficacious therapies. Thmveuut Gentincation
Stratification Networks
Precision Cardiology

Professor Jiming Liu, HKBU

* Aim: To identify causal disease networks, s o 0 %/%
Wi Lol

9/16/2022 10:15 AM
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Deep Explanation
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Deep Explanation

* Aim: To develop modified/hybrid deep learning
techniques that learn more

* explainable features,
* explainable representations, or
* explanation generation facilities
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towards “Applied Al”
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.. BUT?
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“Computing Machinery and Intelligence”
A. Turing T
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* “We may hope that machines will eventually compete with
men in all purely intellectual fields.”

* “The original question, "Can machines think?" | believe
to be too meaningless to deserve discussion.”

« “By observing the results of its own behaviour it can
modify its own programmes so as to achieve some
purpose more effectively. These are possibilities of the near
future, rather than Utopian dreams.”
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SINGULARITY TIMELINE

Rise in human intellect could be driven by integrating with machines in the future

oA s “Strong Al” near ?

M Machine Intelligence

W Trans-Humans? Q

INTELLECTUAL LEVEL/POWER

N
>
1950

2045
TIME
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Knowledge-Based Systems

Q3: Any perspectives on future Al? [L]
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https://businessworld.cz/cio-bw-special/prukopnici-informacniho-veku-john-mecarthy-8728
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Turing Keynote
Chaired by Prof. Jiming Liu
(9:302.m.-10:20a.m., December 5, 2012)

Edward Feigenbaum,
Professor at Stanford University, USA
(1994 Turing Award Winner)

ExtremeTure-Ing In The Spectrums Of Al

Abstract

"I became obsessed with the Turing machine.... | had no access to a scientific ibrary. | looked up in my
English-Greek dictionary theverb™to ture”... Inthe en plece together , how.
named AlanTuring hinein order to answer the p question of his time: whatcan be
computed, and what cannot™ Christos H. Papadimitriou

Communications of the ACM

Vol. 55 No. 9, (August 2012) Page 42

In this talk, we “ture” some abstractions ( or “spectrums”) of the work of Al sclentists In the first Turing
Century, i i i
Turing Century.

tured Cognit o
&Sesifehi; and What'=> How, On our ‘“ture” we will glimpse ranges of Applications, peaks of Creativity, and
unexpectedly large watersheds of Learning and rivers of Expertise. At the end ofthis ture’; weshould have
more Insight into, and power over, how we and our robots compute “what can be computed':

Biography
New Jersey,in 1936, He holds aB.S. (1856)and Ph.D. (1960),
bothfrom C University.Hisdi: gendary computer pioneerHerb
Simon and explored a pioneering computer simulation of human learning.
i i the father of expert systems”
aboratory atstanford
of computer sclence there.
i Thatsame

h DENDRAL project. Later joined byeminent chem-
Ist Carl Djerassi and others, this project produced the world's first expert system (1965-1982). DENDRAL'S

Turing Keynote

Chaired by Prof. Jiming Liu
(9:30a.m.-10:20a.m., December 5, 2012)

Edward Feigenbaum,
Professor at Stanford University, USA
(1994 Turing Award Winner)

Extreme Ture-Ing In The Spectrums Of Al
Abstract

“I became obsessed with the Turing machine... | had no access to a scientific library. | looked up in my
English-Greek dictionary the verb“to ture”... Inthe end, I managed to piece together the puzzle, how a man
named Alan Turing crafted his machine in order to answer the paramount question of his time: what can be
computed, and what cannot” Christos H. Papadimitriou
Communications of the ACM

Vol. 55 No. 9, (August 2012) Page 42

In this talk, we “ture” some abstractions ( or “spectrums”) of the work of Al scientists in the first Turing
Century,lookingforpointsthathave beenlittleexplored, butmighthavegreatimpactandvalueinthesecond
Turing Century.

The landscape to be “tured” contains these three spectral dimensions: (€ognitive > Perceptual; Knowledge
== Search; and What -> How:. On our “ture” we will glimpse ranges of Applications, peaks of Creativity, and
unexpectedly large watersheds of Learning and rivers of Expertise. At the end of this “ture’, we should have
more insight into, and power over, how we and oliirobBots compute “what can be computed”.

9/16/2022

Q3: Any perspectives on future Al? [L]
A3: Spectrums of Al [F]
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Herbert A. Simon

Herbert Alexander Simen (June 15, 1916 — February 9, 2001) was an
American researcher in the fields of cognitive psychology, computer
science, public administration, economic sociclogy, and philesophy
(sometimes described as a "polymath”). In 1978, he received the Nobel
Prize in Economics for his pioneering research into the decision-making
process within economic organizations. His later work involved artificial

Herbert A. Simon

intelligence, developing computer simulations of problem-solving.
Simon was able to develop more complex models of economic
decision-making by bringing psychological concepts into play, thus
leading to models that more closely resembled human social behavior.

9/16/2022 10:15 AM
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THE ARCHITECTURE OF COMPLEXITY
HERBERT A. SIMON*

Professor of Administration, Carnegie Institute of Technolog; =
(Read April 26, 1962)

A NUMBER of proposals have been advanced in and to analyze adaptiveness in terms of the theory
recent years for the development of “general sys- of selective information® The ideas of feedback
tems theory” which, abstracting from properties and information provide a frame of reference for
peculiar to physical, biological, or social systems, viewing a wide range of situations, just as do the
would be applicable to all of them! We might ideas of evolution, of relativism, of axiomatic
well feel that, while the goal is laudable, systems method, and of operationalism.
of such diverse kinds could hardly be expected to In this paper I should like to report on some
have any nontrivial properties in common. Meta- things we have been learning about particular
phor and analogy can be helpful, or they can be kinds of complex systems encountered in the be-
misleading. All depends on whether the simi- havioral sciences. The developments I shall dis-
larities the metaphor captures are significant or cuss arose in the context of specific phenomena,
superficial. but the theoretical formulations themselves make

ofessor Jiming Liu, HKBU
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STATE DESCRIPTIONS AND PROCESS DESCRIPTIONS

“A circle is the locus of all points equidistant
from a given point.” “To construct a circle, rotate
a compass with one arm fixed until the other arm
has returned to its starting point.” It is implicit
in Euclid that if you carry out the process speci-
fied in the second sentence, you will produce an
object that satisfies the definition of the first.
The first sentence is a state description of a circle,
the second a process description.

These two modes of apprehending structure are
the warp and weft of our experience. Pictures,
blueprints, most diagrams, chemical structural
formulae are state descriptions. Recipes, differ-
ential equations, equations for chemical reactions
are process descriptions. The former characterize
the world as sensed; they provide the criteria for
identifying objects, often by modeling the objects
themselves. The latter characterize the world as
acted upon;; they provide the means for producing
or generating objects having the desired charac-
teristics.

The distinction between the world as sensed and
the world as acted upon defines the basic condition
for the survival of adaptive organisms. The or-
ganism must develop correlations between goals
in the sensed world and actions in the world of
process. When they are made conscious and ver-
balized, these correlations correspond to what we
usually call means-end analysis. Given a desired

7 State”of affairs and an existing state of affairs, the
task of aess s S il LG

Teeded.  INe solution 15 genumely new to os— ]
and we do not need Plato’s theory of remembering
to explain how we recognize it.

There is now a growing body of evidence that
the activity called human problem solving is basi-
cally a form of means-end analysis that aims at
discovering a process description of the path that
leads to a desired goal. The general paradigm is:
given a blueprint, to find the corresponding
recipe. Much of the activity of science is an
application of that paradigm: given the descrip-
tion of some natural phenomena, to find the differ-
ential equations for processes that will produce
the phenomena.

THE DESCRIPTION OF COMPLEXITY IN
SELF-REPRODUCING SYSTEMS

The problem of finding relatively simple descrip-
tions for complex systems is of interest not only
for an understanding of human knowledge of the
world but also for an explanation of how a com-
plex system can reproduce itself. In my discus-
sion of the evolution of complex systems, I touched
only briefly on the role of self-reproduction.

Atoms of high atomic weight and complex in-
organic molecules are witnesses to the fact that the
evolution of complexity does not imply self-
reproduction. If evolution of complexity from
simplicity is sufficiently probable, it will occur
repeatedly ; the statistical equilibrium of the system

i iwill, find) a large fraction of the elementary par-

ticles participating in complex systems

* The dynamic properties of hierarchically organized systems,
which can be decomposed into subsystems in order to
analyze their behavior.

* The relation between complex systems and their descriptions
(states vs. process).
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On Evolution of Al Research
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2000s 2010s

2018 J. Liu

On Evolution of Al Research:
The Beginning of a NEW CHAPTER
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To Dream The Poss
Dream

« “Al is thought to be an
impossible dream by many.
But not to us in Al. ...the future
promises to generate orders of
magnitude greater impact than
its progress to date.”

Raj Reddy
(1994 Turing Award)
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Enjoy Your Al Journey !

Prof. Jiming Liu jiming@comp.hkbu.edu.hk
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