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Abstract. Critiquing-based recommender systems offer users a conver-
sational paradigm to provide their feedback, named critiques, during the
process of viewing the current recommendation. In this way, the system is
able to learn and adapt to the users’ preferences more precisely so that
better recommendation could be returned in the subsequent iteration.
Moreover, recent works on experience-based critiquing have suggested
the power of improving the recommendation efficiency by making use
of relevant sessions from other users’ histories so as to save the active
user’s interaction effort. In this paper, we present a novel approach to
processing the history data and apply it to the compound critiquing
system. Specifically, we develop a history-aware collaborative compound
critiquing method based on preference-based compound critique genera-
tion and graph-based similar session identification. Through experiments
on two data sets, we validate the outperforming efficiency of our proposed
method in comparison to the other experience-based methods. In addi-
tion, we verify that incorporating user histories into compound critiquing
system can be significantly more effective than the corresponding unit
critiquing system.

Keywords: Conversational recommender systems, history-aware com-
pound critiquing.

1 Introduction

Product recommender systems (RS) have become critical part of many online e-
commerce systems as they can assist users in effectively navigating through the
large product space for making accurate choices. Specifically, critiquing-based
recommender systems offer users a conversational paradigm to provide their
feedback to the current recommendation, named critiques (e.g., “slower CPU”
or “cheaper price” to a laptop), so as for the system to be able to refine its
understanding of users’ needs and return better recommendation to them in the
next cycle [6]. Particularly, it has been found that such kind of system is highly
competent to support users in revising and completing preferences in the high-
risk product domains (such as cars, laptops, houses) given that users are often
unable to fully state their preferences at the start due to the unfamiliarity with
the products [1]. Prior works showed that a certain amount of conversational
cycles is often required till the user locates her/his target choice [15,16]. The
most critical question is then how to minimize users’ interaction effort, without
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compromising the decision accuracy that they can obtain by using the critiquing-
based RS.

Recently, some researchers have attempted to utilize other users’ critiquing
histories to serve the current user. For example, in [13], the relevant historical
sessions between other users and the current user are identified according to the
number of their overlapping critiques, and then the accepted items in similar
sessions will be considered for recommending to the current user. Later, this
experience-based approach has been improved by incorporating the compatibil-
ity score [13] and item similarity [17]. However, there are two main limitations of
these related works: 1) they neglect the sequence of items/critiques in identifying
similar sessions; 2) they are applied to unit critiquing system only. Indeed, from
the aspect of critiquing unit, there are two major types of critiquing-based RS:
unit critiquing and compound critiquing [6]. In the former system (e.g., FindMe
[3]), users are allowed to critique a single attribute at a time, like “faster pro-
cessor” or “cheaper” to an example laptop, while in the compound critiquing
system, each critique can be a combination of multiple unit critiques which oper-
ates over multiple attributes simultaneously (e.g., “different manufacture, lower
processor speed and cheaper”) [15]. The experiment done in [16,12] showed that
the total number of recommendation cycles can significantly decrease when users
selected the compound critiques. It is hence meaningful to study how to incor-
porate other users’ critiquing histories into the standard compound critiquing
system, so as to further save the current user’s interaction effort.

Therefore, in this paper, we present a novel approach, named collaborative
compound critiquing, to achieve the above-mentioned goal. From the perspective
of method improvement, rather than simply counting the overlapping critiques
among users’ sessions, we develop a graph-based similarity measure to identify
similar sessions based on other users’ critiquing history data. Moreover, a new
product ranking function is proposed by taking sub-session similarity into consid-
eration. In the experiments, we compared our method with related approaches in
both compound and unit critiquing systems. The results show that our method
can significantly outperform the existing approaches.

The remainder of this paper is structured as follows. In Section 2, we review
the related researches about critiquing-based recommender systems. Our pro-
posed methodology is introduced in Section 3, which is divided into subsections
including compound critique generation, similar session identification, and item
recommendation. The experiment setup and results analysis are given in Section
4. We finally summarize this research and indicate its future research directions
in Section 5.

2 Related Work

In this section, we review the related work from two aspects: critiquing unit and
critiquing history-awareness. Note that the mentioned works all aim to suggest a
set of critiques to the currently recommended item during each interaction cycle
for users to select. The user-selected critique is then taken as feedback for the
system to recommend a new item in the next cycle.
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As mentioned before, there are two major kinds of critiquing unit in current
critiquing-based recommender systems: unit critiquing and compound critiquing.
The unit critiquing refers to a simple quantity or quality based feedback on a
single attribute. According to [10], some users are willing to make unit critiques
due to the simplicity and low cognitive load that they consume. FindMe sys-
tem was the first well-known unit critiquing system [3]. It uses knowledge about
the product domain to help users navigate through the multi-dimensional space,
by proposing several pre-designed unit critiques (e.g., “cheaper”, “bigger”, and
“nicer”) which are called “tweaks” in their system, for users to select [3]. When a
user finds the current recommendation short of her/his expectation and responds
to a tweak, the remaining candidates will be filtered to leave only those candi-
dates satisfying this tweak. In another related system ATA (Automated Travel
Assistant), two extrema, i.e., the cheapest trip and the best non-stop trip, are
suggested to the user [8].

However, considering that the unit critiques might mislead users that individ-
ual features are independent and hence make them be engaged in unnecessary
cycles when searching for their desired product [4], Dynamic Critiquing proposed
to generate a set of compound critiques, each of which operates over multiple at-
tributes simultaneously (e.g., “different Manufacture, lower processor speed and
cheaper”) [15,11]. With such compound critique, users can see which attributes
are highly dependent between each other. The compound critiques are concretely
computed by discovering the recurring sets of unit differences between the cur-
rently recommended item and the remaining products through association rule
mining [15]. Zhang and Pu [18] further improved this approach by adapting the
generation and selection of compound critiques to users’ preferences which are
modeled based on Multi-Attribute Utility Theory (MAUT) [7]. In comparison,
Preference-based Organization technique [5] can be considered as a combina-
tion of the advantages of Dynamic Critiquing [15] and MAUT-based compound
critiques [18]. It can not only dynamically generate critiques adaptive to users’
MAUT-based preference model, but also apply the association rule mining tool
to discover compound critiques being representative of the remaining dataset.
In addition, the critiques and their contained products are diversified so as to
assist users in refining and accumulating their preferences more effectively.

From the aspect of critiquing history-awareness, some researchers have
recently attempted to reuse past users’ critiquing histories to serve the current
user, so as to save her/his interaction effort. For example, in [13], considering
that the critiquing histories might carry valuable information about other users’
attribute preferences, they proposed the experience-based critiquing to harness
these histories to guide the critiquing process for the current user. [9] further
improved this work when selecting items as recommendation candidates, which
include not only ones finally accepted by like-minded users who have critiquing
sessions relevant to the current user, but also the items recommended during
these sessions. More lately, [17] incorporated the item similarity between two
sessions into discovering similar sessions, which gained better performance than
the other approaches in terms of cycle reduction. However, these approaches
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mainly focus on improving unit critiquing system. Their methods are also limited
in taking into account the sequential relationship between items/critiques in one
session when identifying similar sessions.

3 Methodology

Research Problem Formulation. We focus on the research problem of how
to realize collaborative compound critiquing. Formally, it can be modeled as a
mapping function θ:

θ : I ×Q × S → R (1)

where I is the set of all items in the system, Q is the current critiquing session,
S is the set of critiquing sessions from other users, and R is the set of ranking
scores over all items. In each interaction cycle, the system will recommend the
item with the highest ranking score. The process continues until the user accepts
one item as the final choice. Specifically, the procedure of computing recommen-
dation contains three sub-processes (see Figure 1): compound critique generation,
similar session identification, and item recommendation. In the following, we will
in detail describe how each sub-process is conducted in our system.

Compound Critique Generation. Because the Preference-based Organiza-
tion technique [5] was demonstrated achieving the highest critique prediction
accuracy and recommendation accuracy relative to the other compound critique
generation approaches, in this work, we aim to enhance this compound critiquing
system by incorporating other users’ critiquing histories. The definition of com-
pound critique in such system is as follows.

Definition 1. (Compound Critique). The compound critique, denoted as Ci, is
an element in the power set of all elemental (unit) critiques, i.e., Ci ∈ P(C),
where cn ∈ C is a triplet in the form of attribute, operator, and value:

cn = (attributen, operatorn, valuen)

where attributen is the attribute (category) for critiquing, operatorn is an el-
ement in the operator set {=, �=, >,<}1, and valuen is the value for the oper-
ator. Note that each element cn in a compound critique Ci is a unit critique.
An example of compound critique for the laptop is “CPU speed > 2.30GHz;
price < HK$6000”, which is formed of two unit critiques.

The preference-based organization technique [5] is composed of two main
steps. Firstly, a set of frequently occurring attribute sets (attributen, operatorn,
valuen) (where the value is of the current recommendation) among items in the
remaining dataset are discovered by the association rule mining Aprior algo-
rithm, which are then taken as the critique candidates. Next, each candidate is
computed with a score via the function φ:

φ(Ci) = U(Ci)×D(Ci, SC) (2)

1 =, >,< are used for numerical attributes, and =, �= are for categorical ones.
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Fig. 1. The framework of our proposed collaborative compound critiquing system.

which takes into account both tradeoff utility U(Ci) of the currently consid-
ered critique candidate Ci and its diversity with the critiques selected so far
D(Ci, SC). Specifically, the utility function U is defined as:

U(Ci) =

|Ci|∑

n=1

(αn ∗ w(attributen))× 1

SR(Ci)

|SR(Ci)|∑

i∈SR(Ci)

u(i) (3)

where each unit critique in Ci is associated with a trade-off parameter αn set as
default value 0.75 if better than the current recommendation’s attribute value, or

0.25 if worse, and w is the attribute’s relative importance. 1
SR(Ci)

∑|SR(Ci)|
i∈SR(Ci)

u(i)

is the average utility of all items SR(Ci) that satisfy Ci. The utility of each item
u(i) is calculated based on the Multi-Attribute Utility Theory [7]. Due to space
limit, more details can be referred to our earlier work [5].

The critique candidates with the highest φ scores are presented to the user,
as the critique suggestions. Once the user selects a critique, the user’s prefer-
ences (i.e., the weights and value functions placed on critiqued attributes) are
accordingly refined. The system will then recommend a new item to the user in
the next cycle. In the original preference-based organization system, the prod-
uct that is with the highest utility as well as satisfying the user selected critique
is recommended. However, it did not consider other users’ history data, which
motivates us to propose the following history-aware approach.

Similar Session Identification. Similar to related history-aware (also called
experience-based) approaches [9,13,17], we also aim to incorporate experiences
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from past users, but the difference lies in the measurement of similar sessions. In
our approach, each critiquing session is defined as a sequence of critiques (along
with the critiqued items) made by a user during her/his interaction with the
system.

Definition 2. (Critiquing Session). The critiquing session, denoted as sk, is a
sequential vector with the recommended item ix,k and the compound critique Cx,k

of each cycle:
sk =< i1,k, C1,k; i2,k, C2,k; ...; in,k, Cn,k >

where Cx,k is the compound critique made on item ix,k, Cn,k = ∅ since the item
in,k is the final choice made by the user in that session, and n is the total number
of critiquing cycles that the user consumes.

The purpose of similar session identification is then to identify whether two
critiquing sessions are similar, for which the definition of proper similarity mea-
sure is crucial. In [9,13], OverlapScore, which gives the number of overlapping
critiques between two sessions, was used to measure their similarity. [17] im-
proved this metric by taking into account items’ similarity as well:

Sim(si, sj) = β × ItemSim(si, sj) + (1− β)×OverlapScore(si, sj) (4)

where ItemSim(si, sj) is the average similarity between all items in two sessions

si and sj (i.e.,

∑
i
′ ∈si

∑
i∗∈sj

Sim(i
′
,i∗)

|I′ ||I∗| )2, OverlapScore(si, sj) is the square of the

number of overlapping critiques3, and β was tuned as 0.75 in [17].
However, those similarity metrics do not consider the sequence of

items/critiques that is embodied in the session. To illustrate this problem, we
can take a look at the following example:

Example 1. Suppose the current critiquing session sa is

sa =< i1, C1; i2, C2 >

where C1 = {c1, c2, c3} and C2 = {c4, c5}. sa can also be represented as:

sa =< i1, {c1, c2, c3}; i2, {c4, c5} >

We have two critiquing sessions Sb and Sc from other users’ history data:

sb =< i1, {c1, c2, c3}; i2, {c4, c5}; i3, ∅ >

sc =< i1, {c1, c2}; i2, {c3, c4, c5}; i4, ∅ >

2 |I ′ | and |I∗| are the numbers of items in si and sj respectively (the finally accepted
item is excluded).

3 OverlapScore(si, sj) = [
∑

c
′∈si

∑
c∗∈sj

match(c
′
, c∗)]2; if c

′
= c∗, match() = 1,

otherwise, match() = 0.
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Obviously, the session sb is more similar to session sa than sc (so we should
recommend item i3 for the current session), in that it contains the same cri-
tiques and items regarding the first two cycles, which are also with the same
sequence, as in session sa. However, if we adopt similarity metric Equation
4, the same similarity value will be obtained for sessions sb and sc, which is
β × ItemSim({i1, i2}, {i1, i2}) + (1− β)× 25 (since there are 5 overlapping cri-
tiques: c1, c2, c3, c4 and c5, so the square is 25). This problem is mainly caused by
the fact that it neglects the sequential relationship between items/critiques. To
address this problem, we propose a graph-based similarity measure. Specifically,
a directed graph can be built for each critiquing session:

Fig. 2. The session graph built for sb =< i1, {c1, c2, c3}; i2, {c4, c5}; i3, ∅ >

Definition 3. (Session Graph). The session graph for a critiquing session sk,
denoted as Gk, is in the form of two-tuple:

Gk =< Vk, Ek > (Vk = Ik ∪ Ck;Ek = Ei→c
k ∪ Ei←c

k )

where the vertex set Ik = ∪n
j=1ij,k denoting all items in sk, Ck = ∪n

j=1Cj,k

which is the vertex set of all critiques contained in the session (note that each
compound critique Cj,k is composed of a set of unit critiques), and the edge set
Ek includes two kinds of edge: Ei→c

k from an item vertex to a critique vertex
(e.g., the edge from i1 to c1 in Figure 2), and Ei←c

k from a critique vertex to an
item vertex (e.g., the edge from c1 to i2 in Figure 2).

Thus, it can be seen that the similarity metric Equation 4 takes only the
graph’s vertices into consideration while ignoring edges, that is why it can not
distinguish sessions which are with the same vertices but different edges. The
new similarity metric that we propose is given in Equation 5:

RSim(Gx, Gy) =
|Ix ∩ Iy|
|Ix ∪ Iy| ·

|Cx ∩ Cy|
|Cx ∪ Cy| ·

|Ei→c
x ∩ Ei→c

y |
|Ei→c

x ∪ Ei→c
y | ·

|Ei←c
x ∩ Ei←c

y |
|Ei←c

x ∪ Ei←c
y | (5)

where Gx and Gy are two session graphs for critiquing sessions sx and sy re-
spectively. The four considered factors are respectively item vertices, critique
vertices, edges from critique to item, and edges from item to critique. To avoid
zero result, we adopt eRSim(Gx,Gy) as the final similarity score. If we revisit Ex-
ample 1 using Equation 5, RSim(Ga, Gb) = 1 and RSim(Ga, Gc) = 4

9 , which
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is consistent with our observation (i.e., session sb is more similar to session sa
than sc).

Item Recommendation. The next step is then to determine the item to be
recommended for the current session. Similar to the idea suggested in [9], we
consider all items contained in the most similar sessions as candidates for rec-
ommendation. However, instead of using Compatibility(it, q)

4 as the ranking
score [9], we define a R function to calculate an item’s relevance to the current
session:

R(it, q, S) = argmax
∀sk∈S

eRSim(G(q),G(s
(it)
k )) (6)

where q is the current critiquing session, S is the set of similar critiquing sessions

from other users, G(s
(it)
k ) is the session graph that starts from the start till the

item it in session sk (i.e., s
(it)
k = sk − {it, Ct; ...; in,k, Cn,k}), and the maximal

value eRSim(G(q),G(s
(it)
k )) is taken as item it’s ranking score. The item with the

highest ranking score will hence be recommended to the user. At this point, either
the user finds her/his target choice and thus terminates her/his interaction with
the system, or s/he makes further critique in order to obtain more accurate
recommendation in the subsequent cycle.

4 Experiment

Data Sets and Evaluation Metrics. Two public data sets were used for eval-
uating our proposed method. The first one is the car data set including 406 cars
each characterized by 10 attributes (3 categorical and 7 numerical attributes)
[14]. Another is the laptop data set which contains 836 laptop items each with
20 attributes (12 categorical and 8 numerical attributes) [2]. To measure the
efficiency of our proposed method, we use the session length (i.e., the critiquing
cycles consumed for reaching the target choice) as the metric, so as to identify
whether it could reduce users’ interaction cycles in the pre-condition that users
do not need to compromise their decision accuracy (i.e., they are still able to
find their target choice at the end). To perform simulation, we adopt the leave-
one-out strategy that has been commonly used in related works [13,17]. To be
specific, at one time, one item was randomly withdrawn from the dataset that is
called “test item”, and the item most similar to it is taken as the “target choice”.
A subset of attribute values of the test item are treated as the simulated user’s
initial preferences based on which the system will return the first recommenda-
tion (which is best matching to the user’s initial preferences), and generate a set
of compound critiques (by the method described in Section 3 “Compound Cri-
tique Generation”). The critique that is most compatible with the target choice
is assumed being selected by the simulated user. Then, the critiquing sessions
most similar to the current session will be determined (Section 3 “Similar Ses-
sion Identification”), and the recommendation can then be decided for the next

4 Compatibility(it, q) is the number of satisfied critiques in the current session q for
the item it (i.e., Compatibility(it, q) = |{ci|satisfies(it, ci), ci ∈ q}|).
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cycle (Section 3 “Item Recommendation”). The user’s preferences will also be
accordingly updated for generating new critiques in the next cycle. The process
continues until the target choice is reached.

Compared Methods. We compared our method (shorted as graph-based) to the
three most related ones (as mentioned in Section 2). See Table 1 for the summary
of their main differences. We applied each method in both types of critiquing
systems: unit critiquing and compound critiquing. The baseline unit critiquing
approach is the standard one without considering other users’ history data [3],
and the baseline compound critiquing approach is the original preference-based
organization method [5].

Table 1. Methods for experimental comparison

Method Short description

Experience-based [13] OverlapScore for similar session identification (Footnote 3)

NN-baseda [9] Compatibility for item recommendation (Footnote 4)

History-aware [17] Sim() for similar session identification (Equation 4)

Graph-based RSim() for similar session identification (Equation 5) and
(our proposed method) R() for item recommendation (Equation 6)

a NN is the abbreviation of ‘nearest-neighbor’.

Results Analysis. The overall comparison between our proposed method and
related ones can be found in Figure 3 (car dataset) and Figure 4 (laptop dataset).
Note that we set Sizeinitial−pref = 3 (the initial preferences’ size), Sizecritiques =
3 (the number of unit critiques contained in each compound critique), and
Sizebase = 406 (the base size denoting the number of critiquing sessions from
other users) for the overall comparison.

It can be seen that the results from both data sets show the similar trends: 1)
all compound critiquing based methods take shorter session length than the corre-
sponding unit critiquing based systems. The differences reach at significant level
according to Student’s t-test analysis (p < 0.01). 2) All history-aware methods
are more effective than the baseline methods that do not consider other users’ cri-
tiquing histories, which is valid in both unit critiquing (p < 0.05) and compound
critiquing systems (p < 0.01). 3) Our proposed graph-based method achieves the
best performance among all the comparedmethods for compound critiquing (e.g.,
with average 16.01% length reduction in car dataset and 14.25% length reduction
in laptop dataset (p < 0.05)), which phenomenon is also valid in unit critiquing
system. The results hence verify our hypothesis that considering sequential rela-
tionship between items/critiques in the critiquing session (as implemented in our
graph-based method) can help identify similar sessions more accurately.

In Figure 5, we further show the methods’ comparison in terms of recommen-
dation accuracy on per cycle basis in an accumulated way (in the compound
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critiquing system with car dataset5). It shows that the graph-based method is
more accurate than the others during each cycle. In addition, we can see all
curves become convergent when the session length increases to 25.
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Fig. 3. Overall comparison among all
methods (car dataset)
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methods (laptop dataset)
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Fig. 6. Comparison w.r.t. critiquing
size (car dataset)

Parameter Influence. As mentioned before, there are three main parameters:
Sizecritiques, Sizeinitial−pref , and Sizebase. In Figure 6, we vary Sizecritiques
from 2 to 5 (since according to [5], the maximal number of attributes contained
in each compound critique should be no more than 5, in order to reduce infor-
mation overload to users), with Sizeinitial−pref and Sizebase respectively set as
3 and 4066. We can find that the session length decreases when Sizecritiques is
increased, as the larger critiquing size will narrow down the product space. Fur-
thermore, to see the effect of varying the initial preferences’ size Sizeinitial−pref ,

5 The results in unit critiquing system and laptop data set show the similar trends,
so the figures are not shown due to space limit.

6 This is base size set in car dataset. In laptop dataset, it is set as 836.
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we set it’s range from 1 to 5 (which covers all sizes used in [10,13]) and the other
parameters with fixed values (Sizecritiques = 3 and Sizebase = 406). Similarly,
it can be seen in Figure 7 that the session length decreases when Sizeinitial−pref

increases. Moreover, as shown in Figure 8, shorter session lengths for all meth-
ods are obtained when base size Sizebase is increased from 406 to 2436 in car
dataset (when Sizecritiques = 3 and Sizeinitial−pref = 3). This is mainly because
the larger base size can provide more critiquing sessions for identifying similar
ones to the current session. The chance of locating the target choice from these
sessions would be higher. Besides, all of the figures show that the performance
of graph-based method can always obtain the best result relative to the other
approaches no matter which parameter is varied.

5 Conclusion

In this paper, we present a collaborative compound critiquing approach that not
only generates compound critiques based on user preferences, but also locates rec-
ommended items from other users’ critiquing histories. It models the critiquing
session as a directed graph, and proposes a novel graph-based similarity measure
to identify similar sessions. To understand the new approach’s efficiency in saving
users’ interaction efforts, we conducted experiment on two data sets to compare
it with three related history-aware (also called experience-based) critiquing ap-
proaches [9,13,17]. The experimental results show that our method achieves sig-
nificantly higher efficiency than all of the compared methods. Moreover, it was
found that the history-aware compound critiquing systems can take shorter ses-
sion length than the corresponding unit critiquing systems, and they are also more
effective than the baseline systems that do not involve other users’ history data.

Thus, we believe that our collaborative compound critiquing approach can
well improve the efficiency of existing critiquing based recommender systems in
terms of reducing users’ efforts, while still allowing them to reach target choice.
In the future, we will validate these results through user evaluations. We will also
investigate the algorithm’s efficiency and scalability in larger-scale data sets.
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