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Face Template Protection: A Binary Linear Combination Representation∗

Yicheng FENG

Abstract

This paper addresses the security issues of the face bio-
metric templates stored in a database. In order to improve
the security level of the stored face templates, cryptographic
techniques are commonly employed. Since most of such
techniques require a binary input, thresholding is usually
employed to binarize the real valued face features. While
binary templates are obtained, thresholding usually leads to
loss of some useful template information. And in turn, the
recognition performance is also affected. In order to over-
come this limitation, this paper proposes a new approach to
represent a real valued face template using a binary vector
whose elements represent the weights given to a set of basis
feature vectors such that the weighted linear combination
approximates the original template. To estimate an opti-
mal set of weights and the basis vectors, a new optimization
method is developed. The proposed method is evaluated on
three public domain databases, namely FERET, CMU-PIE
and FRGC. Experimental results show that, in comparison
to the existing thresholding-based methods, the proposed
method improves the recognition accuracy by around 7%
on the FERET and CMU-PIE databases and around 5% on
the FRGC database at an FAR of 1%.

1 Introduction

Biometrics is a reliable, robust and convenient way for
person authentication [8, 9, 5]. With the success of the
biometrics research in the last two decades, several large
scale recognition systems have been successfully deployed.
With the growing use of biometrics, there is a rising con-
cern about the security and privacy of the stored biometric
templates (which refer to a set of features extracted from
raw biometric data) stored in a database or a smartcard. Re-
cent studies [10] show that simple attacks on a biometric
system, such as hill climbing, are able to recover the raw
biometric data from a stolen biometric template. Moreover,
the attacker may be able to make use of the stolen template
to access the system or cross-match across databases. A

∗This paper has been submitted to CVPR2009.

comprehensive analysis of eight types of attacks [5] on a
biometric system has been reported. Therefore, biometric
template security [8, 9, 5, 17] has been an important issue
in deploying a biometric system.

In order to overcome the security and privacy problems
[5, 6, 8], a number of biometric template protection algo-
rithms have been reported in the last few years. These meth-
ods can be broadly categorized into two approaches, namely
biometric cryptosystem approach and transformation-based
approach. The basic idea of both the approaches is that in-
stead of storing the original biometric template, the trans-
formed/encrypted template is stored. In case the trans-
formed/encrypted biometric template is stolen or lost, it
is computationally hard to reconstruct the biometric tem-
plate and the original raw biometric data from the trans-
formed/encrypted template. Generally speaking, biomet-
ric cryptosystems offer better security than transformation-
based approach because cryptographic technique is em-
ployed in the last step in the cryptosystems approach. It
is computationally hard to reconstruct the original template
from the encrypted template stored in the database. How-
ever, most (if not all) of the protection algorithms in biomet-
ric cryptosystem approach require a binary template for en-
cryption. That means, the input template has to be converted
into a binary template before applying the encryption be-
cause most of the biometric templates are not represented in
binary form, but are real valued. In order to satisfy the input
requirements, thresholding is a typically employed in exist-
ing algorithms [11, 12, 13, 14, 15, 16]. While the binary
template can be obtained, there are two major limitations of
thresholding technique. First, some useful and discrimina-
tive information in the original (real valued) template will
be lost after thresholding leading to degraded matching ac-
curacy [11, 12]. Second, the selection of optimal thresholds
still remains unsolved.

In view of the limitations on existing thresholding-based
algorithms, this paper adopt the well-known idea that a face
can be represented by a linear combination of other faces
[2]. If we can find a good approximation to the original tem-
plate as a linear combination of certain basis feature vectors,
the information loss will be minimized and therefore, the
discriminability of the original template can be preserved.
In turn, a real valued face template can be represented by
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the weights (coefficients) corresponding to the basis vec-
tors. Different from existing linear combination schemes,
in this paper, the weights for each basis is binary. To our
knowledge, there is no binary linear combination scheme
available and this paper proposes a new algorithm for that.
The rest of this paper is organized as follows. Section 2
gives a brief review of the existing binarization schemes.
Our proposed algorithm is then reported in Section 3. Ex-
perimental results and analysis are given in Sections 4 and
5. Finally, Section 6 gives the conclusion.

2 Review on Existing Binarization Schemes

A comprehensive survey on biometric template protec-
tion has been reported in [8, 7]. This section mainly reviews
the existing binarization schemes in biometric template pro-
tection. This is always a two-step architecture as illustrated
in Figure 1. A binarization process transforms the origi-
nal feature vectors into binary strings, and then the cryp-
tographic method is employed to encrypt the binary tem-
plate in order to improve the security level. In practice,
some transformation is usually applied before the binariza-
tion step in order to provide cancelability and enhance dis-
criminability at the same time [18]. This however, is not the
focus of this paper.

Original feature 

template

Secure

template

Binary

template

Crypto-

system
Binarization

Figure 1. The binarization-combined cryp-
tosystem architecture.

The binarization scheme was first proposed by Mon-
rose et al. [11, 12], who described a cryptographic key
generation scheme from biometrics. The biometric data is
transformed into a binary string called ”feature descriptor”
which has relatively small intra-class variation and large
between-class variation. This binary string is generated by
a thresholding technique based on mean and standard devi-
ation of the biometric data.

Goh and Ngo [14] proposed a biohashing scheme. In
their scheme, the original templates are first transformed us-
ing random mapping. Each element of the transformed tem-
plate is thresholded to either 0 or 1, thus converting the tem-
plate into binary form. Different versions of Biohashing al-
gorithms have been proposed in the last few years. Teohet
al. proposed a two-factor authentication algorithm [13] for
fingerprint and a random multispace quantization (RMQ)
algorithm [16] for face biometric. In RMQ algorithm, a
user specific random transformation matrix is adopted to
enhance the discriminability of the templates. Again, in all
their schemes, thresholding technique is adopted.

Feng et al. [18, 19, 20] proposed a class-distribution-
preserving transform (CDP transform) for binarization.
Distinguishing points are determined. The distance be-
tween each distinguishing point and the face template is
calculated and thresholded. With optimal positioning of the
distinguishing points, the transform optimizes the discrim-
inability of the binary strings. Thus the discriminability-
preserving ability of this scheme is justified. But note that
it is still a thresholding-based approach.

3 Proposed Binary Linear Combination Rep-
resentation

From the reviews in Section 2, it is noted that a simple
thresholding technique is employed in most existing tem-
plate protection algorithms. It is important to point out that
the binarization step significantly affects the overall biomet-
ric system performance, but has received only little atten-
tion. No matter how good the thresholding algorithm is,
some information is bound to be lost. In order to avoid the
thresholding process while we could obtain binary template
representation, this paper proposes to represent the (real val-
ued) face template by a linear combination of certain basis
features with binary weights. The binary weights are then
used to represent of the original face template.

Linear combination has been adopted in face recogni-
tion community for more than two decades. However, the
problem in this paper is different from the traditional lin-
ear combination problem where weights are real values, and
the optimal weights can be determined using a least square
method. To the best of our knowledge, there is no standard
method in determining the linear combination with binary
weights. Therefore, a new method is proposed in this paper.

The problem of the binary linear combination is defined
as follows. Given an original face templatev, we would
like to find an approximated templatevA which is a linear
combination of basisβ1, β2 . . . βk with binary coefficients
b1, b2 . . . bk such that the error betweenvA andv is mini-
mum. Mathematically, it is written as,

vA =
k∑

i=1

biβi.

w = argmin
b1,b2···bk

||vA − v||.

wherew is the binary (template) representation of the orig-
inal face templatev.

3.1 Finding Optimal Basis and Weights for the
Reference Template

In finding the optimal basis, we hope that the distance
between any two face templates is preserved in the binary

2 of 146



representation space. Supposev1 andv2 are two face tem-
plates, andv1A andv2A are their approximations with bi-
nary representations (weights)w1 andw2 respectively. Let
β1, β2 . . . βk are orthogonal columns of matrixBl×k. Then

||v1−v2|| ≈ ||v1A−v2A|| = ||B(w1−w2)|| = m||w1−w2||

where
BT B = m2I. (1)

It can be seen that if we want to preserve the distance
ranking, the basis have to be orthogonal andm is a normal-
ization constant.

In this paper, we assume that each class has its own set of
basis, but same value ofm should be used. A representative
face template from each class (which could be an average
of all input face template of the same individual) is given.
Suppose there arec classes and the representatives of the
various classes in the training set are{v1, v2, v3 . . . vc} re-
spectively. Assume thatm is given and fixed. For theith

class, the optimal basisBi and binary templatewi for rep-
resentingvi can be determined by minimizing the approxi-
mated errorEi which is given as follows,

Ei = ||viA − vi||2
= ||viA||2 − 2vT

i viA + ||vi||2
= ||Biwi||2 − 2vT

i Biwi + ||vi||2
= m2||wi||2 − 2vT

i Biwi + ||vi||2
(2)

For a fixedwi and||vi||2 is a positive constant, minimizing
Ei is equivalent to maximizing the termvT

i Biwi which is
then given as follows,

vT
i · (Biwi) = ||vi|| · ||Biwi|| cos θ, (3)

where θ is the angle betweenvi and Biwi. Obviously,
Equation (3) achieves its maximum if and only ifcos θ = 1,
that is,

Biwi = xvi, (∀x ∈ R+). (4)

Substitute Equation (1) into Equation (4), we have

x||vi|| = ||Biwi|| = m||wi||.

x =
m||wi||
||vi|| .

Therefore,
Bi

wi

||wi|| = m
vi

||vi|| ; (5)

Solving Equations (1) and (5),Bi(wi) can be calculated.
It is important to point out thatBi is a function ofwi.

Substituting Equation (5) into Equation (2), the error
term becomes

Ei = ||Biwi − vi||2 = (m||wi|| − ||vi||)2. (6)

Since we want to minimizeEi, ||wi|| should be as close to
||vi||/m as possible. Notice||wi||2 is an integer in interval
[0, k]. Therefore, we set,

||wi|| = min(
√

round(||vi||2/m2), k); (7)

where the functionround() outputs the integer nearest to
the input value. The binary stringswi satisfying Equation
(7) will be the optimal weights (binary representation) for
thevi. Oncewi is determined,Bi can be calculated as fol-
lows.

Let wi0 andvi0 be the normalized vectors ofwi andvi

respectively. We construct two matricesPn×k andQk×k

such that
Pe1 = vi0 (8)

and,
Qe1 = wi0 (9)

and,
PT P = QT Q = I, (10)

wheren denotes the length ofvi and e1 denotes the unit
vector(1, 0, 0 . . . 0)T with lengthk. With the constructed
P andQ, set

Bi = mPQT , (11)

The constructedBi satisfies Equations (1) and (5).
Here, P and Q in Equations (8) and (9) can be con-

structed using linear independent bases with the first basis
vector equal tovi0 andwi0 respectively. After that, the or-
thonormal criterion in Equation (10) can be satisfied using
the Gram-Schmidt Orthonormalization method.

The next step we need to do is to determine the nor-
malization constantm which is given in Equation (1). The
ranges of||w|| and||vA|| are[0,

√
k] and[0,m

√
k] respec-

tively. If we want vA ≈ v, the range of||v|| should be
close to[0,m

√
k]. However, the value of||v|| is database

dependent and there is no guarantee that it will be close to
[0,m

√
k]. Thereforem is used to normalizev to the range

[0,
√

k] after transformation.m is calculated as

m =
√

mean(||vi||2)/(k/2). (12)

With this value, the optimal binary strings{w1, w2 . . . wc}
will have roughly50% of bits as “0” and the rest as “1”.
(Notice that||wi||2 represents the number of “1”-bits in the
binary stringwi). This provides high entropy of the binary
strings.

3.2 Finding Binary Representation of the Query
Templates

When a query face templatev′i is presented, the corre-
sponding basis matrixB′

i is then extracted from database.
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The binary representationw′i of the query can then be cal-
culated as:

w′i = argmin
w

‖ v′i −B′
i · w ‖ . (13)

Here

||v′i −B′
i · w′i||2

= ||v′i||2 − 2v′Ti ·B′
i · w′i + w′Ti ·B′T

i ·B′
i · w′i

= ||v′i||2 − 2v′Ti ·B′
i · w′i + m2 ‖ w′i ‖2

(14)

Let v′Ti ·B′
i = [γ1, γ1 . . . γk], w′i = [b′1, b

′
2 . . . b′k]T . Substi-

tute these into Equation (14), it becomes

‖ v′i −B′
i · w′i ‖2

= ||v′i||2 − 2
k∑

i=1

b′iγi + m2
k∑

i=1

b′2i

= ||v′i||2 + m2
k∑

i=1

(b′i −
2γi

m2
)b′i.

(15)

Sinceb′i is binary,‖ v′i−B′
i ·w′i ‖2 will be minimum when:

b′i =
{

1 if γi > m2/2;
0 if γi ≤ m2/2.

(16)

The binary representation ofvi i.e. wi = [b′1, b
′
2 . . . b′k]T is

thus calculated as mentioned above.

3.3 Procedure to Implement the Binary Linear
Combination Scheme

The whole procedure to implement the binary linear
combination (BLC) algorithm is described as follows:

In enrollment:

a) The representative templatesvi for each user are ex-
tracted from the enrolled templates;

b) Determinem and the binary representationswi by
Equation (12) and (7);

c) The basesBi are computed with determinedwi and
m;

d) wi is encrypted and stored in database withBi.

In authentication:

a) When a queryv′i is presented, the corresponding bases
B′

i is released from the database;

b) w′i is computed fromB′
i andv′i;

c) v′i and the storedvi are matched for a decision.

4 Experimental results

This section reports the performance of our proposed bi-
narization algorithm using binary linear combination rep-
resentation. Three public domain face databases, namely
CMU PIE, FERET and FRGC are selected to evaluate our
algorithm. The Fisherface [1] algorithm is employed to gen-
erate the original face templates. The detailed parameters
settings are shown in Table 1, wherenc is the number of
individuals in the database,np denotes the total number of
images from each individual,nt is the number of images
used for training from each individual andk is the number
of basis vectors used in our proposed binary linear combi-
nation (BLC) algorithm. Moreover, the random multispace
quantization (RMQ) [16] algorithm which employs thresh-
olding technique, is also used for comparison. It is impor-
tant to note that full RMQ algorithm with random projection
and thresholding steps, is implemented for comparison.

Table 1. The experiment settings
Database nc np nt k
CMU PIE 68 105 10 50
FERET 250 4 2 200
FRGC 350 40 5 200

Figures 2-4 show the experimental results for the Fish-
erface method (labeled as original), RMQ method (labeled
as RMQ) as well as our proposed method (labeled as BLC)
on CMU-PIE, FERET and FRGC databases respectively. In
all three databases, it can be seen that the proposed method
outperforms the RMQ method as well as the original (Fish-
erface) method. The results also show that the proposed
method not only preserves, but also improves the original
template discriminability. Following the popular setting,
we fix the FAR at 0.01 and compare the accuracy. The re-
sults are shown in Table 2. It can be seen that, in compari-
son to the thresholding-based method, the recognition accu-
racy of the proposed method is increased by around 7% on
CMU-PIE and FERET databases and around 5% on FRGC
database. We also measure the equal error rate (EER) and
the results are shown in Table 3. In all three databases, our
proposed method gives the lowest EER.

In addition to the ROC, we also perform the analysis us-
ing histograms. The histograms of the genuine and impos-
tor matching score distributions for CMU-PIE, FERET and
FRGC databases are plotted in Figures 5-7 respectively. The
Figures (a), (b) and (c) show the distributions correspond-
ing to original Fisherface algorithm, RMQ scheme and our
proposed binary linear combination algorithm respectively.
To evaluate the histograms, we follow the method reported
in [16] and use the decidability indexd introduced by Daug-
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Figure 5. The genuine users and imposters distribution in CMU PIE database.
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Figure 6. The genuine users and imposters distribution in FERET database.

0.5 1 1.5
0

0.05

0.1

0.15

0.2
Histogram

Euclidean distance
.

(a) Original

P
er

ce
nt

ag
e

0.2 0.3 0.4 0.5 0.6
0

0.05

0.1

0.15

0.2
Histogram

Hamming distance
.

(b) RMQ

P
er

ce
nt

ag
e

0.2 0.3 0.4 0.5 0.6
0

0.05

0.1

0.15

0.2
Histogram

Hamming distance
.

(c) BLC

P
er

ce
nt

ag
e

Genuine
Imposter

Genuine
Imposter

Genuine
Imposter

Figure 7. The genuine users and imposters distribution in FRGC database.

Table 2. The GARs(%) of the experiments with
fixed FAR=0.01

Database Original RMQ BLC
CMU PIE 59.26 66.17 73.28
FERET 45.47 62.25 69.24
FRGC 26.28 51.45 56.31

Table 3. The EERs(%) of the experiments
Database Original RMQ BLC
CMU PIE 17.32 12.00 10.13
FERET 21.66 16.20 11.81
FRGC 31.75 17.56 16.83
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Table 4. Evaluation of The Histograms
Database Scheme µg µi σ2

g σ2
i d

Original 0.2610 0.4302 0.0108 0.0082 1.74
CMU PIE RMQ 0.0115 0.0068 0.2699 0.5029 2.43

BLC 0.3063 0.5662 0.0136 0.0063 2.60
Original 3.7857 5.1216 1.2489 0.6068 1.39

FERET RMQ 0.0061 0.0017 0.3045 0.4267 1.95
BLC 0.3011 0.4334 0.0063 0.0013 2.14

Original 0.8247 0.9753 0.0443 0.0287 0.79
FRGC RMQ 0.0045 0.0015 0.4016 0.5003 1.79

BLC 0.3768 0.4745 0.0044 0.0013 1.85
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Figure 2. The experimental results of the CMU
PIE database.
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Figure 3. The experimental results of the
FERET database.

man [4] as follows,

d =
µg − µi√
1
2 (σ2

g + σ2
i )

, (17)
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Figure 4. The experimental results of the
FRGC database.

whereµg and µi are the respective means of the gen-
uine and imposter distributions,σ2

g andσ2
i are the respec-

tive variances. Note thatd shows how well the genuine dis-
tribution is separated from the imposter distribution. The
larger the value ofd, the better the performance will be.
The results on the Fisherface, RMQ and our proposed BLC
method are shown in Table 4. It can be seen that our pro-
posed method gives the best separation.

5 Analysis

A biometric template protection scheme should satisfy
three requirements: discriminability, security and cancela-
bility. That is, the protection scheme preserves the accuracy
of the original system and the template stored in database
should be secure and cancelable.

The accuracy performance of our proposed algorithm
has been reported and discussed in Section 4. Experimen-
tal results shows that our algorithm gives very good perfor-
mance.

The biometric system security relies on the security of
the transformed binary template. Since binary template
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stored in the database is encrypted, it is computationally
hard to recover the original face template (eg. the MD5
[3] hashing provides a security level of2128). Attackers
can only apply a brute-force attack to guess the original bi-
nary template bit by bit, resulting in a high security level
of 2k. However, since we selectm such that the number
of bits ’1’ and ’0’ are balanced in the binary templateswi,
attackers may assume that the stored binary templates have
half of the bits to be ’1’ and half of the bits ’0’. This will
reduce their guessing times toC

[k/2]
k ([k/2] means the near-

est integer tok/2). But still, the BLC algorithm gets a high
security level whenk is comparatively large (e. g.k = 200
the security level is about2195, only 5 bits lost in security
level). Another thing should be mentioned is that the bases
matricesBi are stored in database without protection. As a
result, they are exposed to attackers. This will offer attack-
ers a relationship betweenvi andwi (referring to Equation
(5)). However, since attackers know neithervi nor wi, the
exposedBi provides no useful information to attackers. It
will not affect the security of our scheme.

The cancelability of our algorithm is also high because
the reference binary templates are randomly generated with
fixed number of bits ’1’ as shown in Section 3.1. If the
binary template is compromised, it can be cancelled and a
new reference template can be generated for replacement.
So our algorithm has high cancelability capability.

6 Conclusion

This paper has proposed and reported a new method to
generate a binary face template from a real valued face tem-
plate. A new binary linear combination method is pro-
posed to represent a real valued face template and the bi-
nary weights of the basis are then used as the binary repre-
sentation. Since there is no standard method in determining
the binary linear combination, a new method is proposed
in order to minimize the approximation error. Three public
domain available face databases have been used to evaluate
the proposed method. The experimental results show that
the proposed method outperforms the existing thresholding-
based template protection method.
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A SemiBoosted Co-Training Algorithm For Human Action Recognition*

Chang LIU

Abstract

This paper proposes a SemiBoosted Co-Training method
for human action recognition. Two confidence measures
namely inter-view confidence and intra-view confidence are
proposed and estimated from co-training and self-training
perspectives, and are dynamically fused into one semi-
supervised learning process. For co-training, two dis-
criminative views from temporal and spatial information of
the video, namely action saliency view and action eigen-
projection view, are proposed for the training process. For
self-training, a multi-class SemiBoost algorithm is intro-
duced in order that the performances of classifiers in dif-
ferent views are effectively boosted in each iteration. Given
a small set of labeled videos and a large set of unlabeled
videos, the proposed semi-supervised learning algorithm
trains a classifier by dynamically incorporating a set of un-
labeled data into the labeled data set, the performance of
the classifier will be improved in each iteration. The KTH
and Weizmann human action database are used to evaluate
our proposed algorithm, average recognition accuracy of
99.2%and91.3%are obtained respectively.

1. Introduction
1 Human action recognition has been receiving increas-

ing attentions from researchers in computer vision commu-
nity. The aim of human action recognition is to recognize
human actions from videos so that the system could un-
derstand the scene, and make further classification or se-
mantic description of the scene [18] [10] [31] [17] [30].
The results can be applied to many applications such as vi-
sual surveillance, human-computer interfaces, video sum-
marization, content based video retrieval etc. Human action
recognition is a challenging research area because the dy-
namic human body motions have almost unlimited underly-
ing representations, there are also difficulties from perspec-
tive distortions, different viewpoints and illumination vari-
ations. To recognize human actions, an action model [26]
[19] is often required. In order to train a good action model,
a large amount of labeled data should be needed so that
there are sufficient sample features for training [15] [28]

1* This paper has been submitted to IEEE International Conference on
Computer Vision and Pattern Recognition 2009.

[7], and achieve a strong generalization ability. However,
labeled videos are often very costly to obtain because they
require much of human efforts, while the unlabeled videos
can be easily obtained from public surveillance cameras. In
this case, how to fully use the labeled data and more impor-
tantly, how to employ the large amount of unlabeled data
to boost the performance of the overall system is a crucial
problem.

Semi-supervised learning is currently a hot topic that uti-
lizes the labeled data as well as a large amount of unlabeled
data to learn the hypothesis [34]. It shows great advantage
in automatically exploiting huge amount of information
from the unlabeled data and boost the generalization abil-
ity of the trained system. For extracting specific informa-
tion from the unlabeled data, a number of semi-supervised
learning methods are proposed. Graph-based methods [1]
[27] [2] construct graphs in which the nodes represent la-
beled and unlabeled samples, and weighted edges represent
the similarity among the samples. These kinds of meth-
ods often have label smoothness assumptions and they are
said to be transductive in nature. SemiBoost [16] is a semi-
supervised improvement graph-based algorithm. By using a
boosting framework, SemiBoost has the ability to improve
the performance of any given supervised classifier in the
presence of unlabeled samples. The SemiBoost has already
been successfully employed in image analysis applications
[13], while only two-class classification problem is consid-
ered.

Co-training [4] is a multi-view semi-supervised learning
algorithm. In co-training, two learners are trained from the
same set of examples, with each learner using an ideally in-
dependent set of features for each example. During the co-
training process, each learner iteratively labels severalunla-
beled examples that show highest confidence value from its
point of view, and these newly labeled examples are added
to the labeled training set of the other learner. Therefore,the
labeled training set of both learners will be simultaneously
augmented. By assuming the two views are conditionally
independent and each view is sufficient for learning a clas-
sifier, it has been shown that any weak hypothesis can be
boosted from the unlabeled data [5]. However, the problem
is that the confidence of a newly labeled data can only be
measured on one learner while ignoring the confidence of
the other learner. Therefore, the performance of the over-
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all system is largely depended on the selection of the two
learners.

This paper proposes a SemiBoosted Co-Training algo-
rithm for human action recognition. In order to automati-
cally label new samples and utilize them as labeled training
data, both co-trained the inter-view confidence measured
from other views and the self-trained intra-view confidence
measured from self view on unlabeled data are used, so that
different views measure their confidence on unlabeled data
in an interacted manner. Two discriminative views from
temporal and spatial information of the video, namely ac-
tion saliency view and action eigen-projection view, are pro-
posed for the training process. Simultaneously, each view
provides confidence information of the unlabeled data to the
other view, while the other view decides the labeled data
from both the inter-view confidence and intra-view confi-
dence by a Multi-class SemiBoost process. Therefore, the
decisions from both views are effectively boosted in each
iteration with new unlabeled data adding into the labeled
data set for training, and the performance of the classifiers
are improved cooperatively.

2. Related Work

In literature, there are many existing research works on
human action recognition, two good survey papers were re-
ported [10] [18]. In this section, we mainly focus on exist-
ing methods which are related to our work in this paper.

For representing human actions, space-time based ap-
proach becomes more and more popular recently because
it does not require segmentation or tracking of the human.
Shechtman et al. [25] have recently proposed a spatio-
temporal patch correlation based method for human activ-
ity recognition. Small spatio-temporal reference volumes
are correlated against the entire video sequences in the tar-
get volume. The overall peak correlation values shows the
matched activities. Yilmaz et al [33] extracted differential
geometry features from the 3D contour of the action vol-
ume. The 3D contour is then projected to a 2D surface. The
projection on the time axis forms the new spatio-temporal
volume. Then the human moving speed, moving direction
and human shape can be extracted from the volume. Ac-
tivity recognition can then be performed. Gorelick et al
[8] [3] utilized the properties of the poisson equation so-
lution to analyze the spatio-temporal volume. Three dimen-
sional space-time shapes are generated from the silhouettes
of the spatio-temporal volume. The space-time salient fea-
tures are then extracted from the space-time shape. It shows
that these features are very useful for activity recognition.
Niebles et al [20] proposed a mixture hierarchical model
for human activity recognition based on spatial and spatio-
temporal features. They showed that static shape features
can improve the recognition performance when using the
spatio-temporal features.

Another approach represent human actions by spatial-
temporal interest points. Laptev [12] proposed a space-
time interest point detector. It can find local salient pixels
in space-time volume where the pixel values have signifi-
cant local variations in both spatial and temporal domain,
the local saliency maxima is detected based on the Harris
operator. However, this method detect a small number of
stable interest points which may not sufficient to character-
ize complex events. Dollar et al. [6] used separable linear
filters in the spatio-temporal volume and detected interest
points. A number of descriptors are then proposed for each
interest point. Oikonomopoulos et al. [22] proposed to ex-
pend spatial salient region detector to spatio-temporal vol-
ume. Two sets of spatio-temporal salient points are detected
and compared by chamfer distance. The result is shown to
be promising.

Alternatively, some researchers do not work on learn-
ing an action model from the labeled action data, but di-
rectly learning from unlabeled action dataset in a unsuper-
vised manner. This is because that labeled videos are often
very costly to obtain as they require much of human efforts,
while unlabeled videos are much easier to obtain. Niebles
et al. [21] quantize local space-time features and represent
human actions as a bag of spatio-temporal words by extract-
ing space-time interest points from unlabeled action videos.
Then probabilistic latent semantic analysis model and la-
tent dirichlet allocation model are used to classify these ac-
tion videos. There are also other researchers develop al-
gorithms to directly extract discriminative action features
from unlabeled data [32] [29]. However, there are very few
semi-supervised learning methods for human action anal-
ysis, which can fully use both the labeled and unlabeled
data. Guan et al. [9] proposed an En-Co-training method
to make use of the unlabeled action videos. They use dif-
ferent classifiers namely decision tree, Naive Bayes and k-
nearest neighbors for the three views. It showns that the
learning performance can be improved by utilizing the un-
labeled data. But they did not consider the independence of
different views, the comparative experimental results with
the state of the art methods on publicly dataset are not re-
ported.

3. SemiBoosted Co-Training for Human Ac-
tion Recognition

This paper proposes a new semi-supervised learning
framework for human action recognition. Both labeled and
unlabeled data are used for training the system, while the la-
beled data set is augmented in each iteration from the inter-
view confidence and intra-view confidence. The confidence
is decided by the two classifiers trained in the two views.
The block diagram of our proposed framework is shown in
Figure1. It is an online learning process, in each iteration,
simultaneously, the existing labeled data will be used for
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Figure 1. Block diagram of SemiBoosted Co-Training.

training two classifiers from two views. For each classi-
fier, it calculates its confidence on the unlabeled data, and
select a set of pseudo-labeled data which have high confi-
dence (inter-view confidence). The other classifier will then
decide a set of labeled data from the pseudo-labeled data
from its own confidence (intra-view confidence), and add
the newly labeled data into the labeled data set. After the
labeled dataset is augmented, two new classifiers will be
trained from the labeled dataset, and this iterative process
continues.

3.1. Data Representation

To represent video data from two views as shown in
Figure1, a logical way is to consider the video data as a
spatio-temporal volume [11] [23], and extract the spatial
and temporal information separately from the video. It is
reasonable to consider the spatial information and temporal
information are conditionally independent, and these two
kinds of information have the properties to be co-trained
in one framework. In this paper, we adopt the Information
Saliency Map (ISM) [14] to represent the video data. The
ISM was built from the video while each entry of ISM re-
flects the saliency of the corresponding pixel in that video
frame. Considering the current frameIm0 which can be
divided intoh×w smaller patches{Im1,1, Im1,2, ..., Imh,w},
the ISM for Im0 can be obtained by the Spatio-Temporal
ISM model [14]

Ir,s =− log2

(
P(X|V)P(x0|X)+P(X′|V)P(x0|X

′)
P(X|V)[1−P(x0|X)]+P(X′|V)[1−P(x0|X′)]

)
(1)

where x0 is the < m× 1 > vector form of Imi, j , the
temporal vector setX = {x0,x1, ...,xN−1} is constructed
from concatenatingN temporal patches located atImr,s,
which is called a sub-volume. The spatial vector setX′ =
{x′0,x

′
1, ...,x

′
N′−1} is constructed by the patchx0 in Im and

its N′−1 spatial neighborhoods. V is chosen as the spatio-
temporal cube that containsX andX′, where{X,X′} ⊂V.
P(x0|X) is the conditional probability ofx0 given X. A

Gaussian kernel is then used to estimate the conditional
probability and Eq.(1) becomes Eq.(2) and can be solved.

f̂ (y) =
1

(2π)q/2N

N−1

∑
i=0

[(DKL( f̂ || f̂i))−q/2

· exp(− 1
2 (y−yi)

T (DKL( f̂ || f̂i))−1I)(y−yi ))]

(2)

where kullback-Leibler divergenceDKL is used to measure
the similarities between density functions. After the Infor-
mation Saliency Map is calculated, an information saliency
curve can be generated as shown in Figure2. The images
show five key frames of a person walking and their corre-
sponding ISM, the information saliency curve is obtained
from object overall saliency value along time axis. Three
primitive actions are then detected from the curve where
each primitive action is represented by a complete saliency
changing period, and the primitive actions are noted as
Salient Action Unit (SAU) [14]. Each curve in one SAU
are represented as action information saliency vector set
VS = {v1

s,v
2
s, ...,v

m
s }. The SAU is then used for projecting

the original video to the eigen space, where we get another
vector set named human action eigen-projection vector set
VE = {v1

e,v
2
e, ...,v

n
e}. It can be seen thatVS andVE represent

the temporal and spatial view of the video data respectively.
They are considered to be conditionally independent, and
will be used as the raw data for training the semi-supervised
action recognition system.

3.2. Inter-view Confidence

We propose to fully utilize the unlabeled data for training
the human action recognition system. Inspired from the co-
training method, two different kinds of feature sets are ex-
tracted from the original data, namely action saliency vector
setVS and action eigen-projection setVE. These two sets are
used to train two different classifiers corresponding to two
different views. Two classifiers are then integrated in one
system and interacted with each other as shown in Figure1.
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the five information saliency values of the five frames. Notice that
three Salient Action Units are generated from this curve.

We consider that the information obtained from tem-
poral context and spatial context in videos are condition-
ally independent to each other. The action saliency vector
setVS = {v1

s,v
2
s, ...,v

m
s } is generated from the information

saliency curve, which measures pixel densities in time axes.
The action eigen-projection vector setVE = {v1

e,v
2
e, ...,v

n
e}

measures spatial information in the eigen space. Therefore,
we consider thatVS andVE are conditionally independent
to each other. And it has been shown in [14] that these
vectors are useful for training an action recognition system.
So these two feature sets can be used as two views for co-
training.

Co-training method can boost the performance of indi-
vidual classifier while augmenting the labeled data set, but
the problem is that the confidence of a newly labeled data
can only be measured on one learner while ignoring the
confidence of the other learner. Therefore, if only the co-
trained inter-view confidence is used, the performance of
the overall system is largely dependent on the selection of
the two learners. As the labeling process does not has a
re-validation step, the newly labeled data will then be used
as labeled training data. Therefore, the confidence of the
unlabeled data in both views should be measured before
the labeling process. To solve this problem, we further
introduce self-trained intra-view confidence into the whole
semi-supervised learning framework, where the confidence
of both learners are incorporated. As shown in Figure1, the
unlabeled data with high confidence in one learner will not
be immediately given a label, but a pseudo-label instead.

The other view decides whether the data should be labeled
by further considering the intra-view confidence measure.

3.3. Intra-view Confidence

To fully incorporate the confidence of both views, we
propose to introduce two intra-view confidences by a self-
training process together with the inter-view confidence
measured by co-training. In practice, the learnerhS trained
from action saliency vector setVS = {v1

s,v
2
s, ...,v

m
s } decides

a set of unlabeled data thathS has the highest confidence,
then these unlabeled data are given pseudo-labels and aug-
ment the pseudo-label data set for the other view. The
learnerhE is then updated by a self-training process from
the labeled data and pseudo-labeled data. Some pseudo-
labeled data which have the highest intra-view confidence
are given their labels and added into the labeled data set.
The rest of the data from the pseudo-label data set are added
back to the unlabeled data set. Simultaneously, the learner
hS also labels a set of data from the pseudo-labeled data set
into the labeled dataset.

For self-training, we employ the SemiBoost algorithm
[16] and extend it for multi-class classification task. Semi-
Boost is a semi-supervised improvement algorithm which is
able to boost any supervised learning algorithm in each it-
eration given both labeled data and unlabeled data for train-
ing. With the assumption that the unlabeled data having
high similarity often share the same labels. Because the
original SemiBoost algorithm can be only applied in two-
class classification problems, it is necessary to extend this
algorithm to multi-class case, so that it can be applied for
human action recognition applications . The multi-class ob-
jective function that measures the overall inconsistency be-
tween data is shown in Eq.(3), by minimizing this objective
function, the inconsistency between all the training samples
will be minimized

F(x,y,S) = Fl(x,y,S)+Fu(xu,yu,S) (3)

wherex represents the mixture of labeled and unlabeled data
set,y is the mixture label set,xu is the unlabeled data set,yu

is the label set for these unlabeled data,S is the similarity
matrix. Fl measures the overall inconsistency between all
the labeled data and unlabeled data,Fu measures the overall
inconsistency among unlabeled data.

Because the space is limited, we solely show the impor-
tant steps of the whole derivation. By employing the har-
monic function approach to measure data similarity, the ob-
jective function Eq.(4) can be obtained,

F(x,y,S) = 1
nl nu

nl

∑
i=1

nu

∑
j=1

Si, j exp(−2yl
i y

u
j )+

1
nunu

nu

∑
i=1

nu

∑
j=1

Si, j exp(yu
i −yu

j )

(4)
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wherenl is the total number of labeled data, andnu is the
total number of unlabeled data.

By minimizing the objective function Eq.(4). The opti-
mal class label for the unlabeled data and optimal sampling
weight can be achieved in each iteration during the boost-
ing process. Considering the multi-class problem can be di-
vided into a set of two-class classification problems. From
this aspect, each binary decision[[yu

i = `]] has two labels of
{1,−1}, and its label can be estimated from the Adaboost
classifier as∑

`∈L
(Hi(xi , `)+αhi(xi , `)), whereL is the whole

label set, then we obtain

F(x,y,S) = 1
nl nu

nl

∑
i=1

nu

∑
j=1

∑
`∈L

Si, j exp(−2yl
i (H j (xj ,`)+αh j(xj ,`)))

+ 1
nunu

nu

∑
i=1

nu

∑
j=1

∑
`1∈L

∑
`2∈L

Si, j exp(Hi(xi ,`1)+αhi(xi ,`1))

· exp(−H j (xj ,`2)−αh j (xj ,`2))

(5)

To minimize the objective function Eq.(5), we find its
upper bound as

F(x,y,S) ≤ 1
nl nu

nl

∑
i=1

nu

∑
j=1

∑
`∈L

Si, j exp(−2yl
i H j (xj ,`))exp(−2yl

i αh j (xj ,`))

+ 1
nunu

nu

∑
i=1

nu

∑
j=1

∑
`1∈L

∑
`2∈L

Si, j exp(Hi (xi ,`1)−H j (xj ,`2))

· exp(αhi(xi ,`1)δ (yi ,`1))

(6)

We set the upper bound in Eq.(6) asF1, it can be further
represented as Eq.(7)

F1 = 1
nl nu

nl

∑
i=1

nu

∑
j=1

∑
`1∈L

∑
`2∈L

Si, j exp(−2H j (xj ,`1)−2αh j (xj ,`1))δ (yi ,`2)

+ 1
nunu

nu

∑
i=1

nu

∑
j=1

∑
`1∈L

∑
`2∈L

Si, j exp(Hi(xi ,`1)−H j (xj ,`2))

· exp(αhi(xi ,`1)δ (yi ,`1))

(7)

It can be seen that this upper bound of total inconsistency
also consist two parts:Fl(x,y,S) andFu(xu,yu,S), we com-
bine these two parts into one expression and further divide
the expression intoF1 andpi,k as Eq.(8) is shown

F1 = 1
nu

nu

∑
i=1

∑
`1∈L

∑
k∈L

exp(αhi(xi ,`1))δ (yi ,k)pi,k

pi,k = 1
nl

nl

∑
j=1

Si, j exp(Hi(xi ,`1))δ (yj ,k)+

1
nu

nu

∑
j=1

∑
`2∈L

Si, j exp(Hi(xi ,`1)−H j (xj ,`2))

(8)

wherepk
i can be interpreted as the confidence in classifying

the unlabeled dataxi to classk. Consideringnu� nl , we
find the upper bound ofF1 as

F1≤ F2 = 1
nu

nu

∑
i=1

∑
`1∈L

∑
k∈L

pi,k(αhi(xi ,`1)δ (yi ,k)−1)−

1
nu

nu

∑
i=1

∑
`1∈L

∑
k1∈L

∑
k2∈L

2αhi(xi ,`1)(pi,k1
−pi,k2

)

(9)

The upper boundF2 is composed of two terms, of which
the first is independent ofhi . Therefore, to minimize the
objective function at each iteration, the optimal class label

Algorithm 1 SemiBoosted Co-Training Algorithm

• Given labeled video example set{L}, unlabeled video
example set{U}
• For the labeled example set{L}, calculate the two
views of vector set: action saliency vector setXl

S =

{x1
s, ...,x

nl

s } and action eigen-projection vector setXl
E =

{x1
e, ...,x

nl

e }.
• Create a sub data setU ′ by choosing u examples from
U randomly
Do for k=1,2,...,K

I For unlabeled example set{U ′}, calculate the two
views of vector set:Uu

S = {u1
s, ...,u

nu

s },
Uu

E = {u1
e, ...,u

nu

e }
I UseXl

S to train a classifierhS, usehS to label
example setUu

S fromU ′

I UseXl
E to train a classifierhE, usehE to label

example setUu
E fromU ′

I Compute the pairwise similarity matrixSS
i, j

between any two examples inXl
S andUu

S,
andSE

i, j between any two examples inXl
E andUu

E
Do for t=1,2,...,T
�Computepi,k for every example in{Xl

S,U
u
S} and

in {Xl
E,Uu

E} using Eq.(8).
� Compute class labelargmaxi

k1,k2∈L
(pi,k1− pi,k2) for

each example, sample new example setsU l
S and

U l
E fromUu

S andUu
E respectively by Eq.(11)

� Use{Xl
S,U

l
S} and{Xl

E,U l
E} to train

Adaboost.M2 classifiershS
t andhE

t
respectively, compute their weightsαS

t andαE
t

� Update the strong classifierHS = ∑
t

αthS
t ,

HE = ∑
t

αthE
t

I Add all theℵ labeled examples toL
I Randomly chooseℵ examples fromU to replenish

U ′

• Obtain final classifierH← HS+HE

for yu
i and its weightwi should be

ŷu
i = argmaxi

k1,k2∈L
(pi,k1− pi,k2) (10)

ŵi = |pi,k1− pi,k2| (11)

The detailed SemiBoosted Co-Training algorithm is
shown in Algorithm 1. It shows that after theyu

i andwi are
obtained, in each iteration, a set of unlabeled data will be
labeled and added into the labeled data set, and classifiers
will be updated and improved

4. Experimental Results

We perform extensive experiments to evaluate our pro-
posed SemiBoosted Co-Training method on publicly avail-
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able datasets. Details on the experiments and comparative
results are given below.

4.1. Dataset and Experimental Settings

We evaluate our proposed method with two human
action databases, namely Weizmann [8] human action
database and KTH [24] human action database. Weizmann
database contains 90 low-resolution (180× 144) video se-
quences from nine people, each performing 10 natural ac-
tions: ’run’, ’walk’, ’skip’, ’jumping jack’, ’jump forward
on two legs’, ’jump in place on two legs’, ’galloping side-
ways’, ’wave one hand’, ’wave two hands’ and ’bend’.
All the videos are captured from a fixed viewpoint. KTH
database contains 600 low-resolution (160× 120) video
sequences from 25 people, each performing 6 natural ac-
tions: ’boxing’, ’handclapping’, ’handwaving’, ’jogging’,
’running’ and ’walking’. Each action is performed under
4 different conditions: outdoors, outdoors with scale vari-
ations, outdoors with different clothes and indoors. Each
video sequence contains one person repeatedly performing
one action. This dataset has challenges of scale changes,
action frequency changes and illumination changes.

Due to the periodic nature of the actions, we obtained
412 primitive actions from Weizmann dataset and 9572
primitive actions from KTH dataset. These primitive ac-
tions are the SAUs that represent the repeated actions. For
calculating the ISM, we use temporal window size=20 and
patch size=4. Then we get the action saliency vector set
VS and the action eigen-projection vector setVE. Both the
saliency vectors and the eigen-projection vectors are nor-
malized before training. A multi-class Adaboost.m2 clas-
sifier is employed as the basic supervised learner for co-
training. The termination for the iterative training is con-
trolled by setting training error rate threshold for the learner.

4.2. Results and Analysis

We test our proposed SemiBoosted Co-Training algo-
rithm on the KTH dataset with different unlabeled data sizes
are used. For the whole primitive action dataset that con-
sists 9572 samples, we randomly select 20% of samples as
the testing data. For the remaining 80 % of samples, 5 %
are randomly selected as the labeled training data, the re-
maining 75 % are the unlabeled training data. So there is no
overlapping between the training data and the testing data.
The results for using 10 %, 20 %, 40 % and 75 % of the total
dataset as unlabeled dataset for training are shown in Fig-
ure3. It can be clearly seen from the figure that with more
unlabeled training data, the performance will be better. If
all the 75 % of the total data are used as unlabeled data for
training, we obtain the 92.7% accuracy rate at false alarm
rate 5%. Because the size of Weizmann dataset is relatively
small, the difference of choosing different ratio of unlabeled
data is not obvious. We did not perform this experiment on
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Figure 3. Comparative results of our proposed SemiBoosted Co-
Training for using 10%, 20%, 40% and 75% of the total dataset as
unlabeled data for training

Runs CT ViewS ViewE SBCT

1 0.51±0.076 0.51±0.048 0.56±0.021 0.54±0.028
2 0.57±0.050 0.64±0.032 0.69±0.013 0.67±0.016
3 0.60±0.048 0.74±0.033 0.77±0.017 0.76±0.023
4 0.67±0.036 0.80±0.026 0.82±0.019 0.81±0.022
5 0.70±0.059 0.78±0.021 0.83±0.007 0.81±0.011
6 0.71±0.041 0.81±0.038 0.84±0.020 0.82±0.027
7 0.72±0.035 0.82±0.017 0.86±0.005 0.84±0.009
8 0.73±0.042 0.84±0.026 0.85±0.022 0.84±0.024
9 0.73±0.051 0.83±0.029 0.88±0.014 0.86±0.021
10 0.74±0.037 0.85±0.023 0.89±0.014 0.87±0.017

Table 1. Results for the first 10 iterations of training process,
Co-Training (CT), action saliency view classifier (ViewS), ac-
tion eigen-projection view classifier (ViewE), SemiBoosted Co-
Training (SBCT)

Weizmann dataset, but we have comparative results for this
dataset later.

During the Semi-supervised learning process, the two
classifiers are boosted by their intra-view confidence. We
perform experiments to test the classifiers in both views in-
dividually, the results for the first 10 iterations are shown
in Table1. The first column shows results for co-training
method, where the intra-view confidence is not considered.
It can be seen that the performance of the two classifiers
improved with more iterations. The final classifier is com-
bined by these two classifiers by majority voting. From
the overall performance, it shows that our proposed Semi-
Boosted Co-Training method outperforms the original co-
training method. This shows that the incorporation of inter-
view confidence and intra-view confidence improves the ac-
curacy of labeling new data.

To compare our proposed method with supervised learn-
ing method, we use the same testing dataset (20 % ran-
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Figure 4. Comparison results for SemiBoosted Co-Training and
Multi-class Adaboost [14]. 20% data are randomly selected for
testing. For Multi-class Adaboost, the other 80% data are used
for training, for SemiBoosted Co-Training, 5% of the remaining
data are used as labeled training data, the other 75% are usedas
unlabeled training data

dom selected from the total data) for supervised learning,
the other 80 % are all used for labeled training data. We
use leave-one-out cross-validation scheme, where 24 sub-
jects are used for training, the remaining one for testing, the
procedure is repeated for 10 permutations, and the results
are averaged. We compare our method with Multi-class
Adaboost algorithm [14] because it is a Adaboost classi-
fier learned in a supervised manner. The comparison results
are shown in Figure4. Each point on the boxplot shows
the lowest accuracy, lower quartile, median, upper quar-
tile, and largest accuracy, while the curve shows the aver-
age observation of accuracy. As can be seen, our proposed
method outperforms the supervised learning algorithm of
Multi-class Adaboost.

We also analyze our proposed method by calculating
accuracy for each action class on Weizmann and KTH
databases. The confusion matrix results are shown in Figure
5 and Figure6. Comparing with Multi-class Adaboost algo-
rithm, we have obtain an average accuracy of 99.2% against
98.3% on Weizmann dataset, and 91.3% against 81.2% on
KTH dataset. Particularly, our proposed algorithm is more
discriminative to classify ”jogging”, ”walking” and ”run-
ning” actions.

5. Conclusions and Future Works

This paper proposes a SemiBoosted Co-Training method
for human action recognition. Both the co-trained inter-
view confidence and the self-trained intra-view confidence
are estimated and incorporated into one interacted semi-
supervised learning process. Two separated views namely
action saliency view and action eigen-projection view are
extracted directly from the video data, and two classifiers
are trained from the two views and updated in each itera-
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Figure 5. Confusion matrix results on Weizmann dataset (a)Multi-
class Adaboost[14], average accuracy:98.3% and (b) Our pro-
posed SemiBoosted Co-Training method, average accuracy:99.2%
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Figure 6. Confusion matrix results on KTH dataset (a)Multi-class
Adaboost[14], average accuracy:81.2%, and (b) Our proposed
SemiBoosted Co-Training method average accuracy:91.3%

tion. Furthermore, we have proposed a multi-class Semi-
Boost algorithm to boost the performance of each classifier.
We have tested our proposed method on publicly used hu-
man action databases, the results are encouraging. We be-
lieve that the framework of proposed semi-supervised algo-
rithm can be also very helpful for other applications where
manual labels are not costly.

Our future work will be concentrated on theoretical anal-
ysis of the convergence of the objective function and gener-
alization error, and exploring more effective representations
for action saliency.
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Image Analysis By An Improved Empirical Mode Decomposition Algorithm

Dan ZHANG

Abstract

An alternative Empirical Mode Decomposition (EMD)
method has been proposed in this paper. EMD is an adap-
tive method to decompose non-linear and multi-component
signals. The essence of EMD is to decompose a signal
into intrinsic mode functions obtained in the sifting process.
One of the key process is to detect the local mean. The orig-
inal EMD uses envelope mean interpolated by cubic spline,
however it is sensitive to extrema and always inaccurate,
which often leads poor decomposition. We proposed a new
approach to measure the local means in this paper. Com-
pared to the traditional EMD, the alternative EMD is easy
to implemented, faster and adaptive.

1 Introduction

Signal analysis is an important part in both research and
practical applications. It aims to find hidden information
and structures in data. Though Fourier spectral analysis
and wavelet transform have provided some general meth-
ods for analyzing signals and data, they are still weak at
non-stationary and nonlinear data process.

EMD is an empirically based data-analysis method pro-
posed by Huang [1, 2, 3]. Because its basis of expan-
sion is adaptive, it can product physically meaningful rep-
resentations of data from nonlinear and non-stationary pro-
cesses. Due to the data-driven advantages and efficiency in
non-stationary and nonlinear data process, EMD has been
more and more widely applied in signal analysis includ-
ing ocean waves, rogue water waves, sound analysis, earth-
quake time records [2] as well as image analysis such as
texture analysis [8], image compression [10] and so forth
[12, 11, 9, 14, 13, 15, 16].

The essence of EMD is to decompose a signal into a set
of Intrinsic Mode Functions (IMFs) by a sifting process, in
which one key step is to detect the mean of the data. The
original EMD adopted the average of upper and lower en-
velopes interpolated by cubic spline. However, it is sensi-
tive to extrema and the interpolation is always difficult and
inaccurate which often result in poor decomposition. More-
over, though as powerful as EMD is in many applications,

a mathematical foundation is virtually nonexistent. Many
fundamental mathematical issues such as the convergence
of the sifting algorithm, the orthogonality of IMFs and oth-
ers can’t be proved. Building a mathematical foundation
remains a big challenge in the study of EMD.

A lot of researchers tried to study toward this direc-
tion, many improved methods and alternative approaches
has been proposed. In [20], the cubic splines were replaced
by B-splines, which gives an alternative way for EMD but
again this modification does not resolve those mathemati-
cal issues. In [22], the author finds the local mean using
support vector regression machines, which is insensitive to
the sampling frequency and can eliminate mode mixing in
small amplitude sine waves intermittence. In [21], the saw-
tooth function has been constructed by connecting the suc-
cessive extrema of the original data function with straight
line segment. Sharif [18, 19] adopted order statistics filter
as surface interpolation method, and then follow a smooth-
ing process. The window size using for order statistics fil-
ters is specially determined. In recent work, Lixin Shen [24]
proposed to use a more general polynomial of m degree to
represent the local mean instead of the cubic spline. The un-
determined problem converts to a quadratic programming
optimal problem to solve the coefficients. However, these
methods still can’t solve the problems perfectly.

In this paper, a new alternative approach has been pro-
posed. The mean of envelopes has been replaced by a cer-
tain “moving average” obtained through a low pass filter.
The low pass filters are completely adaptive because they
are data dependent. The window size for the filters are de-
termined by the local extrema. This approach is easy imple-
mented, faster and efficient in decomposition. The simula-
tion results demonstrate its efficiency.

The paper is organized as follows. Section 2 presents a
overview of the EMD sifting process. Section 3 presents
the details of the proposed alternative EMD algorithm. The
simulation results are demonstrated in Section 4. Finally, a
conclusion and future work outlook are presented in Section
5.
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2 EMD Overview

2.1 Steps of EMD

EMD is a signal analysis technique for adaptive repre-
sentation of non-stationary signals as sum of a set of IMFs.
It captures information about local trends in the signal by
measuring oscillations, which can be quantized by a local
high frequency or a local low frequency, corresponding to
finest detail and coarsest content. Here we briefly review
the sifting process of EMD. Four main steps are contained,
S1, S2, S3 and S4 are abbreviation for Step 1 to Step 4.
Given a signal x(t),

S1. Identify all the local minima and maxima of the input
signalsx(t);

S2. Interpolate between all minima and maxima to yield
two corresponding envelopesEmax(t) and Emin(t).
Calculate the mean envelopem(t) = (Emax(t) +
Emin(t))/2;

S3. Compute the residueh(t) = x(t) −m(t). If it is less
than the threshold predefined then it becomes the first
IMF, go toStep 4. Otherwise, repeat Step 1 and Step 2 using
the residueh(t), until the latest residue meets the threshold
and turns to be an IMF;

S4. Input the residue r(t) to the loop from Step 1 to Step 3 to
get the next remained IMFs until it can not be decomposed
further.

2.2 Issues related to EMD

One of the main unresolved questions mentioned earlier
is the convergence ofh(t) in general. Theoretically, the
judgement should accord two conditions [1]. First, the num-
ber of extrema and the number of zero-crossing must be at
most differ by one. Second, the mean envelops obtained by
the maximum envelop and the minimum envelop must equal
to zero. However, it is difficult to achieve these two condi-
tions strictly in the sense of realistic implementation. Even
though in practice we stop the iteration once some stopping
criterion is met (e.g. define a small threshold), it is still im-
portant to know whether such criterion will ever be met. Al-
though there is no mathematical proof for the convergence,
there have been no examples in which the sifting algorithm
fails to stop. Because of the convergence in practical sense,
the value ofh(t) was degressive. Thus we define the stop
criterion in this way that can control the number of IMFs:
hcurrent(t) <= (1 − α)hup−iter(t), whereα is a constant
in [0, 1). The larger theα, the more IMFs, the smaller the
α, the faster the stopping.

An orthogonality index (OI), denoted as O, has been pro-
posed in [1] which is defined as follows:

O =
T∑

t=1

(
n+1∑

j=1

n+1∑

k=1

)Cj(t)Ck(t)/x2(t).

For the case of 2-dimensional image, the extended formula:

O =
M∑

x=1

N∑
y=1

(
n+1∑

j=1

n+1∑

k=1

Cj(x, y)Ck(x, y)∑2
C(x, y)

.

A low value of OI indicates a good decomposition in terms
of local orthogonality among the IMFs.

3 New Algorithm

Here we propose an alternative algorithm for EMD. In-
stead of using the envelopes generated by splines we use a
low pass filter to generate a “moving average” to replace the
mean of the envelopes. The essence of the sifting algorithm
remains.

3.1 Moving average filters

The moving average is the most common filter in dig-
ital signal processing. It operates by averaging a number
of points from the input signal to produce each point in the
output signal, it is written:

y[i] =
1
M

M−1∑

j=0

x[i + j],

wherex[] is the input signal,y[] is the output signal, and
M is the number of points used in the moving average. It is
actually a convolution using a simple filter[ai]Mi=1, ai = 1

M ,

and[Ai,j ]
M,N
i=1,j=1, Ai,j = 1

M×N for the 2-dimensional case.

3.2 Determining window size for average
filters

3.2.1 Detection of local extrema

Detection of local extrema means finding the local max-
ima and minima points from the given data. No matter for
1D signal or 2D array, neighboring window method is em-
ployed to find local maxima and local minima points. The
data point/pixel is considered as a local maximum (mini-
mum) if its value is strictly higher (lower) than all of its
neighbors.
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3.2.2 Determining window size for average filters

We illustrated 1-dimensional case and 2-dimensional case
separately.

• 1-dimensional case:
For each extrema map, the distance between the two
neighborhood local maxima (minima, extrema, zero-
crossing) has been calculated called as adjacent max-
ima (minima, extrema, zero-crossing) distance vector
Adj max (Adj min,Adj ext,Adj zer). Four types
of window size:

– Window-size I:max(Adj max);

– Window-size II:max(Adj min);

– Window-size III:max(Adj zer);

– Window-size IV:max(Adj ext).

• 2-dimensional case:
The window size for average filters is determined
based on the maxima and minima maps obtained from
a source image. For each local maximum (minimum)
point, the Euclidean distance to the nearest local max-
imum (minimum) point is calculated, denoted as ad-
jacent maxima (minimum) distance arrayAdj max
(Adj min).

– Window-size I:max(Adj max);

– Window-size II:max(Adj min);

4 Simulation Results

In all our numerical experiments we determine the win-
dow size in each decomposition with Window-size I. Unless
otherwise specified we useα = 0.5 for our stopping crite-
rion.

4.1 Signal analysis

We test our EMD on a couple of very standard test ex-
amples, where the test functions are combinations of two
sinusoidal functions with well separated frequencies.

The first signal is given by Fig.1 top as

f(t) = sin(t) + sin(4t).

The proposed algorithm easily separates out the two com-
ponents as the IMFs, which are shown as the middle and
bottom plots in Fig.1.

Another similar test function is

f(t) = sin(t) +
1
10

sin(20t),
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Figure 1. Decomposition of f(t) = sin(t) +
sin(4t).
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Figure 2. Decomposition of f(t) = sin(t) +
1
10sin(20t).
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shown by the top figure of Fig.2. Again we easily sepa-
rate the two components, as shown by the middle and right
figures of Fig.2.

Fig.3 showed the decomposition results of

f(t) = sin(20πt)+4sin(40πt)sin(
π

5
t)+sin(10πt)+10t.
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Figure 3. Decomposition of f(t) = sin(20πt) +
4sin(40πt)sin(π

5 t) + sin(10πt) + 10t.

Table 1. Orthogonality Index (OI) and Con-
suming Time of the three signals

Signals Orthogonality Index (OI) Consuming Time

I 0.0047 1.00
II 0.0008 1.01
III 0.0007 1.36

4.2 Image analysis

We have evaluated the proposed EMD approach on an
image of256× 256. Table.2 shows the OI and decomposi-
tion time of three different methods. Fig.4, Fig.5 and Fig.6
showed the IMF components obtained by the three meth-
ods respectively. Generally, a lower OI represents a better
decomposition. Our approach performed well both in de-
composition quality and time consuming.

Original signal

Figure 4. 5 components by our proposed
method.

Original signal

Figure 5. 3 components by Sharif method[18].
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Original signal

Figure 6. 2 components by envelope
method[9].

Table 2. Orthogonality Index (OI) and Con-
suming Time of the three methods

Methods Orthogonality Index (OI) Consuming Time

Sharif [18] 0.0015 11.09
Envelope [9] 0.0013 108.98
Our method 8.0914e-004 8.84

5 Conclusions

We proposed an alternative Empirical Mode Decompo-
sition (EMD) approach in this paper. One key process is to
detect the local mean of the data. The original EMD uses
envelope mean interpolated by cubic spline, however it is
sensitive to extrema and always inaccurate that often leads
poor decomposition. The proposed new approach measures
the local means using a low-pass filter. It is easy to im-
plemented, and the simulation results demonstrate that it is
much faster and more accurate the original EMD. What’s
more, it is not difficult to evaluate the convergence of this
approach in rigorous mathematical view while the original
EMD can’t, which is also our future work.
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Recognition of 3D Graphical Models by Using Shape Similarity

Yuesheng HE

Abstract

Recognizing the 3D models in the graphical environ-
ment is a fundamental problem with applications in com-
puter graphics, virtual reality, especially the intelligent vir-
tual human for Humanoid Animation. A challenging as-
pect of this problem is to find a suitable shape feature that
can be used to compared quickly, while still discriminat-
ing between similar and dissimilar shapes. We propose a
method of recognizing shape features for surface-based 3D
shape models based on their shape similarity. The the fea-
tures of shape of 3D models are computed by first convert-
ing an input surface based model into an oriented point set
model and then computing joint 2D histogram of distance
and Shape Distributions. Then, Support Vector Machines
(SVM) are used to classify the features of the models. By
the classification the models can be given semantic mean-
ings in the 3D environment.

1 Introduction

If the 3D models can be recognized by the system, then
they can be given topological and/or semantic meaning and
easy to be used and stored, for instance, interacted with
3D human-like animation object(virtual Human) [17][11].
Moreover,proliferation of 3D models on the Internet and
in in-house databases prompted development of the tech-
nology for effective recognition of three-dimensional (3D)
models.

A 3D model could be described by its textual annotation
by using a conventional text-based search engine. This ap-
proach wouldnt work in many of the application scenarios
for the 3D shape model, however. The annotations added by
human beings depend on different applications and other
factors. However,it is extremely difficult to describe by
words a shape that is not in a well known shape or seman-
tic category. It is thus necessary to develop content-based
recognition systems for 3D models that are based on the fea-
tures intrinsic to the 3D models, one of the most important
of which is shape.

In the study of shape similarity recognition of 3D mod-
els, first step is to extract robust, concise, yet expressive

shape features, and on the development of similarity (or,
dissimilarity) comparison methods that conform well to the
human notion of shape similarity[1][5].

In developing the shape features for 3D models, we first
have to decide which class of 3D shape representation we
are targeting. A 3D shape may be defined by using any of
a number of shape representations, many of which are not
mutually compatible. Some of the shape representations are
mathematically well founded, allowing for computations of
such well-defined properties as volume, surface curvature,
or surface (or volume) topology. Unfortunately, since most
3D file formats (VRML, 3D Studio, etc.) have been de-
signed for visualization, they contain only geometric and
appearance attributes, and usually lack semantic informa-
tion to be recognized. A great part of shape representations
are less nicer. For example, a polygon-soup model is a topo-
logically disconnected collection of independent polygons
and/or polygonal meshes[1][2]. Neither volume nor surface
curvature can be computed for the model.

The second step is to classify the features of shapes been
extracted from the 3D models. Because the shapes seldom
have any topology or solid model information; they rarely
are manifold; and most are not even self-consistent, it is
important to separate them on their features.

In this paper, we use method for computing 3D shape
signatures and dissimilarity measures for arbitrary ob-
jects described by possibly degenerate 3D polygonal mod-
els. The object is to represent the signature of an 3D
model on measuring global geometric properties of the ob-
ject.Thus,we used a pair of methods to represent features
of shapes - 1-dimensional descriptor (e.g. Osada, et al.)[1]
and 2- dimensional descriptor (e.g. mutual Absolute-Angle
Distance histogram(AAD))[2].

Intuitively A given a set of feature points which be-
longs to either one of two classes can be linearly sepa-
rated by SVM with the hyperplane leaving the largest pos-
sible fraction of points of the same class on the same side.
Since the model features are vectors representing different
shapes.Then we classify the models by using SVM RBF and
polynomial kernel .

The paper is organized as follows. In the next section, we
introduce the ways to extract features of shapes. The clas-
sification method is described in Section 3, and the method
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and results for the experimental evaluation of our algorithm
are presented in Section 4. We conclude the paper in Sec-
tion 5.

2 Features of Shapes

A method for shape similarity comparison of 3D mod-
els can be classified by the shape representation it is tar-
geting. Some of the shape comparison algorithms assume
well-defined shape representation, that are, 3D solid repre-
sented by using voxels, boundary representation, or con-
structive solid geometry . Others assume topologically
well-defined 2-manifold surfaces . However these methods
cant be used to compare polygon soup models. In this sec-
tion, we review shape similarity comparison methods for
not-so-well-defined shape representations, especially those
for polygon-soup models. Another possible classification is
by the method used to achieve invariance of the shape com-
parison method to a class of geometrical transformations[3].

Osada et al. proposed what they call shape distributions.
Osadas shape distributions, a set of shape features, have the
advantage of being invariant, without pose normalization, to
similarity transformations. Moreover, they are designed to
be applicable to a not-so-well-defined mesh-based model,
i.e., a polygon soup defining a non-solid object consisting
of non-manifold surfaces, multiple connected components,
and such degenerate surfaces as zero-area polygons. D1 is
one of the distributions.

We choose this distribution, because it is simple and
computational efficient.

The 2-dimensional feature descriptor uses vectors to rep-
resent shapes. For instance, the mutual Absolute-Angle
Distance histogram (AAD) shape feature is a 2D histogram.
This method considers not only the distance, but the the ori-
entation of vectors as well.

The process of obtaining the features is:

1. Calculating the items of features (e.g. L1-norm, L2-
norm distance and inner product);

2. Normalization by a certain criteria (e.g. By maxi-
mum,by average or by median);

3. Making histogram.

2.1 1-Dimensional Descriptor

The first issue of the method is to select a function whose
distribution provides a good signature for the shape of a 3D
polygonal model. Ideally, the distribution should be invari-
ant under similarity transformations, and it should be insen-
sitive to noise, cracks, tessellation, and insertion/removal

of small polygons. In general, any function could be sam-
pled to form a shape distribution, including ones that in-
corporate domain-specific knowledge, visibility informa-
tion (e.g., the distance between random but mutually visi-
ble points), and/or surface attributes (e.g., color, texture co-
ordinates, normals and curvature). However, as our inter-
esting is on the topology information of the models,we use
the features based on geometric measurements (e.g., angles,
distances, areas, and volumes).

Shape features should be independent of the represen-
tation, topology, or application domain of the sampled 3D
models. As a result, the shape similarity method can be ap-
plied equally well to databases with 3D models stored as
polygon soup, meshes, constructive solid geometry, voxels,
or any other geometric representation as long as a suitable
shape function can be computed from each representation.

The Osada, et al.[1] is the set of shape distributions
which has been used to represent the geometric properties.

The D2 definition is:

• D2: Measures the distance between two random points
on the surface.

Figure 1 shows two original 3D models which are going
to be made the feature descriptors.

We use the L2-norm to measure the distance between the
points of the surface:

d =
√

(pi − pj)2

The following step is normalizing the result by by maxi-
mum distance. Thus the results are between 0 and 1.

Then the D2 shape histogram has been made. Figure
2 shows the different feature histograms according to the
models.

To achieve geometrical transformation invariance, some
methods employ pose normalization.

2.2 2-Dimensional Descriptor

The 2-Dimensional Descriptor is 2D histogram of dis-
tances and angles formed by pairs of oriented points that
are generated on the surfaces of the given 3D shape model.

We use the AAD [2] to form the histogram.
The AAD method is based on AD[2]. The AD shape fea-

ture measures, for each pair of pointsp1 andp2 , the 3D Eu-
clidian distanced =

√
(p1 − p2)2 between the points and

the inner producta =< n1, n2 > of the orientation vectors
n1 andn2 of the points. The AD shape feature described
above is sensitive to the sign of the orientation vector of
the point set model. If the models to be compared have a
consistent surface orientation, e.g. a consistent traversal or-
der of the vertices among polygons, the AD shape feature
performs well. If, however, the database contains models
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Figure 1. Two Different 3D Models
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Figure 2. The 3D Models’ D2 Shape His-
tograms
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having surfaces that are inconsistently oriented, AD shape
feature suffers.

One of the important requirement for a 3D shape simi-
larity comparison method is invariance of the method to a
required class of geometrical transformations. Most of the
time, an invariance to similarity transformation, that is, a
combination of translation, rotation, and uniform scaling, is
required for a 3D shape similarity comparison.

The mutual Absolute Angle and Distance (AAD) is com-
puted similarly to the AD, except that the AAD ignores the
sign of the inner product. This makes the AAD a more ro-
bust shape feature than the AD for the models having unori-
ented or inconsistently oriented surface orientations.

Its definition is:

• AAD: 2D histogram of distances and angles formed
by pairs of oriented points that are generated on the
surfaces of the given 3D shape model.

The AAD has properties:

• orientation insensitive shape feature;

• normalization prior to applying a pose orientation sen-
sitive shape feature.

Models of Figure 1 generated the different shape descrip-
tors of AAD Figure 3. The mutual Absolute Angle and Dis-
tance (AAD) histogram is computed similarly to the AD,
except that the AAD ignores the sign of the inner product.
This makes the AAD a more robust shape feature than the
AD for the models having unoriented or inconsistently ori-
ented surface orientations.

3 Classification and Recognition

The SVM [9] methodology comes form the application
of statistical learning theory to separating hyperplanes for
binary classification problems. The central idea of SVM
is to adjust a discriminating function so that it makes opti-
mal use of the separability information of boundary cases.
Given a set of cases which belong to one of two classes,
training a linear SVM consists in searching for the hyper-
plane that leaves the largest number of cases of the same
class on the same side, while maximizing the distance of
both classes from the hyperplane. If the training set is lin-
early separable, then a separating hyperplane, defined by a
normal w and a bias b, will satisfy the inequalities:

yi(w · xi + b ≥ 1∀i ∈ {1 · · ·N} (1)

where xi ∈ <dis a case of the training seti =
(1, · · · , N), and d being the dimension of the input space,
andyi ∈ {−1, 1} is the corresponding class.Since such a
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distance is 1
‖w‖ , finding the optimal hyperplane is equiva-

lent to minimizing‖w‖2 under constraints (1).
The dual problem is:

max
N∑

i=1

αi − 1
2

N∑

i=1

N∑

j=1

αiαjyiyj < xixj > (2)

under the constraint:

N∑

i=1

αiyi = 0 where 0 ≤ αi ≤ C ∀i ∈ {1 · · ·N} (3)

The SVM approach can be extended to non-linear deci-
sion surfaces through a non-linear functionΦ which maps
the original feature space<d a higher dimensional space H.
Since the only operation needed on H is the inner product,
if we have a kernel function k [10]:

k(x′, x”) = Φ(x′) · Φ(x”) (4)

The objective function becomes:

max
N∑

i=1

αi − 1
2

N∑

i=1

N∑

j=1

αiαjyiyjK(xi, xj) (5)

The RBF kernel:

k(x′, x”) = exp(−‖x
′ − x′′‖2

δ2
) (6)

whereδ (a positive real) are parameters of the kernel.
The Poly kernel:

k(x′, x”) = (x′ẋ” + 1)p (7)

We applied different SVM-based classification strategies
and feature sets to semantically classify regions in graphical
3 D models.

During training procedure, we compute a large amount
of surface Points features with various combinations from
parameter space. We apply different kernels to select the
most discriminating features. SVM kernel parameters are
determined by observer the result of the procedure. All fea-
ture settings and parameters determined on the training-set
are then applied for classification and recognition tasks on
the test-set. Due to the histogram representation of the fea-
tures, the usage of a Histogram-Intersection kernel implying
a L2-norm distance measure is straight forward and empir-
ically delivered the best results.

4 Experimental Result

We used the 3D studio models from World Wide Web
(randomly search and download) to construct the training
and testing sets. The examples are shows in Figure 4

Figure 4. Examples of 3 D Models

Then, we built the 3D shape features for every models.
One issue we must be concerned with is sampling den-

sity. The more samples we take, the more accurately and
precisely we can reconstruct the shape distribution. On the
other hand, the time to sample a shape distribution is lin-
early proportional to the number of samples, so there is an
accuracy/time tradeoff in the choice of N.

We compared the performance of the AAD and the D2
shape features by using the models. The parameters used
for this experiment are as follows:

1. D2: The number of points per modelPn = 256. Dis-
tance is computed by using the L2 norm. The nor-
malization is performed by using the maximum-based
method.

2. AAD: The number of points per modelPn =
128.Distance is computed by using the L2 norm-
based method The normalization is performed by the
maximum-based method.

Their shape histograms are constructed as follows:

1. D2: Bins numbersBd = 256;

2. AAD: Bins numbersB = D×I (distance D = 32, inner
product I = 32).

We further investigated the robustness of our method
by testing it with different polygon tessellations of two 3D
shapes. Thus, we test the different positions in the environ-
ment of the models and rotation of the models. Those did
not influence the basic property of every feature descriptors.

To classify and recognize the certain features, we used
the SVM. For instance, the object of the work is to recog-
nize more chair-like models from others. We first trained
the machine on the training set, then used it to classify the
testing set.

Although the results are quite better than those of ran-
dom guessing, they are still far from satisfactory. Moreover,
the 2-Dimensional feature always performance better than
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Kernels D2shape AADshape
Gaussian 52% 55%

Gaussianslow 53% 56%
Multiquadric 52% 54%

Poly 64% 82%

Table 1. Result of Classification

1-Dimensional one. However, the Ploy Kernel achieved
more accurate rate of recognition than others. The Table
1 shows the result.

5 Conclusion and Discussion

In this paper, we proposed and evaluated a method of
classification and recognition of shape features for shape
similarity search of 3D models. The shape features,
which have been represented by 1-Dimensional and 2-
Dimensional descriptors, are robust against topological and
geometrical irregularities and degeneracies, which make
them applicable to 3D Studio format and other so called
polygon soup models. They are also invariant to similarity
transformation, a quality valuable in classifying 3D shape
models.

According to the experiments, though the AAD have
computational cost somewhat higher (have to compute in-
ner product) than the D2, they significantly outperformed
D2 in our classification experiments by SVM. Although a
further comparison has not been made, the 2-Dimensional
descriptor might have the performance better than that of
the 1-Dimensional methods, such as the Table 1 shows.
However, the computational costs of former one is higher
than the later one. Thus, both the distance and angular in-
formation be useful for recognizing 3D shapes. As a future
work, we would like to improve our shape feature, for ex-
ample by adding some form of multi-resolution approach to
matching 3D shapes. We also would like to explore a hy-
brid shape feature that combines, possibly adaptively, shape
features having different characteristics.

Depend on the shape features, the SVM has been used to
train the system to classify different shapes. According to
the experimental result, the poly kernel perform well in the
task. In feature, we would like to explore different kind of
kernels and parameters of them.
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Automatic Lip Localization under Changing Illumination Conditions

Meng LI

Abstract

This paper addresses mainly the problem of lip localiza-
tion for the purpose of lip-reading under complex situations.
We propose a novel approach to automatic localization of
the minimum enclosing rectangle of lip based on the gray
level information of the mouth image. This approach con-
sists of two phases: estimation of the crucial points of the
ROI (region of interesting) in horizontal, and normal direc-
tion. For the former one, a loop refinement is designed, in
which some traditional transformations in gray level space
are employed to ensure that the result of estimation con-
verged quickly and exactly. For the latter one, based on the
result of the former phase, the normal crucial points are lo-
cated via filter. Experimental result shows the accuracy and
robustness of the proposal approach.

1 Introduction

Motivated by human ability to lip read, the useful in-
formation on speech content can be obtained through ana-
lyzing the subtle cue conveyed by lip movement of speak-
ers [9]. The intimate relation between the audio and vi-
sual sensory modality in human recognition can be demon-
strated with audio-visual illusions such as the “McGurk ef-
fect” [8]. It suggests that speech perception is multimodal
involving information from more than one sensory modal-
ity. In 1984, the first automatic lip-reading system was pre-
sented by Petajan [3, 4]. From then on, lip-reading has re-
ceived considerable attention from the community because
of its potential attractive applications in information secu-
rity, speech recognition, secret communication, and so forth
[17, 6].

In lip-reading, one key issue is the lip localization, i.e.
how to obtain the accurate position of lip or mouth from
image. Paper [5] demonstrates that the error rate of this
AVSR system in studio environment, i.e. ideal light condi-
tion without shadow, is 37.3%. In contrast, the visual-only
word error rate will reach 76.2% when an Automatic Visual
Speech Recognition (AVSR) system is used in real world. It
can be seen that the degraded performance is mainly caused
by the imprecise localization of lip under “changing illumi-

nation condition”. The term “changing illumination condi-
tion” means real world like environment in which the illu-
mination may come from different directions. The differ-
ence in performance implies that the accuracy of lip local-
ization is one of the most important factors that determine
the recognition rate. So that, in this paper, we will therefore
concentrate on the lip localization only.

Thus far, several methods have been proposed to en-
hance the performance of lip localization for AVSR system.
For instance, paper [18] presents an approach that employs
the hue-filter to distinguish lip and surrounding skin region.
The papers in [7, 10, 16, 12] utilize the information of red
component and saturation to localize the lip region. Also,
paper [13] utilizes a gradient based Canny edge detector to
locate the mouth corner. In [2], the input image is projected
into YUV color coordinate system and the accumulations
of V value in each row and column of the image are utilized
to estimate the crucial points (i.e. the top, bottom and two
mouth corners) of a lip.

In general, the methods stated above make the lip lo-
calization in a studio environment. Under a more chal-
lenging environment, e.g. some parts of mouth are cov-
ered by shadow, the boundary between lip and surrounding
skin region, especially the area near mouth corners, can-
not be distinguished precisely. Under the circumstances,
those methods may not locate the ROI accurately, thus de-
grading the subsequent recognition accuracy. To circum-
vent the shadow effect, some approaches need to make the
landmarks around mouth, e.g. see [14, 15]. Nevertheless,
to the best of our knowledge, the lip localization under the
challenging environment has not been well solved yet in the
literature.

In this paper, we focus on lip localization under chang-
ing illumination conditions. The geometric lip features of
interest are four outer lip crucial points along the horizontal
and vertical directions. We propose an approach to localize
the minimum enclosing rectangle of lip automatically based
upon the gray-level image. This approach utilizes the mean
filter and the image transformations to circumvent the noise
caused by shadow. Subsequently, the crucial points of the
ROI are estimated via analyzing the curve of gray-level val-
ues along with the vertical and horizontal midline of mouth,
respectively. Experiments have shown the promising re-
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sult of the proposed approach in comparison with a existing
method.

2 The Proposed Lip Localization Method

2.1 Horizontal crucial points localization

Image of the mouth region are acquired by a video sys-
tem which captures a100 × 100 window at 20 frames per
second and 24 bit pixel resolution.

The images captured by the camera are comprised of
RGB values. We project these RGB value into gray level
space according to the equation 1.

Y = 0.299R + 0.587G + 0.114B (1)

The example of a frame is shown in Figure 1.

Figure 1. Lip area in an example frame

In order to enhance the contrast between lip and sur-
rounding skip region, we adjust the histogram of the image
and make it equalized for the first step. Then we make an
accumulation of gray level value for each row of the image,
which shown in Figure 2. The slopes of the curve contain
the information about the boundaries between the lips and
the surrounding skin region. The minimum value on the
curve retained as the row position of mouth corner points
or the nearby position, the row can be named as horizontal
midline of mouth. The midline is shown in Figure 3.

The curve of gray level values along with the horizon-
tal midline is saved in vectorG. Building a sub-vectorGs

by a segment ofG which between the first maximum from
left and the first maximum from right. Using the following
equations to make the curve smooth and save it into a new
vector which namedC. TheG andC are shown in Figure
4.

C
(i)
l =





G
(i)
s (C(i−1)

l > G
(i)
s )

C
(i−1)
l (C(i−1)

l ≤ G
(i)
s )

i = 1, 2, . . . , n (2)

Figure 2. Accumulation of gray level value for
each row

Figure 3. The midline calculated by the accu-
mulation of gray level value for each row

C(i)
r =





G
(i)
s (C(i+1)

r > G
(i)
s )

C
(i+1)
r (C(i+1)

l ≤ G
(i)
s )

i = n− 1, n− 2, . . . , 1

(3)

C = Cl + Cr (4)

whereCl and Cr are assistant vectors,C(i)
l is the ith

element in vectorCl, n is the dimension of the vectorG.
The initial values of the two vectors are shown in equation
5.

C
(1)
l = G(1)

C
(n)
r = G(n)

(5)

Set the minimum of the most left and most right value
in C as threshold. Elements inC less than the threshold
build a new vectorC ′ . Accordingly, the average can be
calculated by the equation 6.

cavg =
∑m

i=1 C
′(i)

m
(6)
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(a)

(b)

Figure 4. Curve of original (a) and adjusted
(b) gray-level value along with the horizontal
midline of mouth.

The equation 7 is employed to adjust the contrast of im-
age.

Iout =





255 (1.5cavg < Iin < 1)

500
cavg

− 500 (0 < Iin ≤ 1.5cavg)
(7)

whereIin is the input gray level value, and theIout is the
output.

For the adjusted image, a11 × 1 searching block is per-
formed along with the midline, the positions of the most
left and right non-all white block are marked as the column
of mouth corner candidates. The procedure is performed
through an iterative process in the steps above, repeated
until the position of mouth corner candidates no longer
changed or the image turned into binary. Figure 5 illus-
trate the change of image. Figure 6 shows the estimate of
the horizontal crucial points, i.e. the mouth corners.

Figure 5. The terminal image in the extraction
procedure

Figure 6. The estimate of crucial points in
horizontal direction

2.2 Normal crucial points localization

As shown in equation 8 and 9 , a33 mask is employed to
perform mean filter in the initial image.

M =




1
9

1
9

1
9

1
9

1
9

1
9

1
9

1
9

1
9




(8)

I(i+1) = I(i) ∗M (9)

where theI(i) is the result ofith time filter. The times
filter performed is determined by the equation 10.

δi = dist(I(i+1), I(i)) (10)

where δi is the Euclidean distance betweenI(i) and
I(i+1). The procedure should be ceased onceδi less than
a given threshold, and theI(i+1) can be marked asIf . The
example ofIf = I(100) is shown in Figure 7.

Due to the position of left and right mouth corners have
been estimated in section 2.1, we can utilize them to calcu-
late the center of mouth easily. For eachI(i), a gray value
vectorG(i)

mu is built by the segment from the center point
to the top of image along with the normal direction respec-
tively. Then the vector∆Gacc is calculated by the equation
11. The corresponding curve is shown in Figure 8.
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Figure 7. The image performed 100 times
mean filter

∆Gacc =
n∑

i=1

(|G(0)
mu −G(i)

mu|) (11)

Figure 8. The curve of vector ∆Gacc

The point correspond to extreme value of maximum
(except boundary value) is retained as the row position of
upper bound of mouth.

Then the subtracted image betweenI(0) andIf can be
calculated. For observing conveniently, an image inversing
transformation is employed. The processing result is shown
in Figure 9.

Figure 9. The image produced by subtraction
and inversion.

We get the gray level value along with the normal direc-

tion pass the middle point of mouth to the bottom of the
image. The curve is shown in Figure 10.

Figure 10. The gray level values from center
point to the bottom of the image along with
the normal direction

The point perform extreme value of minimum (except
boundary value) is retained as the row position of lower
bound of mouth. Hence, the normal crucial points are lo-
calized which is shown in Figure 11.

Figure 11. The estimate of crucial points in
normal direction

Then we can get the minimum enclosing rectangle as
shown in Figure 12.

3 Experimental result

Since most of the existing databases for lip-reading are
not available for public a number of research groups de-
velop their own visual-speech database [11]. Under the cir-
cumstances, we established a database for our experiments.
The database consisted of six speakers (3 males and 3 fe-
males). Each speaker uttered ten isolated digits from zero
to nine in Mandarin Chinese in several lighting condition
(involve the shadow condition).

The lip localization approach is tested on some represen-
tative mouth region images from the database introduced
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Figure 12. The minimum enclosing rectangle
of mouth

above and some others images from other database. An ex-
isting approach is performed using the same testing set for
comparing. In the following figures, the left column is the
original gray images, the middle column is the processed
results of employ our approach, the right column is the pro-
cessed results of employ the approach proposed in [1].

Figure 13. Results of the lip localization in
shadow condition

4 Conclusion

In this paper, a lip localization approach has been pro-
posed. Such a method provides an effective way to localize
the four crucial points from the lip image in complex situ-
ation. The proposed approach has been empirically inves-
tigated by different speakers. The experiments have shown
the promising results.

Figure 14. Results of the lip localization in
high brightness image

Figure 15. Results of the lip localization in
low resolution and low contrast

Figure 16. Results of the lip localization with
mustache
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Hiding Emerging Patterns by using Local Recoding Generalization

Wai Kit CHENG

Abstract

Due to the increase in privacy-awareness of the pub-
lic, the privacy-preserving data publishing (PPDP) has re-
cently been a hot research topic. In this paper, we propose
a new kind of privacy protection issue in PPDP, namely
emerging patterns hiding. Emerging patterns refer to the
itemsets exist in pair of datasets where their support has
a significant difference in the two datasets. We adopt local
recoding generalization for sanitization, which has been ex-
tensively studied in the context of k-anonymity but not in the
context of hiding itemsets. One major contribution of this
paper is to bring the generalization technique into the con-
text of hiding emerging patterns. Also, we how one can pre-
serve the frequent itemsets during the hiding process. Based
on an existing distortion-based generalization quality met-
ric, we propose a modified version of distortion that suits
our problem setting.

1 Introduction

Data has known to be an invaluable asset to business. For
all reasons that business data may be published to public,
there are cases where data, among other things, is forced
to publish for analysis, e.g., the investigation of the sales
of certain “minibonds” products in certain banks in Hong
Kong in 2008 [1]. Before data is released, the data owners
may perfer to hide sensitive information, if possible. For
example, there may be patterns whose supports are signifi-
cant in a subset of data but not significant in another subset
of data. Such patterns have known to beemerging patterns.
For instance, certain saving plans may often be signed up by
a certain group of bank customers but not popular among
the overall customers. Such patterns can be directly re-
lated to a bank’s marketing strategies and are therefore de-
sirable to remain private. Certainly, such sensitive informa-
tion may also appear in data from other industry sectors,
including insurance, medical research and biology research
[5, 18, 19, 20].

Published data is subjected to data analysis. In light of
this, there has been a stream of work onprivacy-preserving
data publishing (PPDP)[4, 12, 17, 21, 22]. The objective

of PPDP has been to protect different kinds of sensitive in-
formation being revealed by data mining.

In this paper, we study a particular case of privacy-
preserving data mining where the sensitive information to
be protected is emerging patterns in a dataset and the data
analysis considered is one of the classical data mining tech-
nique, namely frequent itemset mining. More specifically,
given two transactional datasetsD1 andD2, a threshold of
growth rateρ and a threshold of supportσ, we want to deter-
mine a transformationT onD1 andD2 such that the emerg-
ing patterns with a growth rate higher thanρ are eliminated
and the distortion ofρ-frequent itemsets is minimized. (The
details of the problem formulation shall be given in Sec-
tion 4.)

Sanitization techniques, e.g., generalization [15, 4, 12,
23, 32], randomization [2, 7, 9], injection of unknowns
[28], have been recently proposed to hide sensitive infor-
mation. However, the sanitized data must not lose so much
information such that further data analysis on the published
data becomes meaningless. For instance, different kinds of
data mining techniques, such as mining of frequent item-
sets, classification and clustering, may be applied on the
sanitized data. A sanitization is obviously unacceptable if
a data mining technique would either (i) reveal sensitive in-
formation or (ii) obtain a distorted result from the sanitized
data. In other words, the problem of sanitization is to pro-
tect sensitive information while minimizing the distortion
of data mining results from a given data. The two com-
peting objectives make the sanitization problem technically
intriguing.

There have been a number of existing work on hiding
frequent itemsets. For example, adding unknowns and re-
moving items are widely adopted techniques for sanitizing
data. However, either fake information generation or in-
complete dataset are an intrinsic drawbacks of these tech-
niques. In many real applications, e.g. data from hospitals,
the completeness and truthfulness of the data are important.

In this paper, we adopt the generalization approach for
sanitizing data. Generalization has been extensively studied
and used in the context of achieving k-anonymity. General-
ization is basically an items grouping process according to
a given generalization hierarchy. Since the generalization
hierarchy is always published with the data, data recipients
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can correctly interpret every generalized values occurred in
the sanitized data. As a result, the truthfulness and com-
pleteness of the sanitized dataset can be “blurred” but not
lost. This works focuses on exploring the possibilities of
adopting the generalization technique in the context of hid-
ing itemsets.

Hiding emerging patterns is a more technically challeng-
ing task than hiding frequent itemsets. The reason the apri-
ori anti-monotone property of frequent itemsets does not
hold for emerging patterns. Subsequently, the total number
of emerging patterns is often significantly larger than that
of frequent itemsets in a dataset. Thus, the search space of
emerging patterns cannot be pruned as effective as frequent
itemsets. To the best of our knowledge, there have not been
work on adopting generalization techniques to hide emerg-
ing patterns in a dataset.

The rest of this paper is organized as follows: In section
2, we give a brief summary on the field of PPDP. In Section
3, we provide background information on emerging patterns
and generalization. In Section 4, we formulate our research
problem. In Section 5, we propose a new metric for mea-
suring the generalization quality. In Section 6, we describe
our research plans on this study.

2 Related Work

Recently, there are works focused on different areas of
PPDP. In the following, we give a brief summary on several
popular PPDP techniques.

2.1 k-Anonymity

In [22], it showed that even if explicit identifiers had
been removed from the data before publishing, personal
identity can also be revealed by linking the published data
with other external information. As such, the k-anonymity
model was proposed to address this issue. A published data
is said to be k-anonymized if at least k individuals are linked
with a particular record in the published data even the data
is cross-referenced with other external information. Vari-
ous methods had been proposed for achieving k-anonymity,
such as generalization [21, 32, 14] and suppression [21].
These methods sanitize the data without targeting any spe-
cific mining tasks on the sanitized data but use generic qual-
ity metric for guiding their sanitization process.

2.2 Privacy-Preserving Classification

In this kind of privacy notion[4, 13], they also target
on achieving k-anonymity, but they used classification ac-
curacy to measure the information loss instead of generic
quality metrics. They made use of the class labels associ-
ated with the data to guide the sanitization process, as such,

the difference in classification error before and after the san-
itization process can be minimized.

2.3 Privacy-Preserving Clustering

This privacy notion was proposed in [11]. The major
difference with the Privacy-Preserving Classification is no
class labels can be use to guide the sanitization process.
Therefore, they first extract the cluster structure from the
raw data and encode it in the form of class labels. During
the sanitization process, they try to preserve such class label
maintain the cluster structure.

2.4 Frequent Itemset Hiding

Apart from k-anonymity, another privacy notion - Fre-
quent Itemset Hiding, had been studied in [25, 29, 24]. In
their studies, user need to first specify a subset of frequent
itemsets, namely sensitive frequent itemsets, that they do
not want to disclose publicly. The main objective of their
work is to sanitize the data such that the sensitive frequent
itemsets are absent in the sanitized data and retain as much
non-sensitive frequent itemsets as possible.

3 Preliminaries

3.1 Emerging Patterns

Emerging patterns (EPs) [5] is a kind of special pattern
exists in datasets and it was discovered in 1999. EPs are de-
fined as itemsets whose supports increase significantly from
one dataset/class to another. In other words, EPs are item-
sets whose growth rates (i.e. the ratio of the support of an
itemset in one dataset/class to that in the others) are larger
than a given threshold.

Definition 1 Given two datasets, namelyD1 andD2, the
growth rateof an itemsetX, denoted byGR(X), from D1 to
D2 is defined asGR(X)=





0 ,if SuppD1 = 0 andSuppD2 = 0
∞ ,if SuppD1 = 0 andSuppD2 > 0
SuppD2(X)
SuppD1(X) ,otherwise

Definition 2 For a growth rate thresholdρ, an itemset X is
said to be aρ-emerging pattern (ρ-EP) from D1 to D2 if
GR(X) >= ρ.

Since EPs are describing some distinctive features from
one class to the others, many works [16, 31, 10, 6] have been
focused on how to use EPs for classification. The results of
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many of these works have shown that the accuracy of the
EP-based classifiers are better than of the traditional classi-
fication models, such as C5.0, Nave Bayes, CAEP. Due to
the high classification power, EP-based classifiers have been
successfully used for predicting the likelihood of diseases
such as acute lymphoblastic leukemia [18] and discovering
knowledge in gene expression data [19, 20].

Example 1 Table 1 shows a small, hypothetical dataset
taken from [20] containing gene expression data, which
records expression levels of genes under specific experi-
mental conditions. There are 6 tissues samples in total: 3
normal and 3 cancerous tissues. Each tissue sample is de-
scribed by the 4 gene expressions (namely, gene1, gene2,
gene3 and gene4).

We call genej@[l, r] an item, meaning the values of ex-
pression of genej is limited inclusively between l and r. In-
specting Table 1, we find the following interesting patterns.

• The pattern {gene1@[0.3, 0.5], gene4@[0.41,
0.82]} has a frequency of 0

• The pattern{gene2@[1.1, 1.3], gene3@[-0.83, -
0.7]} appear three times in the sub-dataset with normal
cells but only once with cancerous cells.

These patterns represent a group of gene expressions that
have certain ranges of expression levels frequently in one
type of tissue but less frequently in another. Therefore, they
are excellent discriminators to distinguish the normal and
cancer cells.

ID Cell type gene1 gene2 gene3 gene4

1 Normal 0.1 1.2 -0.7 3.25
2 Normal 0.2 1.1 -0.83 4.37
3 Normal 0.6 1.3 -0.75 5.21
4 Cancerous 0.4 1.4 -1.21 0.41
5 Cancerous 0.5 1.1 -0.78 0.75
6 Cancerous 0.3 1 -0.32 0.82

Table 1. A simple gene expression dataset

3.1.1 Emerging Pattern Mining

Mining EPs efficiently is a challenging problem because of
two reasons. First, the total number of EPs present in large
datasets is very huge. In the worst case, the total number of
EPs growth exponentially with respect to the total number
of attributes. Thus, it is almost computationally infeasible
to enumerate all the EPs exhaustively. Second, the Apriori
anti-monotone property of frequent itemset - every subset
of a frequent itemset must also be frequent, does not hold

for EP. As such, we cannot adopt the search space pruning
strategy in frequent itemset mining.

There are several approaches developed in the literature
to address the EP mining issue:

Border-based Approach
In [5], EPs are represented by borders and border differen-
tial operation is used for discovering EP. GivenD1, D2 and
growth rate thresholdρ, we first fix the minimum support
thresholdσ1 for D1. Then we can use a border-discovery
algorithm such as Max-Miner [26] to obtain the large bor-
der (i.e. the maximal frequent itemsets) forD1. ForD2, we
use the border-discovery algorithm to find the large border
by using the minimum support thresholdσ2 = σ1 · ρ. After
both large borders forD1 andD2 are found, the border of
EPs can be obtained by using the border differential opera-
tion.

Constraint-based Approach
ConsEPMiner [33] utilizes two major types of constraint
to prune the search space of EPs effectively: External con-
straints are user-given minimums on support, growth rate,
and growth-rate improvement to confine the resulting EP
set. Inherent constraints, including same subset support, top
growth rate, and same origin are derived from the properties
of EPs and datasets for pruning the search space and saving
computation.

Jumping emerging patterns (JEPs)
JEPs is a special kind of EP which have infinite growth rate.
In [3], fast algorithms for mining JEP were proposed and
its performance is typically around 5 times faster than the
border-based approach. It used tree construction approach
to target the likely distribution of JEPs.

3.2 Generalization

In privacy-preserving data mining, generalization is one
of the most common techniques for sanitizing datasets in
order to achieve anonymization - to prevent the inference
of personal identity from released data. The key idea of
generalization is to modify the original values in dataset into
more general values such that more tuples will share the
same set of attribute values. Thus, anonymization can be
achieved.

When comparing with other sanitizing techniques, such
as removing data, randomization and using unknowns to re-
place some data in datasets, generalization has several ad-
vantages.

First, the sanitized dataset by generalization is semanti-
cally consistent with the original dataset. Unlike other tech-
niques, the information conveyed by a generalized dataset
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is always representing the truth and having no missing val-
ues or records. Second, since the generalization hierarchy is
published with the sanitized dataset, the generalized values
in the published dataset can always be correctly interpreted
by the recipient of the dataset.

There are three major types of generalization have
been studied and adopted in the literature of achieving
k-anonymity, namely single-dimensional global recoding,
multidimensional global recoding and local recoding.

Single-dimensional global recoding
Single-dimensional global recoding was studied in [4, 12,
17, 27, 21, 30]. It performs generalization at domain-levels.
It changes a value in a single domain to another globally.
Under this kind of generalization, if we decide to general-
ize a particular value, all tuples contain this value will be
generalized. As a result, the original datasets are very often
to be over-generalized.

Multidimensional global recoding
Multidimensional global recoding was studied in [15] .It
performs generalization at cell levels. After this kind of
generalization has performed both original and generalized
values may co-exist in the generalized dataset. However, it
has a constraint onequivalence class. A set of tuples are
said to be in aequivalence classwith respect to a set of at-
tributesT = {t1, t2, . . . , tm} if they all contain the same
attribute values forT . In multidimensional global recoding,
all equivalence classes in the original dataset should not be
generalized into two or more difference equivalence classes
in the generalized dataset. Since it allows partial general-
ization on the attribute values, over-generalization can be
avoided.

Local recoding
Local recoding was studied in [8, 23, 32, 14]. It also per-
forms generalization at cell levels. In fact, it is the same as
the multidimensional global recoding except it relaxes the
constraint on equivalence class. In this paper, we mainly
focus on this kind of generalization.

3.2.1 Metrics for generalization quality

In many of the previous works, different kinds of quality
metric have been proposed for measuring the quality of gen-
eralization. Most of them are utility-based metrics (i.e. the
metrics are associated with specific mining tasks), such as
classification accuracy. However, we normally do not know
what kind of mining tasks will be performed by data re-
cipient on the released dataset. As such, general-purpose
quality metrics should be used instead as a fairer measure-
ment on the generalization quality. Following are several

general-purpose metrics for generalization quality proposed
by recent works:

Discernability metric (DM)
DM was proposed by Bayardo et al. [4]. It measures the
generalization quality by the size of equivalence classes.
Tuples in a dataset are said to be in the same equivalence
class with respect to a set of attributesX1, X2, . . . Xd if they
all have the same attribute values forX1, X2, . . . Xd. The
Discernability metric is defined as follow:

DM =
∑

EquivClasses E

|E|2

where|E| is the size of equivalence class

Clearly, the smaller the size of equivalence classes, the bet-
ter the generalization quality is. Therefore, if DM is used as
a metric, the objective during generalization is to minimize
the discernability.

Normalized average equivalence class (CAVG)
CAVG was proposed by LeFevre et al. [8]. It is also a
metric based on the size of equivalence classes. But instead
of simply calculate the sum of square of the equivalence
classes size, it calculate the average class size. CAVG is
defined as follow:

CAV G =
(

Total no. of records
Total no. of equivlance classes

)
/k

Similar to DM, the objective during generalization is to
minimize the CAVG.

Normalized certainty penalty (NCP)
NCP was proposed by Xu et al. [32]. It is a metric for mea-
suring the degree of generalization of each attribute values.
The intuition is to calculate the ratio of the total number of
values which it generalized with to the total number of dif-
ferent attribute values. In the case of categorical attributes,
NCP for a single attribute value is defined as follow:

NCP (p) =

{
0 ,if |up| = 1
|up|/|I| ,otherwise

,whereup is the immediate antecedent ofp in the general-
ization hierarchy,|up| is the number of leave nodes under
|up| and |I| is the total number of leave nodes for the en-
tire generalization hierarchy. Then, the NCP for the whole
datasetD is defined as:

NCP (D) =

∑
pεI Cp ·NCP (p)∑

pεI Cp

whereCp is the total number of occurrences of itemp in the
dataset.
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Distortion
Distortion [14] measures the distortion caused by general-
ization which takes the hierarchical structure of attribute
into consideration. It first defines a metric measuring the
distance between different levels in an attribute hierarchy,
called Weighted Hierarchical Distance (WHD). The WHD
between levelp and levelq is defined as:

WHD(p, q) =

∑p
j=q+1 wj,j−1∑h

j=2 wj,j−1

where h is the height of the domain hierarchy andwj,j−1

is the weight between domain levelj and j − 1. The
distortion of a generalization which generalizes tuplet =
{v1, v2, . . . , vm} to t′ = {v′1, v′2, . . . , v′m} is defined as:

Distortion(t, t′) =
m∑

j=1

WHD(level(vj), level(v′j))

where level(vj) be the domain level ofvj in an attribute
hierarchy. Finally, the distortion for the whole dataset is
defined as:

Distortion(D, D′) =
|D|∑

i=1

Distortion(ti, t′i)

Inconsistency
In multidimensional global recoding and local recoding
generalization, the attribute values in the same attribute may
belong to different domains. In other word, both original
and generalized attribute values may co-exist in the same
attribute. This maybe one of the obstacles for performing
analysis on the published data in many real world appli-
cations. Inconsistency [14] is a metric for measuring the
domain diversity of attribute. Inconsistency for a single at-
tributei is defined as:

inconsisti = (1−maxj(pij))

wherepij is the fraction of values in domain levelj of at-
tribute i over all values in attributei. Then, the inconsis-
tency for the whole datasetD is defined as:

inconsistD = maxi(inconsisti)

4 Problem Formulation

Given a datasetD, the support of an itemsetX, denoted
asSupp(X), is the percentage of tuples inD that contain
X. For a support thresholdσ, X is said to beσ-frequent
if SuppD(X) >= σ.

Given D, σ, and ρ , our goal is to adopt local re-
coding generalization to transformD to D′ such that no
EPs can be mined fromD′ while the distortion onσ-
frequent itemsets is minimized (i.e. to preserve as much
σ-frequent itemsets as possible).

Figure 1. A graphical illustration of the prob-
lem definition

4.1 Local Recoding Generalization

In global recoding generalization, if we decide to gener-
alize two or more attribute values together, all tuples which
contain either one of the values will be affected. As a result,
the original dataset will most likely to be over-generalized.
Thus, theσ-frequent itemsets in D will suffer from a
significant level of distortion.

In order to strike for a better balance between hiding EP
and preservingσ-frequent itemsets in D, local recoding
generalization is a more suitable approach for the transfor-
mation. In local recoding generalization, partial general-
ization on attribute values is allowed. For example, C and
D are the attribute values to be generalized to a new val-
ues CD. After local recoding generalization, the values C,
D and CD may co-exist in the transformed datasetD′. That
is, only a portion of the attribute values C and D are gener-
alized.

In the following, we give an illustrative example to use
local recoding generalization to hide EP and preserveσ-
frequent itemsets:

Given thatσ = 40% andρ = 3, we now particularly
consider the EP ={A C1} and theσ-frequent itemset =
{C1 F} exist in the original dataset (Table 2).

If we want to hide the EP ={A C1}, one of the possible
way is to perform generalization on attribute 2 according to
the hierarchy in figure 2.

If we adopt global recoding generalization approach for
hiding the EP ={A C1}, all the attribute values C1, C2,
D1 and D2 in the dataset are all generalized to CD. The
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Figure 2. Generalization hierarchy for at-
tribute 2

σ-frequent itemset = {C1 F} disappeared because the
dataset is over-generalized (Table 3).

If we adopt local recoding generalization approach for
hiding the EP ={A C1}, only a portion of C1, C2, D1 and
D2 are generalized to CD. As a result, the EP ={A C1}
is removed while theσ-frequent itemset = {C1 F} is re-
tained. (Table 4)

ClassC1 ClassC2

Attr. 1 Attr. 2 Attr. 3 Attr. 1 Attr. 2 Attr. 3
B C1 F B C1 F
A C1 F B C2 F
A C1 F B C1 F
B C2 F B C1 F
B D1 E A D2 E

Table 2. Original Dataset

ClassC1 ClassC2

Attr. 1 Attr. 2 Attr. 3 Attr. 1 Attr. 2 Attr. 3
B CD F B CD F
A CD F B CD F
A CD F B CD F
B CD F B CD F
B CD E A CD E

Table 3. Transformed dataset by adopting
global recoding generalization

5 Metrics for the quality of generalization

In this section, we discuss several metrics needed for
measuring the quality of the transformed dataset and guide
the decision on choosing each candidate generalization.

ClassC1 ClassC2

Attr. 1 Attr. 2 Attr. 3 Attr. 1 Attr. 2 Attr. 3
B C1 F B C1 F
A CD F B C2 F
A CD F B C1 F
B C2 F B C1 F
B D1 E A CD E

Table 4. Transformed dataset by adopting lo-
cal recoding generalization

5.1 Measure the distortion onσ-frequent itemsets

Since generalization is a process of grouping existing at-
tribute values to some new attribute values, someσ-frequent
itemsetsmay disappear because of some of their attribute
values no longer exist after the generalization. On the other
hand, someσ-frequent itemsetsconsist of generalized at-
tribute values maybe newly generated.

For example, consider the global generalization which
transformed the dataset from Table 1 to Table 2. After the
generalization, theσ-frequent itemsets{C F} which exists
in the dataset disappeared and anotherσ-frequent itemsets
{CD F} is newly generated.

Therefore, we need a metric for measuring the distance
between theσ-frequent itemsetsin D andD′.

First, we will present our proposed metric in the case
of global recoding generalization. After that, we will show
how the metric can be adapted to the case of local recoding
generalization.

Figure 3. The relationship between FIS and
FIS’ in (a)global recoding (b)local recoding
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5.1.1 Global Recoding

In global recoding, noσ-frequent itemsets(FIS) will be dis-
appeared after the process of generalization but they may
appear in a generalized form (Figure 2(a)). In other word,
for a particularσ-frequent itemsetsin D, there always exists
a correspondingσ-frequent itemsets(FIS’) in D′ in either
the original or generalized form.

Inspired by the distortion metric proposed in [14], we
propose a metric for measuring thegeneralization distance
(GD) between the original and generalized form of a tuple
which has taken both the hierarchical distance and distor-
tion in every single generalization into consideration.

Here, we define a metric calledvalue distance(VD) for
measuring the distance between the original and generalized
form of a single attribute value. We will then use VD as a
building block for the definition of generalization distance
(GD).

Definition 3 (Generalization Distortion (GenDist)) Con-
sider a generalization G which generalizes a set of attribute
values{c} to a single generalized valuep. The generaliza-
tion distortion of G is defined as:

GenDist(G) = |c|,
where|c| is the number of leave nodes underp in the gener-
alization hierarchy.

Definition 4 (Value Distance (VD)) Let h be the height
of the hierarchy tree of the attribute. Level h is the most
general level and level 0 is the most specific level in the
hierarchy tree. Consider an attribute valuev at level p is
generalized tov′ at level q. Let Gn be the generalization
which generalizes the attribute from level n-1 to n, where
0 < n ≤ h. The valude distance betweenv andv′ is de-
fined as:

V D(v, v′) =
q∑

i=p

i ·GenDist(Gi)
h

Definition 5 (Tuple Distance (TD))Consider a tupleT =
t1, t2, . . . , tn is generalized toT ′ = t′1, t

′
2, . . . , t

′
n for n >

0. The tuple distance betweenT andT ′ is defined as:

TD(T, T ′) =
n∑

i=1

V D(ti, t′i)

Definition 6 (Generalization Distance (GD))Let FIS =
{f1, f2 . . . fn} be the set ofσ-frequent itemsetsin D and
FIS’ = {f ′1, f ′2 . . . f ′n} be the set ofσ-frequent itemsetsin
D′, where0 < m ≤ n. In the case of global recoding gen-
eralization, for everyfn, there must be a correspondingf ′m

is either the original or generalized form offn, we denote
f ′m as G(fn).

The generalization distance between FIS and FIS’ is de-
fined as:

GD(FIS, FIS′) =
n∑

i=1

TD(fi, G(fi))

For example, the generalization distance incurred in ta-
ble 3 can be calculated as follow:

GD(FIS, FIS′) = TD({C1, F}, {CD,F})
= V D(C1, CD)

=
2∑

i=0

i ·GenDist(Gi)
h

=
1× 2

2
+

2× 4
2

= 5

5.1.2 Local Recoding

In the case of using local recoding generalization, two prob-
lems for calculating the generalization distance (GD) will
be occurred. (Figure 2(b))

(1) An itemset in FIS having no correspondence in FIS’
Since local recoding generalization allows attribute values
to be partially generalized, it allows only a portion of the
tuples which contains a particular itemset in FIS to be gen-
eralized and the remaining portion be retained in the orig-
inal form. In the case of the support of both portions are
smaller thanσ, the particular itemset in FIS may find no
corresponding itemsets in FIS’ neither in original nor gen-
eralized form.
Solution: The generalization hierarchy is published with
D′. Thus, everyone can laways replace attribute values in
D′ with more general values according to the hierarchy.

As such, if users (i.e. the one who receiveD′ and the
generalization hierarchy) generalize all the attribute values
to the most general form exists in each attribute ofD′,
they may discover moreσ-frequent itemsets, in generalized
form, which are hidden before.

Therefore, if no correspondence can be found in FIS’
for a particular itemset,fx, in FIS, we may first create a
tuple,fmax, by generalizing each attribute values in FIS to
the most general form exists inD′. Then we can calculate
the generalization distance (GD) by using the tuple distance
betweenfx, in FIS.

(2) An itemset in FIS having more than one itemsets ex-
ist in FIS’ Another side effect of local recoding generaliza-
tion is that there may exist more than one correspondence
in FIS’ for a particular itemset,fx, in FIS.

42 of 146



Solution:In this case, we can use the corresponding itemset
in FIS’ which has minimum tuple distance (TD) withfx to
calculate the generalization distance (GD)

After taken the above two problems in local recoding
generalization into consideration, the definition of general-
ization distance (GD) can be refined as:

GD(FIS, FIS′) =
n∑

i=1

TDi

whereTDi =





TD(fi, G(fi)) ,if no. correspondence in FIS’ = 1

TD(fi, fmax) ,if no. correspondence in FIS’ = 0

min(TD(fi, G(fi)) ,if no. correspondence in FIS’> 1

For example, the generalization distance incurred in ta-
ble 3 is zero. It is because the only frequent itemset{C1,F}
is preserved. This is also the major benefit of local recoding
generalization - the distortion on the data can be minimized.

5.2 Measure the efficiency for each generalization

In order to choose the best candidate generalization in
each step, we need a metric for measuring the efficiency for
each generalization. After such a metric is defined, then we
may choose the candidate generalization which yields the
highest efficiency in each step.

The efficiency for a generalization G is defined as:

Efficiency(G) =
Total Growth rate reduction

GD(FIS, FIS′)

By defining the efficiency as above, the higher the effi-
ciency of a generalization means it can remove a larger por-
tion of EP and only sacrifice a smaller portion ofσ-frequent
itemsets.

After this metric is defined, we may use it as an objective
function to develop a heuristic for performing generaliza-
tion.

6 Future Work

In the near future, we will use the generalization ef-
ficiency as an objective function to develop heuristic for
choosing candidate generalizations at each step to hide
emerging patterns.

In addition, some optimization techniques may be
adopted for pruning the set of candidate generalizations. As
such, we need not to take all possible generalizations into

consideration and thus the runtime of the heuristic can be
shorten.

We will evaluate the performance of the proposed heuris-
tic by performing frequent itemsets mining on both the orig-
inal and the sanitized dataset. By compare the mining re-
sults, we can know how much frequent itemsets is actually
preserved during sanitization.
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Improving patient journey with reduced length of stay by using a multi-agent
approach

Chung Ho CHOI

Abstract

Delivering healthcare services in high quality is one
of the most challenging and critical tasks for healthcare
providers. For the sake of minimizing dissatisfactions,
healthcare managers are now struggling to provide an im-
proved patient journey for their clients. In doing so, it is
thought that the most unambiguous way is to reduce the
length of stay (LoS) of a patient journey. Hence, an effective
patient scheduling scheme is needed. Although there are
quite a lot of different approaches for scheduling, an multi-
agent approach is proposed in view of having a distributed
and dynamic nature in hospitals. Currently, in Hong Kong,
a lengthy length of stay is not uncommon as patient schedul-
ings in hospitals are not being done in an efficient manner.
In particular, patients in Hong Kong are being scheduled
without a sophisticated mechanism such that they have to
endure long waiting times for treatments which are discour-
aging and life-threatening. Hence, in this paper, we will ad-
dress how a multi-agent approach could be used for patient
scheduling such that a reduced length of stay is achieved.

1. Introduction

With the constraint of having limited resources, it is dif-
ficult for healthcare providers to deliver healthcare services
that meet the increasing expectations from patients. In spite
of facing such kind of difficulty, it is imperative for health-
care managers to raise the standard for healthcare services
such that it meets the regulations enacted by the government
and the needs of different patients. However, it can some-
times be subjective in defining improvements for healthcare
services. For instance, the improvement of providing a bet-
ter environment in hospital settings can easily be biased as
patients possess different values in evaluating things. Thus,
in order to improve healthcare services in an objective fash-
ion, the most obvious and direct way is to reduce the length
of stay (LoS) of a patient journey. In particular, patient
flows should be improved such that undesired delays can be
minimized if not entirely eliminated. More importantly, it is

known that reduced delays in patient journeys can dramat-
ically improve medical outcomes and patient satisfactions
[1]. Hence, it is wise for the healthcare providers to figure
out an effective scheme for patient scheduling in order to
reduce unnecessary delays.

In fact, patient scheduling can be widely applied in
healthcare management. Particularly, an effective schedul-
ing scheme can be deployed for optimizing healthcare op-
erations such that there is a better match between the sup-
ply and demand of medical resources. For instance, with
the aid of a proper scheduling scheme, hospitals can con-
duct admission planning [2, 11], patient mix optimization
[3], etc such that medical resources can be utilized in the
most efficient manner. However, although these kinds of
scheduling can boost the efficiency of resources utilization,
they are not utterly patient-focused and may not guarantee a
conspicuous reduction of delays in patient journeys. In par-
ticular, such inability of achieving a considerable reduction
of delays is mainly caused by the fact that delays can still
occur with better resource utilization if there is an increas-
ing number of patients being admitted. Therefore, with the
goal of reducing delays or length of stays for patients, one
should focus on scheduling schemes that consider the whole
picture of patient journey.

It is known that hospitals have a decentralized and dy-
namic structure [4, 5]. In particular, patients need to be
routed to different operation units within a hospital or even
different hospitals for different treatments. With such in-
sight, the approach chosen for patient scheduling should
be able to deal with the unique hospital structure and thus
should be dynamic as well. Hence, with the strength of
dealing with dynamic environments and the ability of over-
seeing the entire patient journey, an multi-agent approach is
proposed for effective patient scheduling.

In order to limit our scope, we decide to focus on
scheduling for cancer patients in Hong Kong. The reason
for choosing cancer patients is that neoplasms (i.e. cancers)
have the highest mortality rate among different diseases in
this city [18]. Currently, in Hong Kong, there are seven
cancer centers [19] which are located at different districts
(i.e. Hong Kong Island, Kowloon, and New Territories).
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The problem is that each cancer center operates on its own
and does not have information about the others. Thus, in
receiving treatments, patients are frequently being assigned
to one particular center, even though it is a busy one. In
other words, patients in a particular cancer center may have
to wait long for treatments despite the same could be pro-
vided earlier by other centers which are however unknown
to the scheduler.

Hence, in this paper, we are going to demonstrate how
a multi-agent approach can be used for patient scheduling
such that cancer patients in Hong Kong can receive treat-
ments in different cancer centers with a reduction of waiting
times. And the paper is organized as follows: in section 2,
we will first discuss what is patient journey and the causes
and consequences of having delays in it. Thereafter, in sec-
tion 3, we will discuss how patient scheduling could be done
by using a multi-agent approach. In section 4, we will for-
mulate the scheduling problem for cancer patients in Hong
Kong. Lastly, in section 5, we will present our conclusion
and future work.

2. Patient Journey

Patient journey is generally defined as the process of
how patients proceed through the care delivery system [6].
While patient journey is the pathway in which every patient
must go through, it is also believed that how the patients
feel about the quality of healthcare services depend heav-
ily on their experiences in patient journeys. Hence, patient
journey deserved to receive well attentions from healthcare
providers.

Generally speaking, a patient journey includes five main
stages, namely clinical assessment, investigation, clinical
decision, admission, treatment, and discharge [2, 6, 7].
However, some variations may exist due to some specific
circumstances. For instance, a follow up (or a revisit) after
discharge would be required if there exists a deterioration.

There are lots of factors contributing to patients’ satis-
factions amid patient journey. Particularly, the following
eight factors have been identified as the most important by
patients [7]:

• Fast access to health advices

• Effective treatments delivered by staff whom the pa-
tients can trust

• Patients’ involvement in decisions and their prefer-
ences being respected

• Clear, comprehensible information and support to re-
gain or increase independence

• Physically comfort, clean, and safe environment

• Emotional support and alleviation of anxiety

• Involvement of family and friends

• Continuity of care and smooth transitions

But in reality, lots of the above factors are missing and pa-
tients often feel confused, disappointed, and frustrated [8].
In such condition, patients are said to have bad emotional
experiences.

2.1. Managing patient’s emotional experience

Patient’s emotional experience is how a patient feels
about his/her experience of using medical service [8]. Al-
though it may often be neglected, a good emotional experi-
ence is critical in patient journey as it has a close relation-
ship with effective treatment. In particular, it is found that a
bad emotional experience will result in increased psychoso-
cial morbidity [9]. Moreover, some patients said that their
feelings are linked to their situations and medical conditions
[8].

Hence, in order to deliver healthcare service that meets
the needs of patients, one should address patient’s emo-
tional experience properly. In doing so, it is thought that
the most effective and unbiased way is to reduce the length
of stay (LoS) for patients as it could be done in the most ob-
jective manner. With such idea, it is important to eliminate
undesired delays such that the length of stay could be kept
as minimal.

2.2. Causes of delays in patient journey

One of the key causes of having delays amid patient jour-
ney is handoffs, where patient care or information is handed
from one individual to another [6]. For instance, a patient
may be routed through different hospital units for different
operations and treatments. In such routing, delays are com-
mon as the schedules in different units are seldom consid-
ered as a whole.

A high degree of uncertainty also yields delays in pa-
tient journey. As treatment pathways and the arrivals of pa-
tients are stochastic [4, 10, 11], it is difficult for healthcare
providers to come up with an optimal schedule that caters
the will of each patient. Hence, undesired delays seem to be
a natural consequence for patient journey.

Another possible cause of having delays is the existence
of time lags in obtaining necessary investigations. Some
diseases may need to be investigated for several months.
For instance, a suspected case of bowel cancer may take
about four months to investigate [12]. Interestingly, besides
investigations, patients’ preferences may also cause delays
in patient journey [9]. And we do think that such kind of
delay is mainly caused by a lack of supportive guidance or
information.
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While it is not uncommon, shortage of resources pos-
sesses lots of challenges for healthcare providers. Partic-
ularly, competitions for scarce resources between hospital
units may cause bottlenecks and hence delays amid patient
journey.

2.3. Consequences of having delays in patient jour-
ney

While some studies pointed out that the impacts of hav-
ing delays in patient journey up to several months are mini-
mal [13], some others do not. For instance, it was found that
the survival rates for colon cancer and female breast cancer
in the first six months after diagnosis in England and Wales
are lower than the rest of Western Europe. And it is believed
that such differences may be related to late presentations or
delays in treatments for British patients [14].

Moreover, it was found that long waiting time may cause
psychosocial stress for patients [9]. The situation is even
worse when there is inadequate information available for
patients. And we believe that waiting time should be short-
ened as much as possible such that patients can receive
treatments at the most appropriate time with minimal ad-
verse impacts.

With the existence of undesired delays, patients’ condi-
tions may deteriorate rapidly and they may require urgent
medical treatments. And such kind of urgency is thought to
induce an adverse effect on the original waiting list [1]. For
instance, a patient admitted urgently for a surgery may oc-
cupy an operating room and a team of medical staff which
are originally reserved for another patient. Under such cir-
cumstances, the patient who has been initially scheduled for
a surgery has to wait for another available timeslot. Hence,
a chain reaction with increasing delays would occur if un-
desired delays cannot be curbed at the very beginning.

2.4. Reducing delays in patient journey

With the goal of improving patient journey, it is im-
perative for healthcare providers to take the initiatives to
minimize undesired delays. In doing so, the most com-
mon practice is to increase the resource utilization such that
the corresponding patient throughput can be maximized.
However, it is found that an increased resource utilization
can lead to bottlenecks which in turn inhibit patient flows
[11]. To illustrate, consider there is a group of patients who
have to undergo an operation shortly after a X-ray exami-
nation. Although the number of patients being served will
increase with better utilization of X-ray machines, patient
flows could still be inhibited if the operation rooms are al-
ready operated in their full capacities. Hence, solely in-
crease the resource utilization is not an ideal strategy for
reducing delays in patient journey.

In fact, while delays can be minimized through careful
forecasting, process improvement, and information man-
agement [1], it is thought that the most effective and ef-
ficient way for reducing delays amid patient journey is to
devise a proper scheduling scheme.

Generally, patient schedulings can be classified into
two categories: resource-focused scheduling and patient-
focused scheduling.

2.4.1. Resource-focused scheduling

Resource-focused scheduling emphasizes the improve-
ment of resource utilizations. It makes the assumption that
patients’ waiting times could be reduced with better re-
source utilizations. In addition, instead of taking the whole
patient journey into account, resource-focused scheduling
aims at improving the efficiency of a particular medical re-
source or unit. Two common examples are admission plan-
ning [2, 11] and patient mix optimization [3] which both
aim at improving the resource utilization by finding a bet-
ter match between the supply and demand of medical re-
sources.

However, while it is thought that resource-focused
scheduling may help to reduce delays in some extents, there
is no guarantee. For instance, though the patient through-
put may increase with better resource utilization, patients
could still have to wait long if there is an increasing number
of patients being admitted. Hence, with such deficiency of
resource-focused scheduling, it would be wise to pay much
attention to patient-focused scheduling if reducing delays is
considered as the ultimate goal.

2.4.2. Patient-focused scheduling

Unlike resource-focused scheduling, patient-focused
scheduling emphasizes the reduction of waiting times for
patients and takes the whole patient journey into account.
It aims at finding an improved if not optimal schedule such
that patients can enjoy themselves with fewer undesired de-
lays.

With the goal of reducing delays in a decentralized and
dynamic hospital environment, a non-localized and dy-
namic approach is needed for patient-focused scheduling.
Hence, while it is capable of responding to the decentral-
ized hospital environment [5], an agent-based approach is
being seen as an effective solution because it is also capa-
ble of overseeing the dynamic patient journey. On the other
hand, though operations research techniques are effective
for centralized optimization problems [15], they do not suit
well for the dynamic nature of patient journey [4, 5, 11].
Thus, in the followings, we will focus on how a multi-agent
approach could be used for patient-focused scheduling.

47 of 146



3. Patient scheduling - a multi-agent approach

For a multi-agent approach, every coordinated object is
modeled as an autonomous agent. Under such a multi-agent
environment, agents are distributed, self-interested and have
their own goals or constraints [16]. Furthermore, while
agents are acting autonomously on behalf of their owners,
they would interact with each other such that a better overall
solution can be achieved [4]. In fact, it is the unique charac-
teristic of agents and their willingness to interact with others
that provide the foundation for efficient patient scheduling.

With the goal of reducing delays in patient journey, two
types of agents are typically defined by using a multi-agent
approach: 1) patient agent and 2) resource agent.

3.1. Patient agent

A patient agent is used to act on behalf of a single patient
and contains information about its represented patient. Al-
though the types of information contained in a patient agent
could be uniquely designated according to the design of a
scheduling algorithm, the most common ones are:

• Treatment operations needed by the represented pa-
tient

• Temporal constraints between treatment operations

• Patient preferences

• Utility cost of the represented patient

A. Treatment operations

In order for patient scheduling to take place, a patient
agent must have the information about the treatment
pathway of its represented patient. In fact, each patient
would have an unique treatment plan (which is determined
by medical staff) that states all the needed treatments in
his/her patient journey. Hence, all the necessary treatment
operations (e.g. X-ray, blood test) should be known in
advance by a patient agent.

B. Temporal constraints between treatment operations

The temporal constraints between treatment operations
of a patient should also be known by a patient agent. The
reason for imposing temporal constraints in a patient agent
is to ensure all the necessary treatment operations are
performed in the correct sequence according to a doctor’s
decision or a treatment protocol.

C. Patient preferences

A patient agent may also carry information about patient
preferences. Particularly, patient preferences specify what
a patient wants to achieve. For instance, a patient may have
the preference of receiving treatments in a nearby hospital.
Although patient preferences (soft constraints) may also
have their substantial influences on patient scheduling, they
are considered as less critical than the temporal constraints
between treatment operations (hard constraints) in terms of
constructing a schedule with minimal delays.

D. Utility cost

In patient scheduling, with the goal of minimizing de-
lays within patient journey, each patient agent will try to
acquire an earlier timeslot for its represented patient. How-
ever, while resources are scarce, not all patient agents can
get their desired timeslots. Thus, in order to determine who
can get a particular timeslot, a utility cost is kept by each
patient agent.

Utility cost is a mathematical representation of a per-
son’s well-being [17]. It allows the comparison between
agents in a multi-agent environment. By incorporating an
utility cost in each patient agent, the priorities in acquiring
a particular timeslot can be objectively identified. Often,
patient agent with the highest utility cost has the top prior-
ity in reserving a timeslot for its represented patient.

Although the design of an utility cost is unique to the de-
sign of a scheduling algorithm, it should be something that
reflects the medical situation of a patient in patient schedul-
ing. In addition, utility cost should not be based upon mon-
etary values in hospitals in contrast to commercial domains
[4].

In devising an utility cost, Paulussen et al. [4, 11] in-
troduced the notion of health state which is a continuous
function over time. Health state is defined as a measure of a
patient’s health development during his or her hospital stay.
It depreciates over time until the patient has received proper
treatments. In fact, although health state may reflect a pa-
tient’s medical situation well, it is difficult to quantify such
utility cost for a patient [5]. Hence, while an utility cost
should be able to reflect the medical situation of a patient, it
is also important to consider the practicality in formulating
it.

3.2. Resource agent

A resource agent is used to represent one unique med-
ical resource such as operation room, X-ray machine, and
medical staff. Like patient agents, resource agents contain
information about their represented medical resources. The
followings are the most common information carried by a
resource agent:

• The service that can be provided by the represented
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medical resource

• The operating time of the represented medical resource

• The number of patients that can be served in a particu-
lar time interval by the represented medical resource

A. Service provided by the represented medical resource

In order to act on behalf of its represented medical
resource, a resource agent should specify the service that
can be provided by its represented medical resource. For
instance, a resource agent representing a X-ray machine
would specify X-ray examination as the service provided
by that machine.

B. Operating time of the represented medical resource

A resource agent may also specify the operating times
of their represented medical resources. For instance, a
resource agent representing an operation room may specify
8:00 am to 5:00 pm as the operating hours of that room.

C. Number of patients being served

In order to model the capacities of medical resources, re-
source agents may also specify the number of patients that
can be served by their represented medical resources in a
particular time interval. For instance, a resource agent rep-
resenting a medical staff may specify 10 patients per day as
the number of patients that can be served daily.

3.3. Mechanism of multi-agent patient scheduling

Unlike operations research, a multi-agent approach
works in a decentralized and dynamic manner. While agents
are self-interested and acting on behalf of their owners, they
have to interact with each other so as to achieve a better
overall performance. Thus, a mechanism or protocol is
needed for the collaboration between agents. In fact, there
are two common collaboration mechanisms in distributing
tasks under a multi-agent environment: 1) market mecha-
nism and 2) contract net protocol [16].

3.3.1. Market mechanism

Under market mechanism, agents act like the buyers and
sellers in a physical market and they would exchange things
with others if a deal is both accepted by two involving par-
ties. The underlying principle of market mechanism is to
facilitate collaboration between participants with low com-
munication needs [4]. Particularly, while it is assumed that
the price of a product is the only concern for both the buyers
and sellers, only prices are communicated between market
participants.

In patient scheduling, a patient agent will try to acquire
the earliest possible resource timeslot for its represented pa-
tient. However, the desired timeslot may sometimes be al-
ready occupied by another patient agent. In such case, the
former one (the buyer) will try to exchange its timeslot with
the latter one (the seller). In reaching a deal, the two involv-
ing patient agents will ensure their states (i.e. utility cost)
would not be worsen after the exchange. And it is so called
a Pareto optimal solution [4, 5, 17].

3.3.2. Contract net protocol

In contract net protocol, agents are trying to acquire their
desires by submitting bids in an auction. In particular, there
are mainly three phases, namely announcement phase, bid-
ding phase, and awarding phase [10, 16].

In the context of patient scheduling, resource agents first
announce their available timeslots to those interested patient
agents during the announcement phase. Thereafter, during
the bidding phase, interested patient agents will submit their
bids based on their corresponding utility costs. Once the
resource agents have received bids from patient agents, they
will award the timeslots to those with the highest bid (or
utility cost).

3.3.3. Comparisons of market mechanism and con-
tract net protocol

For market mechanism, tasks are matched to agents by
generalized agreement [16]. In particular, a deal for ex-
change is only accepted if it is both agreed by the buyer
agent and the seller agent (or the generalized agreement is
satisfied). The generalized agreement is known in advance
by each agent before a negotiation takes place. In each ne-
gotiation, only two parties (i.e. buyer agent and seller agent)
are involved. For contract net protocol, tasks are assigned
to the agent with the highest bid. Particularly, agents try to
acquire their desires by bidding instead of negotiating with
others. In such bidding, more than two parties could be in-
volved.

In terms of efficiency, while it is thought that contract net
protocol is communication-intensive [16], market mecha-
nism would perform better as the amount of information
transmitted (i.e. the network traffic) in each interaction is
lower compared to contract net protocol.

Table 1 summarizes the comparisons of market mecha-
nism and contract net protocol.

4. Problem formulation

So far, we have briefly discussed some fundamental
ideas of multi-agent patient scheduling. In this section, we
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Table 1. Comparisons of market mechanism
and contract net protocol

Market mechanism Contract net
protocol

Criteria for Generalized Tasks are
task assignments agreement is assigned to

satisfied agent with
the highest bid

Means of Negotiation Bidding
interaction
between agents
Number of agents Two More than two
involved in each
interaction
Network traffic Lower Higher

are going to formulate the real problem of patient schedul-
ing in hospital settings. As mentioned in Section 1, we will
focus on scheduling for cancer patients in Hong Kong so as
to limit our scope.

In Hong Kong, there are seven cancer centers. We de-
note Z as the set of cancer centers with Z = {HKE, HKW,
KE, KC, KW, NTE, NTW}, where HKE = Hong Kong Is-
land East, HKW = Hong Kong Island West, KE = Kowloon
East, KC = Kowloon Center, KW = Kowloon West, NTE =
New Territories East, NTW = New Territories West. Cur-
rently, these cancer centers operate on their owns and do not
have information about the others. Hence, cancer patients in
Hong Kong are frequently being scheduled to receive treat-
ments in a particular cancer center though the same could
be provided earlier by other centers which are however un-
known to the scheduler. Figure 1 shows the distribution of
the seven cancer centers in Hong Kong.

Figure 1. Distribution of the seven cancer cen-
ters in Hong Kong

From the data given by the Hospital Authority in Hong
Kong, there were 7250 cancer patients admitted in 2007.
Figure 2 shows the allocation of these 7250 cancer patients
in the seven cancer centers in 2007.

Figure 2. Allocation of 7250 cancer patients in
the seven cancer centers in Hong Kong (2007)

For any patient admitted to a hospital, he or she is first
to be diagnosed by a doctor. Once the diagnosis has been
completed, the doctor will specify a number of actions to be
scheduled and a treatment plan will be established for the
patient. In particular, a treatment plan depicts all the neces-
sary treatment operations in a patient journey [5]. We de-
note the set of treatment operations for our domain by T =
{radiotherapy planning, radiotherapy, surgery, chemother-
apy}.

In our work, we define length of stay (LoS) as the du-
ration between the date of the last treatment operation in a
treatment plan and the date of a patient’s admission. Figure
3 shows the average LoS (in days) for cancer patients in the
seven different cancer centers in 2007.

While it is found that cancer patients in Hong Kong are
not uniformly allocated (see Figure 2), it is also found that
the average LoS for cancer patients varies among the seven
cancer centers (with a maximum variation of about 2 weeks
as observed in Figure 3). In fact, such variations should
be minimized such that cancer patients in Hong Kong can
receive treatments sooner rather than later. Hence, a sophis-
ticated mechanism is needed for patient scheduling in Hong
Kong.

In receiving treatments, patients have to appoint medical
resources. We let α be the set of medical resources for our
domain with α = {radiotherapy planning unit, radiotherapy
unit, operation unit, chemotherapy unit}. With the assump-
tions that one treatment operation is performed in one med-
ical unit and one medical unit is regarded as one type of
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Figure 3. Average LoS (in days) for cancer
patients in the seven different cancer centers
in Hong Kong (2007)

resource, we have an one-to-one mapping between α and T
such that we get M = {(radiotherapy planning unit⇒ radio-
therapy planning), (radiotherapy unit⇒ radiotherapy), (op-
eration unit ⇒ surgery), (chemotherapy unit ⇒ chemother-
apy)}, with (H ⇒ J) being understood as ”H is responsible
for conducting J”.

4.1. Resource modeling

A resource agent is used to manage a specific type of
medical resource. Here, we denote Rab as a resource agent
representing medical resource a in cancer center b with a ∈
α; b ∈ Z.

Also, each resource agent has access to all the available
timeslots that can be provided by its corresponding medical
resource. It is assumed that one particular timeslot could
only be occupied by one patient. Hence, for each resource
agent Rab, we let:

Cab be the maximum number of patients (i.e. capacity)
that can be served daily with resource a in cancer center b;

Vab
xyg be the xth available timeslot to which a patient can

be assigned by Rab on date y; x = 1, 2, ... , Cab; g = ”a
patient’s identifier” of whom has occupied the timeslot;

Lm be the maximum duration (i.e. maximum LoS) in
which the cancer patients being scheduled have to wait;

Then, we can define Eab(Lm) as the set of timeslots that
can be appointed from Rab within the maximum duration
Lm days, given as:

Eab(Lm) = {Vab
xyg}, (1)

such that x ≤ Cab; y ≤ Lm.

4.2. Patient modeling

A patient agent is used to represent one identifiable can-
cer patient and is denoted as Pi with i = 1, 2, ... , Np; Np =
number of cancer patients being scheduled.

In a patient journey, it is common that some of the treat-
ment operations have to be performed in prior to another.
For instance, a patient has to undergo a radiotherapy plan-
ning before radiotherapy such that the latter could be pre-
cisely performed. In other words, the treatment operations
needed by a patient should be ordered and satisfy certain
temporal constraints. Hence, each patient agent Pi main-
tains an ordered set Si which carries all the necessary treat-
ment operations as a sequence, denoted as:

Si = {O1, O2, ..., ONi
}, (2)

where Ni is the number of treatment operations needed by
Pi; Ok ∈ T for k = 1, 2, ... , Ni; Ok−1 precedes Ok.

To have Ok scheduled, Pi needs to check with the re-
source agents Rab where (a ⇒ Ok) ∈ M; a ∈ α; b ∈ Z, with
the assumption that there is no restriction in patient referrals
between cancer centers.

4.3. Scheduling algorithm

In devising a scheduling algorithm for patient schedul-
ing, both Paulussen et al. [4] and Vermeulen et al. [5]
proposed a two phases algorithm by using a multi-agent ap-
proach. The two phases are known as initial assignment
and rescheduling. During the initial assignment phase, each
patient agent was first being assigned an initial schedule.
Thereafter, patients agents would interact with each other
so as to improve their initial schedules during the reschedul-
ing phase. Particularly, during the rescheduling phase, pa-
tient agents would try to improve their initial schedules by
selecting the date of a particular treatment operation for ex-
change.

Although the work of Vermeulen et al. [5] could be
quite effective in reducing the length of stays in patient jour-
neys, it does not account for the temporal constraints be-
tween treatment operations. Moreover, as they claim that
the time of the last appointment effectively determines a
patient’s waiting time, they only select the last treatment
operation for rescheduling. In fact, while we agree with
their claim, we do think that undesired waiting times could
be reduced in a more effective manner if treatment opera-
tions other than the last one are also involved for reschedul-
ing. Particularly, it is found that a greater maximum wait-
ing times could be reduced by involving all treatment op-
erations for rescheduling. Figure 4(a) shows the maximum
waiting times that could be reduced by only selecting the
last treatment operation for rescheduling and Figure 4(b)
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shows the maximum waiting times that could be reduced
by selecting all the treatment operations for rescheduling.

Figure 4. The maximum waiting times that
could be reduced by (a) only selecting the last
treatment operation for rescheduling; (b) se-
lecting all treatment operations for reschedul-
ing

On the other hand, though the rescheduling scheme pro-
posed by Paulussen et al. [4] involves all the treatment op-
erations, it also does not take the temporal constraints be-
tween treatment operations into account.

In the scheduling algorithm that we propose, while
there are also an initial assignment phase and a reschedul-
ing phase, we will select all the treatment operations for
rescheduling so as to maximize the waiting times that could
be reduced. More importantly, our scheduling algorithm
will also cater the temporal constraints between treatment
operations which were not considered in [4] and [5].

4.3.1. Initial assignment

During the initial assignment phase, each patient agent is
given an initial schedule based on the admission order of its
represented patient. Patients who arrive earlier would give
their corresponding agents a higher priority in consuming

medical resources. In addition to specifying all the times-
lots in which treatment operations will take place, an initial
schedule also tells how the resources are committed.

With the assumption that medical staff will schedule
their patients professionally, it is fair to assume that the
timeslots within an initial schedule would not conflict each
other (i.e. no two timeslots of a patient are on the same
date). Also, we assume that the initial schedule of a patient
agent respects the treatment pathway (which is determined
by medical staff) of its represented patient.

In particular, an initial schedule of patient agent Pi with
length of stay Li can be defined as VPi(Li):

VPi(Li) = {Va1b1
x1y1Pi

, Va2b2
x2y2Pi

, ..., V
aNi

bNi

xNi
yNi

Pi
}, (3)

where (ak ⇒ Ok) ∈ M; ak ∈ α; bk ∈ Z; xk ≤ Cak bk
; yk−1

< yk < Li.

4.3.2. Rescheduling

Since its construction is solely based on the admission
order of a patient, an initial schedule is not an ideal one
and may possess lots of undesired delays. Therefore, pa-
tient agents will undergo the rescheduling phase such that
a reduced waiting times could be achieved for their repre-
sented patients. In doing so, a patient agent Pi will try to
improve its initial schedule VPi(Li) by exchanging times-
lots with another patient agent, with the assumption that no
patient agent is worse off in terms of the overall schedule
(i.e. yNi corresponding to V

aNi
bNi

xNi
yNi

Pi
does not worse off ).

Such exchange will iterate for different patient agents until
no further improvement could be achieved.

For the sake of identifying which patient agent should
initiate an exchange in each iteration, an utility cost Ui

is maintained by each patient agent Pi. And as we want
to minimize the waiting times of patients, the utility cost
should be defined accordingly. Hence, we let:

Ai be the admission date of whom the patient agent Pi is
representing;

Then we can define Ui as the time (in days) between the
date of the last timeslot in the initial schedule (i.e. yNi

) and
the admission date of whom the patient agent Pi is repre-
senting:

Ui = yNi −Ai (4)

In order to minimize the adverse effects of having long
waiting times, patient agent with the highest utility cost (i.e.
the longest waiting time) is chosen to initiate a negotiation
in each iteration. Here, we let:

W be the set of utility costs with W = {U1 , U2 , ... ,
UN}, where N is the number of cancer patients being sched-
uled.
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Obviously, in each iteration, patient agent Pi with the
longest waiting time will have the maximum utility cost Q:

Q = max{W} (5)

Once the patient agent Pi with the maximum utility cost
Q (we call it as ”initiating patient agent”, PI ) has been iden-
tified, it will initiate an exchange for timeslots with another
patient agent (we call it as ”target patient agent”, Pt). Par-
ticularly, the initiating patient agent PI will first select the
1st timeslot of its initial schedule (i.e. Va1b1

x1y1PI
) for ex-

change. Since then, it will continue to select the next times-
lot for exchange until the last timeslot of its initial schedule
(i.e. Vakbk

xkykPI
for k = 2, 3, ... , NI ).

While it is assumed that the 1st treatment operation (i.e.
O1 in Si) could start on any particular date since a patient’s
admission Ai, it is also assumed that O1 cannot be per-
formed on the same date as Ai (i.e. the date for performing
O1 does not equal a patient’s admission date, y1 6= Ai) be-
cause a treatment plan would only be established once the
patient has been admitted to the hospital. Hence, for each
initiating patient agent PI , we let:

yO1 be a suitable date on which the 1st treatment opera-
tion (i.e. O1 in SI ) can be duly performed;

Then, in order to find an earlier date for the 1st treatment
operation O1 (or the 1st timeslot in the initial schedule of
PI , i.e. Va1b1

x1y1PI
), yO1 should satisfy:

AI < yO1
< y1, (6)

where AI is the admission date of PI ; y1 is the date of the
1st timeslot of PI ’s initial schedule;

Once the smallest value of yO1 (i.e. the following day
of PI ’s admission, AI + 1 day) is obtained, the initiating
patient agent PI would contact the corresponding resource
agent to see if there is an alternative timeslot for exchange.
In particular, as it is assumed that patients are willing to
go across different cancer centers for a reduction of waiting
times, the initiating patient agent PI should contact all the
corresponding resource agents one by one across different
cancer centers (i.e. Ra1b, b ∈ Z; (a1 ⇒ O1) ∈ M). And in
order to maximize the chance of receiving the 1st treatment
operation O1 in the same center as which is planned in the
initial schedule, PI will first contact Ra1b1 as b1 is the can-
cer center which is responsible for the 1st timeslot in PI ’s
initial schedule.

By contacting with Ra1b1 , if there are timeslots available
for exchanges on date yO1 , PI will get all the timeslots on
that date (i.e. Va1b1

xyO1g for x = 1, 2, ... , Ca1b1). In addition,
by the variable g in (1), all the owners of these timeslots are
also identified such that the initiating patient agent PI could
know who to initiate an exchange for timeslots.

Once the initiating patient agent PI get all the timeslots
as well as their owners on date yO1 , it will first propose an

exchange to the one (i.e. the target patient agent, Pt) who
currently owns the 1st timeslot on that date (i.e. x = 1 for
Va1b1

xyO1g). In order to accept an exchange, the target patient
agent Pt should ensure the followings:

• The date of its last treatment operation does not worse
off after an exchange (i.e. yNt

corresponding to
VaNtbNt

xNtyNtPt
does not worse off)

• The temporal constraints in (2) would not be violated
after an exchange (i.e. treatment operations are per-
formed in the correct order)

In fact, while it is quite easy and straightforward for
Pt to determine whether or not the last treatment opera-
tion has been worse off, it could be tricky in determining
whether the temporal constraints between treatment opera-
tions have been violated. The reason is that treatment oper-
ations are performed with durations and they may overlap
with each other after an exchange though the temporal con-
straints have not been violated. In order to deal with that,
we let:

DOmOn
be the average duration between the start of

treatment operation Om and the start of treatment operation
On where Om, On ∈ T; Om precedes On;

In addition, while DOmOn can be easily obtained from
the set of patients’ initial schedules, we assume that all
treatment operation n could be performed duly after treat-
ment operation m with a duration DOmOn

so as to reduce
complexity.

Then, given that the date of the last treatment operation
does not worse off (i.e. yNt

corresponding to VaNtbNt

xNtyNtPt

remains constant), an exchange for timeslots would only be
accepted by the target patient agent Pt if the followings are
satisfied:

ytk−1 + DOk−1Ok
< yIk

< ytk+1 −DOkOk+1 , (7)

where ytk−1 , ytk+1 are the dates on which the (k-1)th treat-
ment operation (i.e. Ok−1) and the (k+1)th treatment oper-
ation (i.e. Ok+1) are scheduled for Pt respectively; yIk

is
the date for the kth treatment operation (i.e. Ok) proposed
by PI ; Ok−1, Ok, Ok+1 ∈ St;

During the search for an alternative timeslot for its 1st

timeslot, the initiating patient agent PI could receive its
1st treatment operation OI in an earlier fashion if the tar-
get patient agent Pt accepts the exchange (i.e. yNt does not
worse off and (7) has not been violated after the proposed
exchange). However, if the proposed exchange has been
turned down (i.e. either (7) is violated or yNt is worse off),
the target patient agent Pt will inform the initiating patient
agent PI that the proposal for exchange has been rejected.
Since then, PI will continue to find an alternative times-
lot for its 1st treatment operation O1 (or the 1st timeslot of
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its initial schedule, i.e Va1b1
x1y1PI

) by contacting the one who
owns the next timeslot on that date (i.e. Va1b1

xyO1g for x = 2,
3, ... , Ca1b1).

As time past, if an alternative timeslot still cannot be
found in center b1 on date yO1 , the initiating patient agent
PI would then first contact the agents in other centers (i.e.
Ra1b for b 6= b1; b ∈ Z) one by one for timeslots on that
date. As the centers contacted are no longer the same as
which is planned in the initial schedule, the order of contact
is considered as unimportant and thus these centers could be
contacted in random. Thereafter, if there is no an alternative
timeslot found again, the value of yO1 has to be added by 1
(i.e. AI + 2 day) and the above process would continue as
long as (6) is satisfied.

Once there is an alternative timeslot found for the 1st

timeslot or (6) is no longer satisfied, the initiating patient
agent PI would then continue the process by finding an al-
ternative timeslot for its next treatment operation (i.e. Ok

∈ SI for k = 2, 3, ... , NI ) or the next timeslot of its ini-
tial schedule (i.e. Vakbk

xkykPI
for k = 2, 3, ... , NI ). Again,

as we have to assure that the new timeslots acquired by PI

would not overlap with each other, (7) is modified and the
followings have to be satisfied:

yIk−1 + DOk−1Ok
< ytk

< yIk+1 −DOkOk+1 , (8)

where yIk−1 , yIk+1 are the dates on which the (k-1)th treat-
ment operation (i.e. Ok−1) and the (k+1)th treatment oper-
ation (i.e. Ok+1) are scheduled for PI respectively; ytk

is
the date for the kth treatment operation (i.e. Ok) acquired
from Pt; Ok−1, Ok, Ok+1 ∈ SI ;

In addition, in order to get an earlier timeslot from Pt

after an exchange, ytk
should satisfy:

ytk
< yk, (9)

where yk is the date for the kth timeslot of PI ’s initial sched-
ule.

Once there is an alternative timeslot found for the last
timeslot of PI ’s initial schedule (i.e. V

aNI
bNI

xNI
yNI

PI
) or there is

no longer such a timeslot found that satisfies both (8) and
(9), an iteration ends for the initiating patient agent PI and
the one with the next highest utility cost (or waiting times)
will be selected to initiate another exchange for timeslots.

In each iteration, if there is an alternative timeslot
found for the last timeslot of PI ’s initial schedule (i.e.
V

aNI
bNI

xNI
yNI

PI
), the new last timeslot of PI would become

V
aNI

bNI

xNI
ytN

PI
. Clearly, by (9), as ytN

is smaller than yNI
, a re-

duction of length of stay (LoS) or waiting times is achieved.

5. Conclusion and future work

In this paper, we have discussed how a multi-agent ap-
proach can be adopted for patient scheduling. Particularly,
we have pointed out some fundamental concepts of patient
journey and the importance of reducing waiting times for
patients.

While we have categorized patient schedulings into
resource-focused scheduling and patient-focused schedul-
ing, we focus on the latter one as our ultimate goal is to
minimize undesired delays for patients.

In devising an algorithm for patient-focused scheduling,
we decided to base our work on a multi-agent approach as
it caters well the dynamic and decentralized nature of hos-
pital settings. We have also formulated the real problem of
patient scheduling by limiting our scope to cancer patients
in Hong Kong.

In the future, we are going to apply our model to the
real hospital settings in Hong Kong by using the data given
by the Hospital Authority. Particularly, we will compare
the performances in terms of the amount of length of stay
that could be reduced by varying the scheduling strategy
(i.e. involve all treatment operations for rescheduling VS
involve only the last treatment operation for rescheduling).
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A Knowledge-based Approach for Histogram-distances Image Retrieval

Chun Fan WONG

Abstract

Search and retrieval models are vital to image man-
agement, and are increasingly receiving attention with the
growing use of image libraries and the explosion of digi-
tal media on the Web. To fulfill these requirements, we de-
velop an automated annotation model based on image cap-
ture metadata in conjunction with image processing tech-
niques. In this paper, we propose an extension of image
indexing models which utilizes knowledge-based expansion
and contextual feature-based index expansion with adap-
tive segmentation of HSV color space. Our system is eval-
uated quantitatively using more than 100,000 web images
and around 1,000,000 tags. Experimental results indicate
that this approach is able to deliver highly superior perfor-
mance.

1 Introduction and related work

With the rapid increase of the volume of digital image
collections, image retrieval has been become one of the
most research area. As the number of images available in
online repositories is growing dramatically, exploring the
frontier between image and language is an interesting and
challenging task.

Most important elements in a retrieval system are the fea-
tures used to express an image and image features can be
divided between two main categories: concept-based image
retrieval and content-based image retrieval. The former fo-
cuses on retrieval by objects and high-level concepts, while
the latter focuses on the low-level visual features of the im-
age.

Content-based image retrieval, the problem of searching
large image repositories according to image content, has
been the subject of a significant amount of research in the
last decade. These methods aim at accessing the knowledge
embedded in images by extract low-level visual features and
capturing image similarity by relying on some specific char-
acteristic of images. Typically, these models are based on
color, texture and shape [4,6,9,10,13,22,25,30,33]. Some
studies [8, 11, 15, 17, 23, 29] of image segmentation using

image partitions, sign detection, region segmentation tech-
niques while some studies rely on compute general sim-
ilarity between images based on statistical image proper-
ties [1–3,18,21,26,27]. Researches on semantic retrieval of
the image database [9, 10, 13, 14, 22, 30, 33] combined with
a region based image decomposition is used, which aims to
extract semantic properties of images based on spatial dis-
tribution of color and texture properties. The advantage of
content-based image retrieval methods is it do not incur any
indexing cost as they can be extracted by automatic algo-
rithms.

Concept-based image retrieval is to create a set of meta-
data to describe the images content, namely, concept index-
ing. Some studies [11, 20] include users in a search loop
with a relevance feedback mechanism to adapt the search
parameters based on user feedback. Some researches [5]
focuses on implicit image indexing which involve an im-
plicit and, in consequence, augments the original indexes
with additional concepts that are related to the query. With
the advent of Semantic Web technology, knowledge is play-
ing a key role as the core element of knowledge represen-
tation architecture. Some effort [7, 12, 19, 24, 28] has been
made for image retrieval using Semantic Web techniques.

We propose an integrated framework for image retrieval
based on generative modelling approaches. In [31,32], a se-
mantic indexing technique named Automatic Semantic An-
notation (ASA) approach is developed which is based on
the use of image parametric dimensions and metadata. Us-
ing decision trees and rule induction, a rule-based approach
to formulate explicit annotations for images fully automat-
ically is developed, so that, semantic query such as ”night
scene of Arch of Triumph in Paris in winter” can be an-
swered and indexed purely by machine. In this paper, we
propose an extension of such image indexing models by
using knowledge-based expansion and contextual feature-
based index expansion. Experimental evidence on more
than 100,000 web images and over 990,000 tags shows that
semantically meaningful retrieval are inferred and it is able
to deliver highly competent performance.
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Figure 1. Hierarchical expansion

2 Knowledge-based Framework for Image
Retrieval

2.1 Knowledge-based expansion

Our approach provides operations to perform image re-
trieval with knowledge-based expansion enabled. It aims in
introducing knowledge-based expansion into the image re-
trieval problem and using the sub-objects as surrogate terms
for general queries is to improve the precision since, in cer-
tain applications, the presence of particular objects in an
image often implies the occurrence of other objects. The
application of such inferences will allow the concept of an
image to be automatically expanded.

Aggregation hierarchical expansion is a particularly use-
ful technique, which relates to the aggregation hierarchy of
sub-objects that constitute an object. These can be classi-
fied into two categories, concrete and abstract hierarchical
expansion. Concrete hierarchical expansion is the relevant
objects are well-defined (Fig. 1). For example, an con-
cept ”wedding” expanded to bridge, groom, flower, wed-
ding cake. Abstract hierarchical expansion is the objects are
not concretely defined. Although ”conflict” is not a definite
visual object, it contains certain common characteristics.

2.2 Contextual feature-based Expansion

In order to perform direct extraction of high-level seman-
tic content automatically, we establish associations between
low-level features with high-level concepts, and such asso-
ciations take the following forms. In the contextual feature-
based expansion, the presence of certain low-level features
F may suggest a finite number ofm object possibilities.
Sometimes, a combination of basic features may be used to
infer the presence of high-level concepts for inclusion in the
semantic index.

The presence of certain basic features alone may not be
sufficient to infer the presence of specific objects, but such
features if augmented by additional information may lead
to meaningful inferences. When a particularly context is
known, a concept may be indexed more precisely. Such
contextual information will typically be provided through
knowledge-based expansion, which may lead to the creation
of a new index term, or a revision of the score of an existing

Figure 2. Measurement of Image Indexing

index term. An iterative feedback loop will be risen where
the determination of new objects will lead to new meaning-
ful feature-object combinations, where further objects may
be determined.

2.3 Measurement of Image Indexing

The quality assessment of the machine-inferred bound-
aries between parts of the depicted scenes is based on the
precision. Thus, our system is measured quantitatively
(given in a later section) in order to compute the effective-
ness of our approach. The reliability of a given annotation
will given rise to a numerical measure, which signifies how
good the annotation is. For annotations with a low mea-
sure, this would mean that the annotation is not very occur-
rence, or in extreme cases, what is being annotated is absent
from an image. A high annotation measure indicates that
the chance of finding the corresponding object or content
in the given image is high. In addition, apart from measur-
ing the likelihood of whether something is present or not, it
can be used to indicate the importance of an object in the
image. For example, an object which is very prominently
present in the foreground of an image would have a much
large value than an object of small size in the remote back-
ground. Hence the annotation measure is used to signify
two aspects; the likelihood of finding the object in the given
image and the prominence of the object in the given image
(Fig. 2).

2.4 HSV Color Space

A color space is defined as a model for representing color
in terms of intensity values. Technology based on color tone
is most widely used due to compactness of calculation and
information expression. Histogram is mainly used for color
tone information and, currently, histograms are an impor-
tant tool for the retrieval of images and video from visual
databases. Methods using color tone is robust with respect
to object movement, rotation and to changes like distortion
within an image and may be implemented easily. Color
is defined by the three characteristics: hue, saturation and
value. In Fig. 3, HSV is an expression of color tones that
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(a) (b) (c)

Figure 4. Examples of conversion of color space conversion histogram. Column (a) shows the
original images in RGB color space. Column (b) are image in HSV space and column (c) show their
HSV color histogram.

Figure 3. HSV Color space

can be sensed by humans using these characteristics.
An image histogram gives to the probability mass func-

tion of the image intensities. This is extended for color im-
ages to capture the joint probabilities of the intensities of
the three color channels. Histogram search characterizes an
image by its color distribution, or histogram but the draw-
back of a global histogram representation is that informa-
tion about object location, shape, and texture is discarded.

Many histogram distances have been used to define the
similarity of two color histogram representations. The
Bhattacharya Distance (BD), Chi-squared Distance (CD)

and Euclidean Distance (ED) are also used and, from
[16, 25], the definition are listed in Equation 1, 2 and 3 re-
spectively.

dBhattacharya(p, q) =

√√√√1−
n∑

u=1

√
qupu(m) (1)

dx2 =
n∑

u=1

(qu − pu(m))2

(qu + pu(m))
(2)

deuclidean =

√√√√
n∑

u=1

(pu − qu)2 (3)

where m is the center of the image region,n is the
number of bins in the distribution, andqu andpu are the
weighted histograms of the model and candidate respec-
tively.

3 Experimental Evaluation

The main purpose in introducing knowledge-based ex-
pansion into the image retrieval problem and using the sub-
objects as surrogate terms for general queries is to im-
prove the precision in the image sets. In this paper, we
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mainly focus on the knowledge-based expansion and con-
textual feature-based index expansion, specially focus on
histogram search which characterizes an image by its color
distribution. The knowledge concept are organized and
used to build the basic content index within a relational
database where it is designed for maximum query effective-
ness by distributing the semantic elements across different
relations. A further concept is built on top of these relations
to support rapid discovery.

Our system is evaluated quantitatively in order to com-
pute the effectiveness of our approach. The quality assess-
ment of the machine-inferred boundaries between parts of
the depicted scenes is based on the precision. A set of stan-
dard evaluation queries are used for experimentation. Com-
parison is made between base-level indexing and the ex-
panded level indexing, and the widely accepted measures
of retrieval performance of precision and recall are used
to assess system performance. To numerically assess the
accuracy and effectiveness of our annotation approach, we
have retrieved 103,521 sets of images with 991,074 associ-
ated tags from flickr.com which are a popular photo sharing
web site and online community platform offering a fairly
comprehensive web-service API that allows developers to
create applications that can perform almost any function on
images. In our evaluation, we decide that a relevant image
must include a representation of the category in such a man-
ner that a human should be able to immediately associate it
with the assessed concept.

3.1 Results

In [31, 32] by using decision trees and rule induction,
a rule-based approach to formulate explicit annotations for
images fully automatically has been developed. In relation
to image acquisition, many images may be broken down to
few basic scenes, such as nature and wildlife, portrait, land-
scape and sports. In the case of aggregation hierarchical
expansion, we decided to test our system using the aggre-
gation hierarchy of basic categories ”night scenes” and ex-
tend the image hierarchy to find a sub-scene ”night scene
of downtown”, ”downtown” can be expanded to ”busi-
ness district”, ”commercial district”, ”city center” and ”city
district”, while ”city district” can be expanded to ”road”,
”building”, ”architecture”, ”highway” and ”hotel”.

To extend the original approach, firstly, we annotate
night scenes based on the prior rule-based approach to ex-
tract 422 out of 103,527 images. We also gather 1108 tags
associated with those images and totally 417 unique terms
are formed. We list the top 217 out of 417 unique terms list
in Fig. 5. We present the results of the evaluation in Fig. 6.

To establish associations between low-level features with
high-level concepts, associating basic features with seman-
tic concepts may be applied to arbitrary images for inclusion
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Figure 7. Experimental results on contextual
feature-based index expansion

in the semantic index. Methods using color tone is robust
with respect to object movement, rotation and to changes
like distortion within an image and may be implemented
easily. Histogram is mainly used for color tone informa-
tion, particularly in the areas of feature detection and fea-
ture extraction, to refer to algorithms described in Equa-
tion 1, 2 and 3. Here, we adapt color tone histogram algo-
rithms [16,25] to extract high-level concepts from low-level
features.

We performed experiments to show the good optimal-
ity and convergence of our approach. Firstly, we randomly
select one ”downtown” image from the test set and carried
out evaluation by comparing the original Automatic Seman-
tic Annotation (ASA) approach) with our approach which
combines the original ASA approach using adaptive anno-
tation of HSV color space and distance algorithms (see Fig.
8) and the use of human tags.

In Fig 7, experimental results show that tags by hu-
man deliver excellent precision rate with 100% precision
but this tagging approach relies heavily on human involve-
ment. Significantly better results can be obtained by ASA
Approach combining HSV color space histogram distances
where the precision rate grows to 67.2% (BD), 71.4% (CD)
and 77.9% (ED). Obviously, compared to annotation with-
out the contextual feature-based index expansion enabled,
the performance is around 52.8%. From the joint appli-
cation of these, we can formulate semantic annotations for
specific image fully automatically and index images purely
by machine without any human involvement.

4 Conclusion

In this paper, a knowledge-based framework of image re-
trieval together with contextual feature-based expansion is
combined. Our method combines the advantages of origi-
nal ASA approach and contextual feature-based expansion
while preserving the necessary image and knowledge co-
herence. Our system is evaluated quantitatively, and exper-
imental results indicate that this approach is able to deliver
highly competent performance.
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Index Convergence Behaviour for Collaborative Semantic Indexing of
Multimedia Data Objects

Wing Sze CHAN

Abstract

While multimedia technology is growing dramatically,
the searching of multimedia data objects becomes an im-
portant activity. However, this kind of search activity is
far more challenging than the searching of the text-based
documents. Here, we present an innovative approach that
enables the semantic search of the multimedia objects by
the discovery and meaningful indexing of their semantic
concepts. By analyzing the users’ search queries, rele-
vance feedback and selection patterns, semantic concepts
can be discovered and migrated through an index hierar-
chy. Through the growth and evolution of the index hier-
archy, the semantic index may be dynamically constructed,
validated, and built-up. Index convergence behaviour and
modelling are also discussed.

1 Introduction

A huge amount of multimedia data objects, in various
forms and formats, exist and grow explosively in our daily
life. It is estimated that by 2010, over a billion digital im-
ages will be created each day [5]. The multimedia data
object retrieval problem becomes important and necessary.
Multimedia information search is far more difficult than
searching text-based documents since the content of text-
based documents can be extracted automatically while the
content of multimedia objects cannot be automatically de-
termined [13,14].

Research in image retrieval has been divided into two
main categories: “concept-based” image retrieval, and
“content-based” image retrieval [1,3,4,6,11,15,16,19,22].
The former focuses on higher-level human perception using
words to retrieve images (e.g. title, keywords, captions),
while the latter focuses on the visual features of the image
(e.g. size, colour, texture). In an effective “concept-based”
multimedia retrieval system, efficient and meaningful in-
dexing is necessary [8,9]. Due to current technological lim-
itations, it is impossible to extract the semantic content of
multimedia data objects automatically [18, 21, 23]. Mean-

while, the discovery and insertion of new indexing terms
are always costly and time-consuming. Therefore, novel in-
dexing mechanisms are required to support their search and
retrieval.

2 The Indexing Approach & Hierarchical
Evolution

Our approach concentrates on the indexing of semantic
contents of multimedia objects and will exclude metadata
from consideration, since indexing by metadata is relatively
straightforward and less meaningful than semantic contents
as perceived by humans [14]. This indexing approach en-
ables user to search multimedia objects conceptually by the
semantic visual features.

2.1 Index Structure & Hierarchy

We consider a set of multimedia data objects{Oj}, such
as images, video, or music, where their semantic character-
istics and contents cannot be extracted automatically. Each
Oj has an index setIj , which consists of a number of ele-
ments{ej1, ej2, ..., ejMj}. Each index elemente is a triple,
which is composed of an index term IDtjk, a correspond-
ing index scoresjk, and an object IDOj−ID. The index
scores reflect the significance of an index term to the object;
the higher the index score, the more important is the index
term to the object. In other words, the lower the index score
means the less important is the index term to the object. Fig.
1 shows a clear view of the decomposition structure of the
multimedia data objects and index elements.

The index hierarchy refers to the collective index setsI
of all the objectsOj in the database [14]. Fig. 2 shows that
the index setI is partitioned into N levelsL1, L2, ...,LN by
partitioning the score valuesjk with a set of parametersP1,
P2, ...,PN . For a given index term with scorex, the index
term will be placed in levelLi if Pi ≤ x < Pi+1, where
i = 1, ..., N − 1. Otherwise, it would be placed in levelN
if PN ≤ x. In this index hierarchy, the higher the level, the
more important it is.
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Figure 1. Composition of Multimedia Data Objects and Index Elements

2.2 Minimal Indexing & Index Growth

In order to be discovered by users, each multimedia ob-
ject should be minimally indexed initially. When an object
Oj is minimally indexed, it means thatOj has only a sin-
gle index termT whereT consists of a single word only.
Through successive usage of the system, the index set of an
object would be grow, such that an object which is mini-
mally indexed with termT = T1 may become indexed with
multiple termsT = T1, T2, ..., Tn. Consider an objectOJ ,
which is minimally indexed with an index termT1. Con-
sider a user input queryQ(T1, T2), the system would return
an answer vectorVans which consists a set of objects that is
indexed withT1 or T2. When the user selectOJ in Vans, T2

would be added toOJ at the low level of the index hierar-
chy. If many queries that containT2 also selectOJ contin-
uously, the index score ofT2 of OJ would be increased and
promoted to the high level of the index hierarchy. Conse-
quently,T2 of OJ would be properly indexed. Meanwhile,
T1 of OJ may drop to the lower level of the index hierarchy
since it would be affected by the user relevance feedback.

2.3 Index Score Update Influenced by Relevance
Feedback

The index scores are directly affected by the user rele-
vance feedback, either positive or negative. By the contin-
uous use of the system, our system can collect and analyze
both explicit and implicit relevance feedback from users.
When the system receives a positive feedback from user,
the index score(s) that relate to the search terms of the query
would be increased. Similarly, the index score(s) would be
decreased when the a negative feedback is received. Those
positive and negative feedbacks can be the relevance feed-

back that are collected directly or indirectly from users.
Considering an example of a user input search query

Q(T1, T2) that consists of two search termsT1 andT2, sup-
pose there arek multimedia objectsO1, O2, ..., Ok returned
in the answer vectorVans disregarding the object rankings.
When the user provides a positive feedback or selects the
desired objectOx in the answer vector, the index scores of
T1 andT2 of Ox would be increased by a predefined value
∆+. In contrast, when the user provides a negative feed-
back onOx, the index scores ofT1 andT2 of Ox would
be decreased by a predefined value∆−. Moreover, when a
user do not select any object in the answer vector, the in-
dex scores ofT1 andT2 for all objects in the answer vector
(O1, O2, ..., Ok) would also be decreased.

3 User Relevance Feedback

Relevance feedback (RF) is a classical information re-
trieval (IR) technique where users relay their agreement
with the system’s evaluation of document relevance back to
the system, which then uses this information to provide a re-
vised list of search results [20]. It allows user to mark rele-
vant (positive feedback) or irrelevant (negative feedback) to
the object(s) of the result list by their relevance judgments.
The user relevance feedback collected would be useful for
refining the index scores, such that it helps tuning the index
hierarchy to fit user preferences.

Our model collects both explicit and implicit relevance
feedback from the user community. The explicit feedback
refers to the relevance, indicating the relevance of the ob-
ject retrieved for a query, and is collected directly from user
judgements. Our model enables users to indicate relevance
explicitly using a binary relevance system. Binary relevance
feedback indicates that a multimedia data object is either
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Figure 2. Index Hierarchy

Figure 3. Potential Indexable Terms

65 of 146



0 20 40 60 80 100 120 140 160 180 200
0

1

2

3

4

5

6

7

8

9
x 10

4 Number of Remaining Index Terms(Initial Number = 100,000)

Days

M
ea

n 
N

um
be

r 
of

 P
ot

en
tia

lly
 In

de
xa

bl
e 

T
er

m
s

µ=1/30

µ=1/60

Figure 4. Number of Remaining Index Terms

relevant or irrelevant for a specific query. Once a user sub-
mit a query, our system will return a list of query results to
the user. In order to maintain the spirit of Web 2.0 [2,7,24]
collaborative users involvement, our system allows users to
provide their relevance feedback for the multimedia objects
of the query results. Their feedback can be either positive
or negative.

Although the idea of exploiting user’s feedback to rate
relevance seems promising, it is not easy to convince a com-
munity of users to spend their time to explicitly rate objects.
Therefore, our model also collects implicit relevance feed-
back from them. The implicit feedback is inferred from user
behaviour and their history, such as noting which object(s)
that users do and do not select for viewing, the duration of
time spent in viewing an object. All such information can
be collected automatically and would reflect user satisfac-
tion and expectation of the query result. When users click
on an object in the answer vector, we can infer that the se-
lected object may be relevant to the user query. Our system
will treat it as a kind of positive feedback from the user im-
plicitly. On the contrary, when users do not select any object
in the answer vector, we can infer that they may think that
the objects in the answer vector are irrelevant to their input
query or they are not interested in those objects. Our sys-
tem will treat it as a kind of negative feedback from the user
implicitly.

4 Modelling Index Convergence Behaviour

Since the measurement of the relevance of an index term
to an object is based on the related index score, the index
scores of the system are expected to evolve to an ideal situ-
ation. We assume that each index score for an index term of
a specific object would have a hidden ideal score valueSH .
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When the actual index score reachesSH , this index can be
considered as having convergent. By the continuous usage
of the system, the indexes would be convergent.

4.1 Index Convergence Behaviour

In theory, indexes would evolve to an ideal state by the
index continuous convergence processes. Consider there
areJ objects in the search space, each of the objects are
indexed withm initial index terms, andM be the number
of the maximal index terms.

Let Nt be the state of the system which signifies the
number of terms remaining to be indexed.Nt is a random
variable that changes over time. Let the process starts at
t = 0. Thus initially, we have

N0 = J(M −m). (1)

As time goes on,Nt will gradually decrease.Nt will decre-
ment by 1 whenever a potential indexable term is being in-
dexed. We assume that the random indexing pattern for a
given term follows a Poisson process [12] with indexing rate
µ, where in a small time interval∆h, a potential indexable
term has a probability of≈ µ∆t of being actually indexed.
The rate is dependent on the usage and indexing frequency
of objects in the collection. Thus, over time, each potential
indexable term is gradually being deleted as they are be-
come indexed. Fig. 3 shows this situation where the empty
boxes signify the potential indexable terms, while the ones
with ”X” signify the ones having been actually indexed in
the course of this evolutionary process.

From the property of the Poisson distribution [10,17], the
probability that a potential indexable term remaining unin-
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dexed at timet is e−µt. Therefore, we obtain the following
binomial distribution [17] forNt

Prob[Nt = k] =
(

N0

k

)
(1− e−µt)N0−ke−µtk, (2)

which gives
E(Nt) = N0e

−µt, (3)

V ar(Nt) = N0(1− e−µt)e−µt, (4)

Adopting a time unit of days,1µ can be taken as the av-
erage time elapsed to install the index term. For example,
if µ = 0.1, this means that the average time to install the
index term is 10 days. Fig. 4 plots the number of remaining
index terms over time forN0 = 100, 000, andµ = 1

30 , 1
60 .

We see that the number of indexable terms drops quickly at
first, then do so slowly as time goes on. Ast → ∞, we
see from equation (3) that the collection tends to be fully
indexed withE(Nt) → 0, irrespective of the initial num-
ber of potential indexable terms. Also, from equation (4),
V ar(Nt) → 0 ast → ∞, which indicates that the effect
of stochastic fluctuation would be small; this implies that,
over a long period of time, the process may be viewed as a
deterministic one.

From equation (3), we can determine the timeTp, on
average, when a certain proportion ofp of the potential in-
dexable terms have been indexed; i.e. letting

p =
(N0 −N0e

−µTp)
N0

, (5)

we obtain

Tp =
1
µ

ln(
1

1− p
). (6)

Replacingµ by d = 1
µ in the above gives

Tp = dln(
1

1− p
). (7)

Fig. 5 shows the convergence behaviour ford =
10, 15, 30, 60. In this model, each potential index term be-
haves independently of other index terms. When there are
many terms remaining to be indexed, the collective index-
ing rate tends to be high, and this collective rate will decline
as fewer and fewer terms are available to be indexed; this is
evident from Figure 3, where the curves rise much more
steeply asp → 1.We observe that in order to complete the
indexing of 95% of the terms, it takes approximately three
times the amount of time for indexing an individual term.
Indeed takingp = 0.95, we have ln( 1

1−p ) = 2.99.

5 Experiments on Index Convergence

We performed experiments to examine the convergence
behaviour of the index hierarchy. In order to evaluate

the convergence behaviour of the model, we simulated the
search processes including query submission from user,
searching the relevant multimedia data objects, ranking the
results, and collecting user relevance feedback. The goal of
the series of experiments is to investigate the convergence
behaviour of the index hierarchy.

In our simulation model, we assume the arrival of user
queries follow poisson distribution. We tested the runs in
the same environment with the same initial settings, such
as number of queries (i.e., 50,000), number of initial in-
dex terms per object (i.e., 3), score increment / decrement
after reeving user relevance feedback, indexing threshold
(i.e., 50%) etc. By varying some variables, such as maxi-
mum number of index terms per objecttmax and number of
multimedia data objectsO in the search domain, we test its
effect on the convergence behaviour.

5.1 Decay Behaviour of Number of Remaining
Index Terms

In the first series of runs, we performed the queries with
100 data objects andd = 80. We collected the number of
potentially indexable termsNt for every 1,000 queries. Ini-
tially, each data objectO is indexed with 3 index terms. In
each query, the number of search terms is fixed as 2 and
the number of objects returned in search results are fixed as
10. We tested it with different number of maximum number
of indexable termstmax. Fig. 6 (a) (i.e.,tmax = 10 and
N0 = 700) and (b) (i.e.,tmax = 30 andN0 = 1700) show
the points that are the number of potentially indexable terms
Nt collected from the runs. Then, we fit the data points ex-
ponentially with the equation (3). Our results show clearly
that the number of potentially indexable terms ‘decay’ ex-
ponentially through the time.

Then, we performed the queries with a different number
of initial data objectsO in the search domain andd = 0.1 to
test the scalability of our index model. We also collected the
number of potentially indexable termsNt for every 1,000
queries with 3 initial index terms and 10 for the number
of objects in search results. Fig. 6(c) (i.e.,O = 500 and
N0 = 3500) and (d) (i.e.,O = 1000 and N0 = 7000)
show the points that are the number of potentially indexable
termsNt collected from the runs and its best fitting curve
exponentially with the equation (3). Our results also show
that the number of potentially indexable terms ‘decay’ ex-
ponentially over time, although the number of data objects
O increases.

5.2 Index Convergence

We further investigate the index convergence of our in-
dexing model by another set of runs. We performed the runs
with different values for the duration variabled. We col-
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lectedNt and calculated the proportion of terms indexedp
for every 1,000 queries. Fig. 6 (e) (i.e.,d = 10) and (f) (i.e.,
d = 50) show the points that are thep collected throughout
the run and its best fitting curve with equation (7).

6 Conclusions & Future Works

We presented a collaborative indexing approach for en-
abling multimedia retrieval within a large collection of mul-
timedia data objects. Our indexing approach helps to dis-
cover multimedia resources systematically by keeping track
of the user query behaviour. By analyzing the search infor-
mation, the user relevance feedback helps the index hierar-
chy to evolve towards to users’ desired preferences. Thus,
user satisfaction would be maximized. Our experimental
result shows that the index converge successfully after suc-
cessive use. In the future, we will further focus deeply on
examining the index convergence behaviours.
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L-BFGS and Delayed Dynamical Systems Approach for Unconstrained 
Optimization 

 
 

Xiaohui XIE 
  
 

Abstract 
The dynamical (or ode) systems approach for 

optimization problems has existed for two decades. The 
main feature of  this approach is that a continuous path 
starting from the initial point can be generated and 
eventually the path will converge to the solution. This 
approach is quite different from conventional 
optimization methods where a sequence of points, or a 
discrete path, is generated. An advantage of the 
dynanmical systems approach is that it is more suitable 
for large scale problems.  Common examples of this 
approach are o.d.e.’s based on the steepest descent 
direction or the Newton direction.  In this research we 
apply the L-BFGS scheme to the o.d.e. model, hopefully to 
improve on the rate of convergence over the steepest 
descent direction, but not to suffer from the large amount 
of computational work in the Newton direction. 
 
 
1. Problem background and introduction 

This paper studies computational methods for a local 
or the global minimizer of an unconstrained optimization 
problem. Optimization problems are classified into:  
(a) Unconstrained Problem: 

( ) 1min :
n

n

x R
f x f R R

∈
→  (UP) 

(b) Equality Constrained Problem: 
( )

( )

min

0 :

nx R
n p

f x

h x h R R
∈

= →
 

(c) Inequality Constrained Problem: 
( )

( )

min

0 :

nx R
n m

f x

g x g R R
∈

≤ →
 

(d) General Constrained Problem: 
( )

( )
( )

min

0

0

f xnx R
g x

h x

∈
≤

=

 

 

The motivation of unconstrained methods is to 
generate a sequence of points{ }kx  ( 0x  given) such that 

(i) ( ) ( )1+> kk xfxf ; (ii) { }kx  is convergent, and (iii) 
the limit point of the sequence is a stationary point of 
(UP).  Different methods advance from xk to xk+1 
differently.  Well-known methods include the steepest 
descent method, Newton’s method and quasi-Newton 
method. A common theme behind all these methods is to 
find a direction nRp∈ so that there exists an 

0>ε such that  
( ) ( ) ( ).,0 εεε ∈∀<+ xfpxf  

This direction is called a descent direction of ( )xf at x .  
Once we have found a descent direction, we may go 
along this direction to approach one more step toward 
the optimum solution.  

The following paragraphs summarize the advantages 
and disadvantages of these methods. 
 
1.1. Steepest descent method 
 

Using directional derivative in multivariable calculus, 
it is clear that for (UP), p is a descent direction 

at x ( ) 0<∇⇔ pxf T . Hence ( )xfp −∇= , or 

equivalently, ( ) ( )
2

/ xfxfp ∇−∇= is obviously a 

descent direction for ( )xf . This direction is called the 
steepest descent direction.  
Method of Steepest Descent: At each iteration 
k : find the lowest point of f in the direction 

( )kxf∇−  from kx , i.e., find kλ that solves 

( )( ).min
0 kk xfxf ∇−

>
λ

λ
 

Then ( )1 .k k k kx x f xλ+ = − ∇  
Unfortunately, the steepest descent method converges 

only linearly, and sometimes very slowly linearly. In fact, 
if { }kx , which is generated by the steepest descent 

method, converges to a local minimizer *x  where 
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( )*2 xf∇  is positive definite (p.d.), and maxλ and 

minλ are the largest and smallest eigenvalues 

of ( )*2 xf∇ , then one can show that { }kx  satisfies 
*

1 max minlim sup ,* max min

x xk
c c

k x xk

λ λ

λ λ

− −+
≤ =

→∞ +−
, 

in a particular weighted 2l norm, and that the bound on 

c  is tight for some starting 0x . This property indicates 
that the steepest descent method is q-linearly convergent. 
When maxλ  and minλ  are far apart, then c is close to 1, 
and the convergence will be slow. 
 
1.2. Newton’s method 
 

At point kx , if ( )kxf2∇ is p.d., the 

function ( )xf can be approximated by a quadratic 
function based on the Taylor expansion: 

( ) ( ) ( ) ( )
( ) ( )( )1 2

2

T
f x f x f x x xk k k

T
x x f x x xk k k

≅ + ∇ −

+ − ∇ −
    (1) 

Then the minimizer of (1) is given by 
( )

( ) ( )( )
( ) ( )

0
2 0

12 ,

f x

f x f x x xk k k

x x f x f xk k k

∇ =

⇒∇ +∇ − =

−
⎡ ⎤⇒ = − ∇ ∇⎢ ⎥⎣ ⎦

 

where ( ) ( )
12 f x f xk k
−

⎡ ⎤− ∇ ∇⎢ ⎥⎣ ⎦
 is called Newton’s 

direction. Then we define 

( )[ ] ( ),12
1 kkkk xfxfxx ∇∇−=

−

+  

and the resulting method of computing { }kx  is called 
the Newton’s method. 
Newton’s method 
Given 0x , compute 

( )[ ] ( ) .1,12
1 +←∇∇−=

−

+ kkxfxfxx kkkk  
A key requirement for Newton’s method is the p.d. 
of ( )kxf2∇ . 

Descent directions guarantee that ( )xf  can be 
further reduced and therefore they form the basis of some 
global methods. However, in some real applications, if 
the starting point is far away from the optimal solution, 

or the Hessian is not positive definite, Newton’s 
direction is not adopted. 

 Although Newton’s method converges very fast 
( { }kx converges to *x q-quadratically), the Hessian 
matrix is difficult to compute. So we would like to find 
more feasible methods with (A) no second-order 
information, i.e., no Hessian; and (B) fast convergence. A 
rule of thumb is that first-order information normally 
gives slow (linear) convergence, while second-order 
information normally gives fast (quadratic) convergence. 
Let us discuss several practical considerations. In general, 
the convergence is quadratic: the error is essentially 
squared at each step (that is, the number of accurate digits 
doubles in each step). There are some caveats, however. 
Firstly, Newton's method requires that the derivative be 
calculated directly. (If the derivative is approximated by 
the slope of a line through two points on the function, the 
secant method results; this can be more efficient 
depending on how one measures computational effort.) 
Secondly, if the initial value is too far from the true zero, 
Newton's method can fail to converge. Because of this, 
most practical implementations of Newton's method put 
an upper limit on the number of iterations and perhaps on 
the size of the iterates. Thirdly, if the root being sought 
has multiplicity greater than one, the convergence rate is 
merely linear (errors reduced by a constant factor at each 
step) unless special procedures are taken. 

Finding the inverse of the Hessian is an expensive 
operation. Therefore the descent direction 

( ) ( )
12 f x f x
−

⎡ ⎤− ∇ ∇⎢ ⎥⎣ ⎦
 is often solved approximately (but 

to great accuracy) using methods such as the conjugate 
gradient method. There also exist various quasi-Newton 
methods, where an approximation for the Hessian is used 
instead. 
 

Table1 compares the advantages and disadvantages of 
the steepest descent method and the Newton’s method. 
 

Table1. Comparison of the methods 
 

 Advantage Disadvantage 
Steepest 
descent 
method 

Simple and 
inexpensive, 
guarantees 
descent 

Slow 
convergence 

Newton’s 
method 

Very fast 
convergence if 
applicable 

Expensive, 
second-order 
information 
matrix inversion 

 
1.3. Quasi-Newton method — BFGS 
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Instead of using the Hessian matrix, the quasi-Newton 
methods  approximate it. 

Quasi-Newton methods are based on Newton's 
method to find the stationary point of ( )xf , where the 

gradient ( )xf∇  is 0. In Quasi-Newton methods the 

Hessian matrices of second derivatives of ( )xf  do not 
need to be computed. The Hessian is updated by 
analyzing successive gradient vectors instead. Quasi-
Newton methods are a generalization of the secant 
method to find the root of the first derivative for 
multidimensional problems. In multi-dimensions the 
secant equation is under-determined, and quasi-Newton 
methods differ in how they constrain the solution, 
typically by adding a simple low-rank update to the 
current estimate of the Hessian. 

 In quasi-Newton methods, the inverse of the Hessian 
matrix is approximated in each iteration by a p.d. matrix, 
say Hk , where k  is the iteration index. Thus, the k th 

iteration has the following basic structure: 

(a) set ( )( ),p H g g f xk k k k k= − = ∇  

(b) line search along kp  giving kkkk pxx λ+=+1 , 

(c) update kH  giving 1+kH  
The initial matrix 0H  can be any positive definite 

symmetric matrix, although in the absence of any better 
estimate, the choice IH =0  often suffices. Potential 
advantages of the method are: 
(1) only first-order information is required; 
(2) kH  being symmetric and p.d. implies the descent 

property; and 
(3) ( )2nΟ  multiplications per iteration. 

The most important quasi-Newton formula was 
suggested by Broyden, Fletcher, Goldfarb, and Shanno 
independently in 1970, and is subsequently known as the 
BFGS formula. It is used to solve an unconstrained 
nonlinear optimization problem.  

1 1
T T

BFGS k k k k k
k k T T

k k k k

T T
k k k k k k

T
k k

y H y s s
H H

s y s y

s y H H y s
s y

+

⎛ ⎞
= + +⎜ ⎟

⎝ ⎠
⎛ ⎞+

− ⎜ ⎟
⎝ ⎠

      (2) 

where kkk xxs −= +1 , 

( ) ( ) kkkkk ggxfxfy −=∇−∇= ++ 11 . 
We have the following theorem. 
THEOREM 1 If BFGS

kH  is a p.d. matrix, 

and 0>k
T

k ys , then BFGS
kH 1+  in (2) is also positive 

definite. 

Proof: For any 0≠z , it is sufficient to prove that 

1

0

T T
T k k k k k

k T T
k k k k

T T
k k k k k k

T
k k

y H y s sz H
s y s y

s y H H y s
s y

⎡ ⎛ ⎞
+ +⎢ ⎜ ⎟

⎢ ⎝ ⎠⎣
⎤⎛ ⎞+

− >⎥⎜ ⎟
⎥⎝ ⎠⎦

. 

In the rest of the proof, the subscript k  will be omitted. 

Since H  is p.d., we can write TH LL= , and let 
Ta L z=  and yLb T= ,  then    

( )
( )

1

2

2

1

1

T T
T T k k k k k

k k T T
k k k k

T T
k k k k k k

T
k k

T T
T

T T

T T

T

TT T T
T

TT

T T T T

T T

TT T

T

y H y s sz H z z H
s y s y

s y H H y s z
s y

y Hy ssz H
s y s y

sy H Hys z
s y

z sz b bss za a
s ys y

z sb a a bs z
s y s y

z sb z sba a
s y

+

⎡ ⎛ ⎞
= + +⎢ ⎜ ⎟

⎢ ⎝ ⎠⎣
⎤⎛ ⎞+

− ⎥⎜ ⎟
⎥⎝ ⎠⎦

⎡ ⎛ ⎞
= + +⎢ ⎜ ⎟

⎝ ⎠⎣
⎤⎛ ⎞+

− ⎥⎜ ⎟
⎝ ⎠⎦

= + +

− −

⎛ ⎞
= − −⎜ ⎟
⎝ ⎠

( )

( )

2

22

0

T

T

T

TT

T T

s y

z s
s y

z sz sba
s y s y

⎛ ⎞
⎜ ⎟
⎝ ⎠

+

= − +

≥

 

If the norm above equals zero, i.e., 0=−
ys
sbza T

T

, 

then we have 
ys
sbza T

T

= , 
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or 
ys

ysLzzL T

TT
T =  , which means that zy ∝ . 

However, since 0>ysT , 

( ) 0
2

>
ys
sz

T

T

 

as zy ∝ . Thus the theorem is proved. □  
 
1.4. Limited-Memory Quasi-Newton  
      Methods — L-BFGS 
 

Limited-memory quasi-Newton methods are useful 
for solving large problems whose Hessian matrices 
cannot be computed at a reasonable cost or are not sparse. 
These methods maintain simple and compact 
approximations of Hessian matrices: instead of storing 
fully dense nn×  approximations, they save only a few 
vectors of length n  that represent the approximations 
implicitly. Despite these modest storage requirements, 
they often yield an acceptable rate of convergence. 
Various limited-memory methods have been proposed; 
we focus mainly on an algorithm known as L-BFGS, 
which, as its name suggests, is based on the BFGS 
updating formula. The main idea of this method is to use 
curvature information from only the most recent 
iterations to construct the Hessian approximation. 
Curvature information from earlier iterations, which is 
less likely to be relevant to the actual behavior of the 
Hessian at the current iteration, is discarded in the 
interest of saving storage. 
As we have discussed in section 1.3, each step of the 
BFGS method has the form  

kkkkk fHxx ∇−=+ α1 , 

where kα is the step length and kH is updated at every 
iteration by means of the formula 

T
kkkkk

T
kk ssVHVH ρ+=+1 ,          (3) 

where  
1 , T

k k k k kT
k k

V I y s
y s

ρ ρ= = −      (4) 

and 

kkk xxs −= +1 ,     kkk ffy ∇−∇= +1 .      (5) 

Since the inverse Hessian approximation kH will 
generally be dense, the cost of storing and manipulating 
it is prohibitive when the number of variables is large. 
To circumvent this problem, we store a modified version 
of kH  implicitly, by storing a certain number (say, m) 

of the vector pairs { }ii ys ,  used in the formulas (3)-(5). 

The product kk fH ∇  can be obtained by performing a 

sequence of inner products and vector summations 
involving kf∇  and the pairs { }ii ys , . After the new 
iterate is computed, the oldest vector pair in the set of 
pairs { }ii ys ,  is replaced by the new pair { }kk ys ,  
obtained from the current step (5).  

We now describe the updating process in a little more 
detail. At iteration k, the current iterate is kx  and the set 

of vector pairs is given by { }ii ys ,  for 

1, −−= kmki K . We first choose some initial 

Hessian approximation 0H  (in contrast to the standard 
BFGS iteration, this initial approximation is allowed to 
vary from iteration to iteration) and find by repeated 
application of the formula (3) that the L-BFGS 
approximation 1+kH  satisfies the following formula [39]: 

  In general, we have for mk ≤+1 the usual   
  BFGS updated 

1 1 0 0 0 1

1 0 0 0 1

1 2 2 2 1

1 1 1

.

T T T
k k k k k

T T T
k k

T T T
k k k k k k k
T T

k k k k k
T

k k k

H V V V H V V V

V V s s V V

V V s s V V

V s s V

s s

ρ

ρ

ρ

ρ

+ − −

− − − − −

− − −

=

+

+

+

+

L L

L L

M
   (6) 

For 1k m+ > we have the update 

1 1 1 0 1 1

2 1 1 1 2

1 2 2 2 1

1 1 1

.

T T T
k k k k m k m k k

T T T
k k m k m k m k m k m k

T T T
k k k k k k k

T T
k k k k k

T
k k k

H V V V H V V V

V V s s V V

V V s s V V

V s s V

s s

ρ

ρ

ρ

ρ

+ − − + − + −

− + − + − + − + − +

− − − − −

− − −

=

+

+

+

+

L L

L L

M
(7) 

A method for choosing 0H  that has proved effective 

in practice is to set IH kγ=0 , where 

.
11

11

−−

−−=
k

T
k

k
T
k

k yy
ys

γ  

The strategy of keeping the m most recent correction 
pairs { }ii ys ,  works well in practice; indeed no other 
strategy has yet proved to be consistently better. 
However, the main weakness of the L-BFGS method is 
that it converges slowly on ill-conditioned problems -- 
specifically, on problems where the Hessian matrix 
contains a wide distribution of eigenvalues. On certain 
applications, the nonlinear conjugate methods are 
competitive with limited-memory quasi-Newton methods. 

Algorithm (L-BFGS) 
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Choose starting point 0x , integer 0m > ; 

0k ← ; 
repeat 
         Choose 0H  

         Compute k k kp H f←− ∇  

         Compute 1k k k kx x pα+ ← + where kα is   
                  chosen to satisfy the Wolfe conditions; 
          if k m>  
                   Discard the vector pair   
                          { },k m k ms y− − from storage; 
          Compute and save   
               ,1 1s x x y f fk k k k k k← − = ∇ −∇+ + ; 

          1k k← + ; 
until convergence. 
 
2. Analysis for dynamical systems with    
    time delay 
 
2.1. Introduction of dynamical systems 
 

For the easiness of reading, the (UP) problem is 
reproduced here: 
 

( ) 1min :
n

n

x R
f x f R R

∈
→  (8) 

It is very important that the optimization problem (8) 
itself is posted in the continuous form, i.e., x  can be 
changed continuously. In the literature, the necessary and 
sufficient conditions of a local optimum are also 
presented in the continuous form. Furthermore, almost all 
the theoretical study for problem (8) is in the continuous 
form. However, it is very interesting to say that when it 
comes down to the numerical solution of (8), most of the 
conventional methods, such as the gradient/steepest 
descent method, Newton’s method and quasi-Newton’s 
method, are all addressed in the discrete form. This 
interesting situation is mainly due to the fact that the 
computer’s computation can be only done discretely. 
However, is it possible to study both the optimization 
problem and the solution methods in its original form, i.e., 
continuous form? In this sense, we may use the dynamical 
system approach or neural network approach to solve the 
original optimization problem.  
●Dynamical system approach. The essence of this 
approach is to convert problem (8) into a dynamical 
system or an ordinary differential equation (ode) so that 
the solution of problem (8) corresponds to a stable 
equilibrium point of this dynamical system. 
●Neural network approach. The mathematical 
representation of neural network is an ordinary 
differential equation which is asymptotically stable at any 

isolated solution point. A companion of this neural 
network is an energy function which is a Lyapunov 
function. And as time evolves, the solution of the ode will 
converge to the optimum, and in this whole process, the 
energy function will decrease monotonically in time. 

The following discussion reviews the research results 
in the dynamical system approach, and identifies the 
merits of this approach. 
Consider the following simple dynamical system or 
ordinary differential equation 

( ) ( )xp
dt

tdx
=  .                (9) 

We first state some classical result on the existence 
and uniqueness of the solution, and some stability 
definitions for the dynamical system (9) [66,72]. 
 
THEOREM 2. [72] Assume that ( )p x  is a continuous 

function from nR to nR . Then for 
arbitrary 0 0t ≥ and 0

nx R∈ there exists a local 

solution ( )x t satisfying ( ) [ )0 0 0, ,x t x t t τ= ∈  to (9) for 

some 0tτ > . If furthermore ( )p x  is locally Lipschitz 

continuous at 0x , then the solution is unique, and if 

( )p x  is Lipschitz continuous in nR then τ can be 
extended to∞ . 
DEFINITION 1. (Equilibrium point). A point * nx R∈ is 

called an equilibrium point of (9) if ( )* 0p x = . 

DEFINITION 2. (Stability in the sense of Lyapunov). 
Let ( )x t  be the solution of (9). An isolated equilibrium 

point *x  is Lyapunov stable if for any ( )0 0x x t=  and 

any scalar 0ε > , there exists a 0δ >  such that if 

( ) *
0x t x δ− < , then ( ) *x t x ε− <  for 0t t≥ . 

DEFINITION 3. (Convergence). Let ( )x t  be the 

solution of (9). An isolated equilibrium point *x  is 
convergent if there exists a 0δ > such that 

if ( ) *
0x t x δ− < , ( ) *x t x→  as t →∞ . 

 
A dynamical system or o.d.e. (9) arising from an 

optimization problem needs to have p(x) being a descent 
direction for the objective function f(x).  Some well-
known versions are: 

Dynamical system based on the steepest descent 
direction 
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( ) ( ( ))
dx t

f x t
dt

= −∇  

 
Dynamical system based on the Newton direction:  

( ) 12 ( ( )) ( ( )) (10)
dx t

f x t f x t
dt

−
= − ∇ ∇⎡ ⎤

⎣ ⎦  

As in the discrete optimization methods in the previous 
chapter, the steepest descent direction has a slow 
convergence rate – meaning that it takes a very “large” 
value of t to approach the equilibrium point.  The Newton 
direction has a much faster convergence rate, but the 
amount of work in evaluating the Jacobian is much 
greater. 
Some other dynamical systems in the literature are: 

( ) ( ) ( )( )dx t
s t p x t

dt
= ⋅  ,          (11) 

( ) ( ) ( ) ( )( ) ( )

( )( )

2

2

, (12)

d x t dx t
a t b t B x t

dt dt
p x t

⋅ + ⋅ ⋅

=
             

where ( )p x is a descent direction for ( )f x , 

( ) n nB x R ×∈ is a positive definite matrix, ( )a t  and 

( )b t  are scalar functions in t , and ( )s t  is a positive 
scalar function in t  and bounded above.  

A major advantage of the dynamical systems approach 
is that very large problems can be solved [41].  No matter 
whether we use any of (9)-(12), existing o.d.e. methods 
are quite mature to tackle these problems.  Solving 
systems with tens or hundreds of thousands of unknowns 
poses no problem to o.d.e. solvers.  The problem size 
handled can be much larger than traditional methods 
described in Chapter 1, which are of order of magnitude 
in the thousands.  The research in the o.d.e. approach is to 
find a “good” p(x) in (9) that balances the convergence 
rate and the amount of work. 

The dynamical systems approach normally consists of 
the following three steps: 

(a) to establish an ode system; 
(b)  to study the convergence of the solution ( )x t   

of the ode as t →∞ ; and 
(c)  to solve the ode system numerically. 

The convergence study of ( )x t  as t →∞  and the 
stability of the corresponding dynamical system have 
mostly been addressed on a case by case base. No 
standard theory and/or methodology are given. This 
phenomenon certainly limits the systematic study of the 
dynamical system approach and its application potential 
as well. Two papers are worth mentioning, one by Tanabe 
[61] which used the stability theory of the dynamical 

system to study the ode system, and the other one by 
Yamashita [71] which employed Lyapunov’s direct 
method to study the ode system. 

Even though the solutions of ode systems are 
continuous, yet the actual computation has to be done 
discretely. In all the dynamical systems (10)-(12), the 
numerical solutions were mainly solved by either discrete 
optimization methods or finite difference methods. 

In summary, the main attractiveness of this approach is 
its simplicity and its originality in pursuing the 
continuous form. Furthermore, there is not any restriction 
on the form of the objective function f(x) in (8). 
 
2.2. Delayed dynamical systems approach  
 

As stated above, the steepest descent direction and the 
Newton direction of the dynamical systems approach both 
have their weakness.  The main idea in this paper is to 
apply the theme of the L-BFGS algorithm in Chapter 1 to 
the dynamical systems approach, making it a bridge 
between the steepest descent direction and the Newton 
direction. The resulting dynamical system is a delayed 
o.d.e., thus we call it the delayed dynamical systems 
approach. 
The delayed dynamical systems approach solves the 
delayed o.d.e.: 
 

( ) ( )

( )

,( ( ), ( ( )), ..., ( ( ))) ( )1

13

dx t
H x t x t t x t t f x tmdt

τ τ= − − − ∇
 

   
where H and t-τ1(t), …, t-τm(t) are to be defined below. 

As the delayed o.d.e. (13) is numerically solved, we 
compute approximations x0, x1, …, xk, xk+1, … to x(t) at  
time points to, t1, …, tk, tk+1, …  We define H = Hk to be a 
different function in the interval (tk-1, tk] iteratively by: 
 
Given t0, x(t0 ) = x0, and an initial H0, for t0 <= t, we 
define 
 
H(x(t), x(t0)) := H1(x(t), x(t0)) 
                     := V0(t)T H0 V0(t) + ρ0(t) s0(t) s0(t)T,  
where 

s0(t) = x(t) – x0,  
y0(t) = ∇ f(x(t)) - ∇ f(x0), 
ρ0(t) = 1/(y0(t)Ts0(t)), 
V0(t) = I - ρ0(t) y0(t) s0(t)T, 

 
in the R.H.S. of (13) and determine a stepsize h1 =(t1 - t0) 
to compute, using some numerical o.d.e. method, an 
approximation x1 to x(t1) at t1.  Then 
for  t1 <= t, we define 
 
H(x(t), x(t1), x(t0)) 
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    := H2(x(t), x(t1), x(t0)) 
    := V1(t)T V0(t1)T H0 V0(t1) V1(t) 
        +V1(t)T ρ0(t1) s0(t1) s0

T(t1) V1(t)  
        + ρ1(t) s1(t) s1(t)T, 
where  

s1(t) = x(t) – x(t1), 
y1(t) = ∇ f(x(t)) - ∇ f(x(t1)), 
ρ1(t) = 1/(y1(t)Ts1(t)),  
V1(t) = I - ρ1(t) y1(t) s1(t)T, 

 
in the R.H.S. of (13) and determine a stepsize h2 =(t2 - t1) 
to compute, using some numerical o.d.e. method, an 
approximation x2 to x(t2) at t2.  Of course, computationally 
x1 is used instead of x(t1).  This process is repeated until 
we have accepted xm-1 at tm-1.  Then for tm-1 <= t, we use 
 
H(x(t), x(tm-1), …, x(t1), x(t0)) (13A) 
      := Hm(x(t), x(tm-1), …, x(t1), x(t0)) 
      :=Vm-1(t)T Vm-2(tm-1)T …V1(t2)T V0(t1)T H0   
           ⋅ V0(t1) V1(t2) … Vm-2(tm-1) Vm-1(t) 
          +Vm-1(t)T Vm-2(tm-1)T… V1(t2)T ρ0(t1) s0(t1)   
            ⋅ s0(t1)T V1(t2) … Vm-2(tm-1) Vm-1(t) 
          +… +Vm-1(t)T ρm-2(tm-1) sm-2(tm-1) sm-2(tm-1)T  
             Vm-1(t) + ρm-1(t) sm-1(t) sm-1(t)T, 
where 

sm-1(t) = x(t) – x(tm-1),  
ym-1(t) = ∇ f(x(t)) - ∇ f(x(tm-1)), 
ρm-1(t) = 1/(ym-1(t)Tsm-1(t)),  
Vm-1(t) = I - ρm-1(t) ym-1(t) sm-1(t)T. 

to compute xm at tm.  Beyond this point we save only m 
previous values of x.  The definition of H is now, for m 
<= k, 
 
for tk <= t, 
 
H(x(t), x(tk), …, x(tk-m+2), x(tk-m+1))  (13B) 

:= Hk+1(x(t), x(tk), …, x(tk-m+2), x(tk-m+1)) 
:=Vk(t)T Vk-1(tk)T , …,Vk-m+2(tk-m+3)T  
    ⋅ Vk-m+1(tk-m+2)T H0 Vk-m+1(tk-m+2)  
    ⋅ Vk-m+2(tk-m+3) … Vk-1(tk) Vk(t)  
    +Vk(t)T Vk-1(tk)T ,,,Vk-m+2(tk-m+3)T  
    ⋅ ρk-m+1(tk-m+2) sk-m+1(tk-m+2) sk-m+1(tk-m+2)T  
    ⋅ Vk-m+2(tk-m+3) … Vk-1(tk) Vk(t) 
    +… +Vk(t)T ρk-1(tk) sk-1(tk) sk-1(tk)T Vk(t) 
    + ρk(t) sk(t) sk(t)T, 

where 
sk(t) = x(t) – x(tk),  
yk(t) = ∇ f(x(t)) - ∇ f(x(tk)), 
ρk(t) = 1/(yk(t)Tsk(t)),  
Vk(t) = I – ρk(t) yk(t) sk(t)T. 

 
It is obvious that the delayed o.d.e. (13) is a continuous 

version of the L-BFGS scheme.  The H=Hk in (13) 
attempts to approximate the inverse of the Jacobian in the 
Newton method.  It is worth mentioning that the matrix 

Hk is never computed explicitly. We only need to 
compute the R.H.S. of (13), i.e., the product of Hk and a 
vector. 
 
2.3. Main stages of this research  
 
(A) Prove that the function H in (13) is positive definite.  

(Done and shown in Appendix I) 
(B) Prove that H is Lipschitz continuous. 
(C) Show that the solution to (13) is asymptotically stable. 
(D) Show that (13) has a better rate of convergence than 

the dynamical system based on the steepest descent 
direction. 

(E) Perform numerical testing. 
(F) Apply this new optimization method to practical 

problems. 
 
 
APPENDIX I: To show that H in (13) is 
positive definite. 

 
Without loss of ambiguity, in the subsequent proof, we 

drop the t, to, t1, …, tk, tk+1, etc. in sk(t), yk(t), Vk(t), and so 
on below. 
PROPERTY 1. If 0H  is positive definite, the matrix H 
defined by (13) is positive definite (provided that 

0>i
T

i sy  for all i ). 
Proof: We prove the result by induction. From the above 
discussion we know that (13), the continuous analog of 
the L-BFGS formula, has two cases. Hence our proof 
needs to cater for each of them. 
For the first case mk >+1 , note that when m=1 

( )

1 0

0 0
0

0
2

T T
k k k k k k

T T
k k k k

T T
k k k k

T T T
k k k k k k

TT
k kk k

H V H V s s

H y s s y H
H

y s y s

s y H y s s s
y sy s

ρ+ = +

= − −

+ +

 

It is obvious that the proof of p.d. of this matrix is the 
same as that of Theorem 1 in section 1.3. Therefore, 

1+kH is p.d. when m=1. 

Now suppose they are true for lm = , we show that 
they are true for 1+= lm . 

When lm = , we have (denoting Hk+1 by Hl
k+1 to 

emphasize m = l) 
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being positive definite. (There are 1+l  terms in l
kH 1+ .) 

If 1+= lm , from (13B) 
1
1 1 0 1

1 1

2 1 1 1

2

3 2 2 2

3

1 2 2 2 1

1 1 1

{

l T T T
k k k k l k l k k

T T T
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(There are 2+l  terms in 1
1

+
+

l
kH .) 

Comparing these two equations we find that the terms 
in curly braces are the same, and let 
  

( ) 2 1 1 1

2 3

2 2 2 3

1 2 2 2 1

1 1 1

T T T
k k l k l k l k l

T T
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Thus, 

( )
1 1 1 0 1 1

l T T T
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+ ∗

L L
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1
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1 1 0

1 1 .
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Since we have assumed that l
kH 1+  is p.d., if we try to 

prove that 1
1

lHk
+
+  is also p.d., we should prove that 

0
T TV H V s sk l k l k l k l k lρ+− − − − −  and 0H  have the same 

property, i.e., T
lklklklk

T
lk ssVHV −−−−− + ρ0  is also p.d.. 

Now we move forward to prove that 
T

lklklklk
T

lk ssVHV −−−−− + ρ0  is p.d. 

For any 0≠z , 

( )
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0
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. 

Since 0H  is p.d., we can write TLLH =0 , and let 

zLa T=  and lk
T yLb −= . Then 
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If the norm above equals zero,  

i.e., 0=−
−−

−

lk
T

lk

lk
T

ys
bsz

a ,  

then we have 
lk

T
lk

lk
T

ys
bsz

a
−−

−=  

or ba ∝ , which means that k ly z− ∝ . However, since 

0T
k l k ls y− − > , 

( )2

0
T

k l
T

k l k l

z s
s y

−

− −

>  

as k ly z− ∝ .  
Thus we have proved that 

0
T TV H V s sk l k l k l k l k lρ+− − − − − is p.d.. As we have 

assumed that l
kH 1+  is p.d. when 0H  is p.d., we 

conclude that 1
1

+
+

l
kH  is p.d.. 

  For the second case mk ≤+1 , 
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We also use induction to prove 1+kH is p.d.. 

Firstly, TT ssVHVH 0000001 ρ+=  

 from above, so it is clearly that 1H  is p.d.. 

Secondly, assume that kH  is p.d. 

We are going to prove that 1+kH  is also p.d. We have 
assumed 
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is p.d..  Hence 
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From the proof before, we have the following 

conclusion: 
Consider the formula 

0,1,T T
k k k k kB V AV s s kρ= + = L   

 (The definition of , ,k k kV sρ  are the same as in   
 the L-BFGS formula.) If we know A is a p.d.   
 matrix, then B is also p.d.. 
Therefore, we have proved that 1+kH  is p.d. when 

mk ≤+1 . 
So we have proved the property for both 
cases mk ≤+1 and 1k m+ > .                       □  

The proof of the property above is part of our work on 
the delayed dynamical systems approach for 
unconstrained optimization. The requirement that 

0>i
T

i sy   for all i  in Property 1 is not a major issue, 
because we work with a continuous o.d.e. and the 
numerical method can always be restarted.  
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Transaction Support on Flash Devices

Sai Tung ON

Abstract

Thanks to its superiority such as fast data access, low
power consumption, high shock resistance, small dimen-
sions and light weight, NAN Flash has become more and
more popular in mobile computing devices and embeded
systems. The out-of-place update nature of NAND Flash
brings us an opportunity to propose new transaction recov-
ery technique for flash-based database systems. In this pa-
per, we propose a novel commit protocol calledflag commit
which achieves better performance and lower space over-
head over conventional protocols by eliminating the need of
writing commit records. Moreover,flag commitincurs little
overhead to the garbage collection algorithm and preserves
efficient wear-leveling performance. We also show that the
basic design of flag commit can be extended to support the
no-force buffer management policy and a more fine-grained
concurrent control mechanism.

1 Introduction

NAND Flash has become the preferred storage alterna-
tive for mobile computing devices and embedded systems
due to its superiority such as fast data access, low power
consumption, high shock resistance, small dimensions and
light weight. With the capacity rapidly increasing and the
cost per bit continuously decreasing, NAND-based flash de-
vice is emerging to be an ideal replacement for traditional
magnetic disks in personal computer and enterprise server
domain [15].

Despite of the advantages mentioned above, compared
with traditional magnetic disks, NAND Flash has a number
of disadvantages. Firstly, write operations in NAND Flash
can only clear bits (change their value from 1 to 0). The only
way to set bits (change their value from 0 to 1) is to erase an
entire region memory (callederase units) — a block con-
sisting of a number of pages [14]. This is callederase-
before-writeconstraint. Secondly, in the NAND Flash, the
read and write operations take place on a page basis (typi-
cally, 528 bytes at a time for small-block NAND flash de-
vices). Each page can be modified only a small number of
times without performing an erase operation [6, 4, 5, 14].

Thirdly, the page write cost is much more expensive than
the read cost, while the erase requirement makes write cost
even higher. Fourthly, with no mechanical latency, NAND
Flash has uniform random/sequential read access cost. Fi-
nally, each erase unit can bear a limited number of erase cy-
cles (typically, 10,000∼100,000 times), after which it will
be worn out and becomes unreliable. Table 1 summarizes
the features of a Samsung flash memory chip [5].

Table 1. Features of a Typical NAND Flash [5]

Parameter Value Unit
page size 512+16 Byte
block size 16K+512 Byte
page read time 15 µs
page write time 200 µs
block erase time 2 ms
partial program cycles
in the same page 2 cycle

To avoid performance degradation caused by the afore-
mentioned erase-before-write limitation, NAND-based
flash devices adopt the out-place-update strategy to trade
expensive in-place updates (along with the erase they in-
cur) for cheaper writes onto free flash pages. The basic
mechanism is to allocate a new free page, write the updated
data onto the new page, and then, mark the original page
as obsolete (they will later be reclaimed by garbage collec-
tion) [20, 14]. As a result, out-of-date versions and the latest
copy of data might co-exist over flash memory simultane-
ously. Such a feature gives us a new opportunity to redesign
database transaction recovery algorithms for NAND-based
flash devices.

In the transaction-oriented database management sys-
tem (DBMS), transaction recovery support is to enforce the
atomicity and durability of each transaction [17]. That is,
for each transaction, either all or none of write operations
are performed, and once committed, the data written by the
transaction should be made durable, even if there are sys-
tem failures. Among various existing disk-specific recovery

81 of 146



schemes, write ahead log (WAL) [18, 26] and shadow pag-
ing [16, 27] are predominant. The central concept of WAL
is that updates to data pages can be written only after they
have been logged, i.e., when log records have been forced
to stable storage. There are two drawbacks when directly
applying WAL upon NAND-based flash devices. First, in
consideration of the expensive write cost on flash, the over-
head of transaction rollback & recovery is high (due to the
requirement of explicit undo/redo operations). Second, as
the write granularity of NAND Flash is a page, frequently
writting log records is not only time-consuming but also
space-consuming. Although group commit [13] can alle-
viate such log bottleneck, it does not improve the response
time of individual transactions. Shadow paging is a recov-
ery technique which aims to eliminate the need of writing
logs. It bases on the out-place-update pattern and main-
tains two tables of page addresses (i.e., the current page
table and the shadow page table) during the execution of
any transaction. To commit/abort a transaction is done by
switching between these two tables. Shadow paging has
serveral drawbacks when running upon the traditional mag-
netic disk. First, the commitment of a single transaction un-
der shadow paging involves outputting the updated data, the
current page table and its disk address, while WAL-based
schemes only need to output log records. Second, shadow
paging causes database pages to change locations (there-
fore, no longer contiguous), turning most sequential read
accesses into random ones (which are extremely expensive
on magnetic disks). Third, garbage collection is required to
reclaim space occupied by obsolete data, thereby incurring
additional overhead and complexity. Fourth, it is hard to
support fine-grained concurrency control mechanism (e.g.,
in record level). As previously described, out-place-update
and uniform random/sequential read access cost are among
the key features of NAND Flash. Therefore, only the first
and the last ones are the additional problems brought by
applying shadow paging upon NAND-based flash devices.
Furthermore, as the current page table and the shadow page
table are always persistent in NAND Flash (in the form of
inverse mapping), the first problem can be simplified as how
to choose the correct table for each transaction (i.e., to judge
whether a transaction is committed).

For flash-specific recovery schemes, Lee and Moon [22]
proposed a log-based scheme called in-page logging for
flash-based DBMSs, while Prabhakaran et al. [29] devel-
oped a shadow paging-based scheme called cyclic commit
for flash-based file systems. Prabhakaran’s work mainly fo-
cused on reducing the overhead of committing transactions
(see the first problem of shadow paging). Unlike the stan-
dard commit protocol which writes a commit record as a
flag for each committed transaction, cyclic commit stores a
link to the next updated page and creates a cycle among the
pages updated by the same transaction. Hence, as whether

a transaction is committed or not can be judged by the ex-
istence of the cycle, it successfully eliminates the need for
a separate commit record for each transaction. However,
in order to preserve these cycles, the garbage collection al-
gorithm becomes very complicated and might potentially
impair the wear-leveling performance. Moreover, when it
is extended to support DBMSs, the cyclic commit protocol
is required to hold the last page in the buffer before a trans-
action commits, which unavoidably leads to a transaction
response time.

In this paper, based on shadow paging, we proposed a
flag commitprotocol for NAND-based flash devices to sup-
port transaction recovery in database systems. Compared
to the cyclic commit, flag commit has a simpler garbage
collection algorithm and achieves better response time and
wear-leveling performance. In our flag commit protocol, the
state of a transaction is indicated by the flag metadata stored
along with the pages this transaction updates. To summa-
rize, our contributions in this paper are as follows:

• We propose two designs of the flag commit protocol:
commit-based flag commit and abort-based flag com-
mit. The former suits for cases when the abort ratio is
high, while the latter performs better when the abort
ratio is low.

• We conduct a cost analysis on the proposed protocol
and show it a better protocol over the existing protocols
in terms of both performance and space overhead.

• To further enhance the transaction response time, we
combine flag commit protocol with a logging scheme
to support the no-force buffer management policy.

• We also extend the flag commit protocol to support a
more fine-grained concurrency control mechanism.

The rest of the paper is organized as follows. Section
2 introduces the background of our research. We gives the
system architecture in Section 3. Section 4 presents two de-
signs of the flag commit protocol and their cost analysis.
Section 5 develops the extensions of the flag commit proto-
col. In section 6, we review the related work on flash data
management and transaction processing. Finally, we disuss
the future work and conclude the paper in Section 7.

2 Background

In this section, we briefly discribe the key characteris-
tics of NAND flash memory and the flash translation layer
which emulates it as traditional magnetic disk.
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2.1 NAND Flash Memory Characteristics

Like magnetic disk drives, NAND1 flash memory is non-
volatile and retains its contents even when the power is
turned off. A NAND flash memory chip is organized in
many blocks and each block is composed of a fixed num-
ber of pages. The typical block size and page size are
(16K+512)bytes and (512+16)bytes, respectively. Each
page consists of a data area and a spare area. For every page
with 512 bytes data area, there is a corresponding 16 bytes
spare area for storing metadata such as the error correction
code (ECC) and logical block address (LBA). A block is the
smallest unit for erase operations, while all read and write
operations are at the page granularity.

There are two types of NAND flash memory: single-
level cell (SLC) NAND and multi-level (MLC) NAND.
While each flash memory cell stores 1 bit in SLC chips,
MLC chips can store 2 or more bits in each cell. SLC
NAND chips allow for partial page programming (i.e., each
page in SLC can be partially programmed several times
without performing an erase operation), while MLC NAND
chips do not. In general, MLC NAND chips cost less and
allow for higher storage density, and therefore they tend to
be used in low-cost consumer applications, including media
players, MP3 devices, media cards, and USB flash drives.
Meanwhile, SLC Flash devices provide faster write perfor-
mance and greater reliability, and hence are desirable for
professional products and solid state drives (SSDs) [2, 8].
As performance and durability is essential for DBMS trans-
action applications, in this paper, we focus on SLC NAND
flash memory. Hereafter, we use the term flash memory to
refer to SLC NAND flash memory.

Flash memory exhibits a number of characteristics which
distinguishes itself from magnetic disk drives: (1) asymmet-
ric read/write cost, (2) the erase-before-write constraint, (3)
the endurance issue — each block can be erased for only a
limited number of cycles before it is worn out, and (4) no
mechanical latency.

2.2 Flash Translation Layer

Flash devices usually access the embedded flash mem-
ory chips through a software layer called FTL (Flash Trans-
lation Layer) [20, 3]. The FTL provides a disk-like inter-
face, which includes the capability to read and write a page
directly without caring about the special characteristics of
flash memory. The core data structures of FTL are two ad-
dress mappings between blocks, represented by their logi-
cal block addresses (LBAs) and physical pages. Adirect

1There are two major architectures in flash memory design: NAND
Flash and NOR Flash. NOR Flash has a faster random access speed but a
lower storage capacity so it is preferred for code storage. NAND Flash has
a denser architecture and is specially designed for data storage.

mapping from LBAs to physical pages is stored in RAM to
speed up reads, and aninversemapping is stored on flash,
to re-build the direct mapping during boot time [24]. There
are several mapping strategies such as page mapping [20],
block mapping [7] and hybrid mapping [28]. By maintain-
ing these mappings, the FTL can support out-of-place up-
dates: when a logical page is updated, the FTL writes the
data to a new physical page and updates the mappings. As
a result, the erase-before-write constraint is overcome and
expensive in-place updates are avoided.

As each out-of-place update leaves an obsolete flash
page, gradually such pages will accumulate and use up the
free space of flash memory. The FTL maintains a list of
free blocks and has agarbage collectionroutine to reclaim
those obsolete pages. Specifically, the FTL selects a block,
moves valid pages to some free block, erases it and puts it
to the free block list. To length the lifetime of flash mem-
ory, wear-levelingtechnique which uniformly distributes
writes/erases across the entire storage space is adopted.

As discussed in Section 1, the out-of-place update and
the fast random access natures of flash memory make it
a perfect storage media to apply the shadow paging-based
techniques when processing DBMS transaction recovery. In
what follows, we will propose a novel transaction support-
ing system which eliminates the drawbacks of traditional
shadow paging and achieve a competitive performance on
various aspects such as transaction response time, transac-
tion throughput and space overhead.
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Figure 1. System Architecture

3 System Architecture

In this section, we describe the architecture of our sys-
tem model. As shown in Figure 1, besides the well-known
FTL module, we propose to add a transaction module in
the firmware of flash-based devices. For non-transactional
applications, they continue to access the embedded flash
purely via the FTL. For DBMS transactional applications,
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they rely on both modules to ensure the atomicity, isolation,
and recovery of the transactions.

The transaction module consists of two major compo-
nents: the commit protocol and the isolator. The former
is the core of the whole system. It includes a commit pol-
icy which is executed when a transaction is committed, an
abort policy which is excuted when a transaction is aborted
and a recovery policy which is executed when system re-
boots. The last policy is actually a mechanism which re-
builds the correct mapping information by scanning all of
the spare area of pages on the flash memory. The latter is
to provide isolation among multiple transactions — when a
translation is in progress, the isolator ensures that no con-
flicting reads/writes (i.e., writing/reading the same page up-
dated by a progressing transaction) are issued. The FTL
module includes anallocator and acleaner. The allocator
handles any translation of logical block addresses (LBAs)
and their physical block addresses (PBA). The cleaner is to
do garbage collection to reclaim pages of invalid data (see
Section 2.2 for details). Note that the introduction of the
transaction module will not harm the performance of the
FTL module (e.g., the garbage collection policies which the
cleaner bases on can still work well as usual in the proposed
system model).

In addition to the in-memory data structures such as the
direct mapping table and the free blocks (please refer to
Section 2.2), the system should also maintain a list of pro-
gressing transactions. Once a transaction is committed, in
the mapping table, the corresponding entries of those pages
in this transaction are updated. On the other hand, when
a transaction is aborted, no update on the mapping table is
required.

D a t a  a r e a S p a r e  a r e a

D a t a L B A V e r s i o n  # P r e v i o u s  P a g e  P B A

( b a c k w a r d - l i n k )
F l a g X i d

Figure 2. Page Format

4 Commit Protocols

In this section, we present the commit protocols our sys-
tem adopts. The purpose of the commit protocol is to en-
force the atomicity of transactions. Specifically, the proto-
col specifies the steps involved when committing/aborting
a transaction, as well as a recovery procedure. The de-
sign principle of the proposed commit protocols is to elim-
inate the need for a separate commit record for each com-
mitted transaction (thereby reducing the space and perfor-
mance overhead), while still preserving a simple and effi-
cient garbage collection mechanism.

( a )  A  C o m m i t t e d  T r a n s a c t i o n ( b )  A  I n - p r o g r e s s / A b o r t e d  T r a n s a c t i o n

p e n d i n g  p a g e  w i t h  f l a g  =  1

p e n d i n g  p a g e  w i t h  f l a g  =  0

Figure 3. CFC Examples
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Figure 4. CFC Garbage Collection Examples

4.1 Commit-based Flag Commit(CFC)

In our proposed system, a transaction writes new data for
each page to the flash devices as apending page, which con-
tains a data portion and a metadata portion. Figure 2 shows
the format of the pending page, where LBA and version #
represent the identity of the page,xid stores the transac-
tion ID which the pending page belongs to,backward-link
contains the physical address of the previous page of the
same transaction, andflag is a bit value indicating whether
the transaction is committed or not. As such, by storing
a link in the metadata portion, the pending pages of the
same transaction are chained together with backward point-
ers. In Commit-base Flag Commit(CFC), we say a trans-
action is committed if at least one of the pending pages on
its linked list have the flag bit value equal to 0. Otherwise,
this transaction is in processing or aborted. Any pending
page belonging to a committed/aborted transaction is com-
mitted/uncommitted.

CFC Commit Policy. When a DBMS transactionT is
in progress, its associated pending pages{p1, · · · , pn} are
written to flash storage dynamically. For the first pending
pagep1, it is written with a backward-link setting to null,
while for succedent pagespi, they are written with a link
pointing to their previous page (i.e.,pi.previous = pi−1).
The xid is set as theT.id and the version number is set
based on how many time its logical page has been up-
dated/committed. Initially, the value of the flag bit in each
pending page is set to 1. Once the transaction is committed,
the flag bit in the last pending page is clear (i.e., set to 0) to
indicate that it has been committed. Meanwhile, the direct
mapping table is updated for all pages in the transaction.
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We call the flag bit in each committed transaction ascommit
flag. Note that we can clear bits on the written page without
erasing is due to the nature of NAND SLC flash memory
— it allows several cycles of (typically, 2∼8) consecutive
partial page programming operation within the same page
without an intervening erase operation. Figure 3(a) shows
an example of a committed transaction.

CFC Abort Policy. The policy to abort a transaction
is very simple in the CFC protocol. When a transaction is
aborted, no extra actions are required. This implies the abort
overhead of the CFC protocol is extremely low. Figure 3(b)
shows an example of an aborted/in-progress transaction.

CFC Garbage Collection. When free space on flash
memory becomes low, the cleaner is triggered to reclaim
space occupied by obsolete data. With CFC protocol, any
committed page can be garbage collected as long as a newer
version of the same logical page is committed. For uncom-
mitted pages, they can be garbage collected at any time. In
order to keep the commit flag for committed transactions,
before erasing a committed pagep, the cleaner should have
extra actions based on different cases ofp.

I. p.flag = 0 : In the first case, asp holds the commit flag
for its associated transaction, before erasingp, the cleaner
need to move this flag top’s previous page (by clearing the
flag bit on the page located byp.previous). Such a mech-
anism ensure that the transaction consistently possesses a
commit flag before and after the erasure ofp. Figure 4(a)
illustrates the garbage collection in case I.

II. p.flag = 1 : In the second case, oncep is garbage
collected, the linked list of its associated transaction would
break in two. Over time the original transaction may be
represented by a number of linked lists of pending pages.
Whenever suchp is going to be reclaimed, the cleaner man-
ages to clear the flag bit ofp’s previous page to guarantee
that each such linked list owns a commit flag. The benefit
is two-folded. First, each small linked list can be treated as
a separate transaction, and therefore the recovery procedure
can be simplified. Second, it can guarantee there always ex-
ist commit flags for each committed transaction. Consider
the garbage collection example of this case shown in Fig-
ure 4(b), if the cleaner does not clear the flag bit onq before
erasingp, then later ifr is garbage collected as well, there
is not any commit flag for this committed transaction and
therefore would lead to misclassification of the transaction.
Enforcing a commit flag for each linking piece can sucess-
fully avoid the above case.

CFC Recovery Policy. When system reboots, a recov-
ery procedure should be conducted to recover the last com-
mitted version for each page. The target is actually to re-
build the correct direct mapping table by scanning the spare
area of physical pages. During recovery, guided by the re-
covery policy, CFC classifies the pending pages as commit-
ted or uncommitted and identifies the lastest committed ver-
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Figure 6. AFC Garbage Collection Example

sion for each page. The detail of the recovery algorithm is
given below:

We useS to refer to the set of pending pages andR
for the set of pending pages that are referenced by the
backward-link field of any pending pages inS. Both S
andR can be obtained by scanning the spare area of phys-
ical pages. Obviously,P ª R (denoted byU ) is the set of
pending pages on the tail of the transaction linked lists (ª
means set difference). From the proposed commit policy
and garbage collection mechanism, it is easy to know that
whether a transactions is committed can be judged simply
by the flag of its corresponding pending page inU . Hence,
we can divideU into two sets: U+ for committed ones
(whose flag is 0) andU− for uncommitted ones (whose flag
is 1). Start from each committed page inU+, by follow-
ing the backward-links to collect other committed pages,
we can get the whole set of committed pages denoted by
S+. Mathematically, it can be calculated by:

S+ = U+ ∪ {p ∈ S|∃u ∈ U+, p is reachable fromu},
where “p is reachable fromu” means there is a path consist-
ing of backward-links fromu to p.

After the set of committed pages is obtained, the remain-
ing recovery is quite straightforward. For each logical page,
the recovery algorithm identifies the comitted page with the
largest version number and updates the direct mapping ta-
ble accordingly. As each flash page is visited at most twice
during the entire recovery procedure, the time complexity of
the CFC recovery isO(n), where n is the number of flash
pages.
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4.2 Abort-based Flag Commit(AFC)

The Abort-based Flag Commit(AFC) adopts the same
page format (see Figure 2) as the CFC protocol for those
pending pages. The only difference is that, in AFC, the
number of bits on theflag component is not one but two.
While CFC relies on the commit flag to label committed
transactions, AFC takes another approach: we say a trans-
action is committed if and only if the flag of all of its pend-
ing pages are ‘01’.

AFC Commit Policy. Same as the CFC protocol, pend-
ing pages of the same transaction in the AFC are also
chained together. Initially, for each transaction, the flag of
all pending pages except the tail are set to ‘01’. The flag
of the pending page on the tail is set to ‘11’ to indicate the
transaction is still in progress. We call this flag with values
‘11’ or ‘00’ as abort flag, based on which we can simply
judge the status of a transaction during the recovery proce-
dure. Once the transaction is committed, the abort flag is
clear (i.e., set to ‘01’) to reflect the commitment. Mean-
while, the direct mapping table is updated accordingly. Fig-
ure 5(a) shows an example of a committed transaction.

AFC Abort Policy. Same as the CFC protocol, under
the AFC protocol, when a transaction is aborted, no extra
actions are required. Figure 5(b) shows an example of an
aborted/in-progress transaction.

AFC Garbage Collection. With the AFC protocol, any
committed page can be reclaimed freely as long as a newer
version of the same logical page is committed, and no ad-
ditional action is needed. For uncommitted pages, in order
to keep their abort flag, additional actions are required. In
detail, before an uncommitted pagep is erased, similar as
the CFC protocol, the actual actions are based on different
cases ofp.

I. p.flag = ‘11’ or ‘00’ : In the first case, asp holds the
abort flag for its associated transaction, before erasingp,
the cleaner need to move this flag top’s previous page (by
changing the flag bits from ‘01’ to ‘00’). By enforcing such
a mechanism, the aborted transaction is guaranteed to hold
an abort flag before and after the erasure ofp. Figure 6(a)
illustrates the garbage collection in case I.

II. p.flag = ‘01’ : In the second case, same as discussed in
CFC, oncep is garbage collected, the corresponding linked
list of its associated transaction would break in two. Based
on the same rationales given in the CFC garbage collection
(see Section 4.1), whenever suchp is going to be reclaimed,
the cleaner should set the flag bits ofp’s previous page to
‘00’. The purpose is to guarantee that each linked list owns
an abort flag. Figure 6(b) illustrates the garbage collection
in case II.

AFC Recovery Policy.The AFC protocol shares almost
the same recovery policy with the CFC protocol. The only
difference is how they tell apart committed&uncommitted

pages inU . While CFC identifies the ones with the commit
flag (i.e., ‘0’) as committed pages, AFC determines the ones
without the abort flag (i.e., ‘11’ or ‘00’) as committed pages.
Due to space limitations, we omit it here. Please refer to
Section 4.1 for details.

4.3 Cost Analysis: CFC vs. AFC

In this subsection, we will analyze the I/O cost of the
CFC and the AFC protocols. As there are no overhead for
aborting transactions in the proposed system, we focus on
the cost of committing transaction. Before going further,
for easy presentation, we give some assumptions and de-
fine a few notations. We assume the FTL module adopts the
page-based mapping strategy, each time only one transac-
tion is executing and the system adopts the force approach
as the buffer management policy (i.e., all the pending pages
written by a committing transaction have to be forced out to
flash pages). Letδ denote the transaction abort ratio,l de-
note the average number of pending pages in a transaction,
andn denote the average number of blocks to be reclaimed
by the cleaner when allocating a fresh flash page. We use
k to represent the average number of pending pages in a
block, and useCr, Cw, Cbit andCe to represent the costs
of one page reading, one page writing, clearing one bit and
reclaiming one block, respectively.

With those assumptions and definitions, we can roughly
estimate the average I/O cost when committing a transaction
with the CFC protocol as:

C = l ∗Cw +Cbit +n∗ l ∗k ∗ (1− δ)∗Cbit +n∗ l ∗Ce,

where the first two items are the costs of outputing pending
pages and setting the commit flag, respectively, the third
item is the cost of extra actions when garbage collecting
committed pages, and the last item is the cost of reclaiming
blocks.

Similarly, we estimate the average I/O cost for the AFC
protocol as:

C ′ = l ∗ Cw + Cbit + n ∗ l ∗ k ∗ δ ∗ Cbit + n ∗ l ∗ Ce.

Based on the above two equations, we can easily derive that
AFC outperforms CFC whenδ is below 0.5.

Compared with the traditional log-based approaches [18,
26, 22], CFC and AFC protocols eliminate the need of writ-
ing logs for each committed record and thus have advan-
tages on both performance and space overhead. For exist-
ing shadow paging-based approaches such like Cyclic Com-
mit [29], as they require not only a complex garbage collec-
tion policy (which is against conventional wisdom to uni-
formly distribute erases among all pages) but also a special
memory management policy to buffer a page for each com-
mitting transaction, the proposed protocols are expected to
outperform them in terms of wear-leveling performance,
garbage collection overhead and transaction response time.
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5 Extensions of Basic Commit Protocols

In this section, we discuss how the basic commit pro-
tocols can be augmented to support a more sophisticated
buffer management policy and a more fine-grained concur-
rent control mechanism.

5.1 Supporting the No-Force Policy

To achieve better response time, most database systems
adopt ano-force policy (i.e., once a transaction is com-
mitted, only the redo logs are forced to the stable stor-
age) [18].In order to support this no-force buffer manage-
ment policy, we combine the proposed protocols with the
redo logging scheme.

We propose to record all the update activities in the
database in the form oflog record, whose format is rep-
resented by〈xid, rid, v1, v2〉, where xid is the unique iden-
tifier of the transaction that performed the write operation,
rid is the unique identifier of the data item written,v1 andv2

are the values of the data item before and after the write. Ini-
tially, these log records are buffered in the memory. Later,
when a pending page is swapped out from the memory and
forced back to flash storage, its corresponding log records
can be removed. This is because the update information can
be reflected automatically by the pending pages of the new
& old versions.

Commit Policy. When a transaction is committed, if
some of its pending pages are still buffered in memory, we
write a commit log record in the log buffer and then forces
all the transaction’s log records to flash storage (with the
commit record being the last such record), so that the sys-
tem is able to redo this transaction during the recovery. Oth-
erwise, we follow the CFC/AFC commit policy to do the
commitment.

Abort Policy. When a transaction aborts, the only thing
need to do is to remove all of its log records from the log
buffer.

System Checkpointing.To speed up the recovery pro-
cedure when system reboots, the system periodically per-
forms checkpointing, which involves the following steps:

1. Stop to accept new transactions and force all pending
pages in the memory buffer to flash storage (consequen-
tially, their corresponding log records are removed from the
log buffer).

2. Write a special log record〈checkpoint〉 to indicate the
end of the checkpointing and resume to accept new transac-
tions.

After the checkpointing, the log records appear in flash
storage before the〈checkpoint〉 can be ignored, and can
be garbage collected whenever desired. This is because all
modifications recorded by these log records must have been

written to the database, and consequently, during recovery,
there is no need to perform redo operations for these log
records.

Garbage Collection. The garbage collection procedure
is exactly the same as that presented in the CFC/AFC pro-
tocol (see Section 4.1).

Recovery Policy. When system reboots, in addition
to re-build the direct mapping table by following the
CFC/AFC recovery policy, the system needs to perform
redo operations according to the log records which appear
after the most recent checkpointing.
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1 s t  P e n d i n g  R e c o r d  S l o t 2 n d  P e n d i n g  R e c o r d  S l o t

B a c k

Figure 7. Extended Page Format

5.2 Supporting Fine-grained Concurrent Control

Currently, our system can only support the concurrent
control on a granularity of page. In this subsection, we will
extend the basic commit protocols to enable the concurrent
control in the record level. In what follows, we present the
extension based on the CFC protocol. The scheme to extend
the AFC protocol is similar and is thus omitted from this
paper.

Under the new concurrent control mechanism, multi-
ple in-progress transaction are allowed to update the same
page concurrently. Each of them write new data to the
flash page as apending record, which is represented by
〈data, xid, rid, link, flag〉, where data and rid are the
value and identifier of the record respectively, xid is the
transaction identifier, link stores LBA of its previous pend-
ing record of the same transaction, andflagstores a bit value
indicating the status of the transaction. Specifically, the data
portion of the pending records are placed on the data area
of its residing page, while remaining portions are placed
on the spare area. It is necessary to know that the maxi-
mum number of pending records allowed in each page de-
pends on the size of the spare area of flash pages (typically,
16 bytes for small-block flash and 64 bytes for large-block
flash). Same as discussed in CFC protocol, whether a trans-
action is committed depends on whether it owns a commit
flag. Over time, the lastest committed records of a logical
page might scatter over multiple physical pages of different
version numbers. The current page content should be com-
puted by merging those versions together. To facilitate the
merging process, we additionally add a backward linkback
to the page metadata. That is, before writing a new version
pk of a logical pagep, in addition to the identity of the page
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and the metadata of those pending records, a pointer to the
last version ofp is also stored (i.e.,pk.back = pk−1). Fig-
ure 7 shows the extended page format which contains slots
for up to two pending records.

Commit and Abort Policies. The policy to com-
mit/abort a transaction is similar to that introduced in the
basic commit protocols. That is, once a transaction is com-
mitted, we label the transaction with a commit flag by clear-
ing the flag bit on its last pending record. When a transac-
tion is aborted, no extra actions are needed. Because every
single commitment of a transaction requires clearing a bit
on the flash page, the maximum number of transactions al-
lowed to update the same page concurrently cannot exceed
the maximum cycle of consecutive partial page program-
ming operations within the same flash page.

Garbage Collection. For a logical pagep, there are a
set of physical pages{p1, · · · , pn} with the same LBA but
different version number. Under the extended protocol, any
pagepk can be reclaimed if and only if there exists a page
pi(i > k) which satisfies the condition that any committed
pending record inpk is already committed inpi. Before
erasing suchpk, same as the basic protocols, the cleaner
needs to conduct extra actions to ensure that every commit-
ted transaction onpk consistently possesses a commit flag
before and after the erasure. We omit the details of these
actions as they are already described in Section 4.1.

Recovery Policy. As the latest committed records of a
logical page might scatter over multiple flash pages of the
same LBA, when system reboots, a recovery procedure only
need to identify the last version of page having at least one
committed pending record. The detailed process is similar
to the recovery of the basic commit protocols. Please refer
to Section 4.1 for details.

6 Related Work

Data management on flash-based media has received
much attention from research community in recent years.
To enable a quick deployment of flash-memory technol-
ogy, early work attempted to hide the unique characteris-
tics of flash memory. They focused on simulating tradi-
tional magnetic disks by flash memory chips. Kawaguchi
et al. [20] proposed a software module called flash trans-
lation layer (FTL) to transparently access flash memory, so
that conventional disk-based algorithms and access methods
can work as usual. To overcome the erase-before-write con-
straint, an out-of-place update scheme was adopted and var-
ious garbage collection mechanisms [11, 20, 19] were pro-
posed to reclaim invalidated space. To lengthen the lifetime
of flash memory, wear-leveling algorithms that attempted to
evenly distribute writes/erases across all pages were devel-
oped in [10, 12, 25]. Besides these fundamental achieve-
ments, recent work shifted to exploit the characteristics of

flash memory to enhance the performance of file systems
and DBMSs. In view of the slow write speed on flash
memory, the log structure was adopted to reduce the num-
ber of write operations. Along this direction, some flash-
aware log-based file systems like YAFFS [1] and JFFS [30]
were proposed. For DBMSs running on flash-based me-
dia, Lee and Moon [22] presented a novel design of data
logging called in-page logging (IPL) to further improve the
logging performance. Kim and Ahn [21] proposed to use
the in-device write buffer to improve the random write per-
formance of flash storage. Lee et al. [23] conducted a case
study to investigate how the performance of conventional
database applications is affected by the new flash-based
disk.

Research efforts have also been put into optimizing
transaction-related algorithms. To enable efficient initial-
ization and crash recovery for flash-based file systems, Wu
et al. [31] proposed a log management scheme which com-
mits log records onto a special check region to avoid scan-
ning entire flash storage during recovery. To make efficient
use of the out-of-place update nature of flash-based media,
Prabhakaran et al. [29] developed a novel commit protocol
called cyclic commit for flash-based file systems. By us-
ing additional metadata on physical pages to creat a cycle
for each committed transaction, the cyclic commit protocol
successfully eliminates the need of writing commit records
and hence achieves comparatively high performance and
low space overhead. However, it introduces a complicated
garbage collection mechanism and potentially impairs the
wear-leveling performance. There are also a few existing
works for transaction support in the flash-based DBMSs.
Byun [9] proposed a new scheme called flash two phase
locking (F2PL) scheme for efficient transaction processing
in a flash memory database environment. F2PL achieves
high transaction performance by allowing previous version
reads and efficiently handling slow write/erase operations in
lock management processes. Lee and Moon [22] extended
their basic design of IPL to realize a lean recovery mecha-
nism for transactions.

7 Conclusions and Future Work

In this paper, we explored the opportunities to improve
the performance of the conventional transaction recovery
techniques on flash-based database systems. Based on the
nature of flash memory (e.g., out-of-place update pattern),
we proposed a novel commit protocol, which ensures the
atomicity of transactions by using the flag metadata on
physical pages, thereby eliminating the overhead incurred
by writing commit records. We design two variants of the
flag commit, CFC and AFC, each of which favors for differ-
ent transaction abort ratios. We also presented extensions to
support a better buffer management policy and a more fine-
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grained concurrent control mechanism. In future work, we
will implement the proposed commit protocol and its exten-
sions. In addition, we will also evaluate the performance of
our design in comparison with existing flash-based transac-
tion recovery techniques such as IPL and cyclic commit.
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Exploiting Fast Random Reads for Flash-based Joins

Yu LI

Abstract

Flash disks have been an emerging secondary storage
media. There have been portable devices, multimedia play-
ers and laptop computers that are configured with no mag-
netic disks but flash disks. In this paper, we studied the
core of query processing in RDBMSs – join processing –
on flash disks. In particular, we present the evaluation re-
sults of a new join method, called DigestJoin, which exploits
fast random reads of flash disks to RDBMSs. Experiments
with datasets of TPC-H bechmark show that DigestJoin will
generally boost relational joins under various system con-
figurations.

1 Introduction

Flash disks have been widely used in portable devices
such as PDAs, smartphones and multimedia players, as well
as in some laptop and desktop computers in the form of
Solid State Drive (SSD). As a candidate for mass storage
media, recent research,e.g., [15, 21, 22, 27], has investi-
gated the possibilities for flash-based RDBMSs. It is re-
marked that flash disks have unique I/O characteristics. For
instance, flash-based storage does not involve any mechan-
ical components and hence there is a negligible seek time
and rotational delay in reading or writing a page on a flash
disk. The overhead on each I/O operation, which is caused
by the encapsulated logic for such purposes as wear level-
ing and internal caching [5, 7], can be more than 20 times
smaller than a mechanical seek in magnetic disks. Recall
that query processing algorithms on magnetic disks often
spend an effort to avoid random I/O operations but exploit
sequential I/O operations whenever possible. The I/O char-
acteristics of flash disks indicate that such an effort is no
longer crucial in flash-based RDBMSs. However the state-
of-the-art RDBMSs are mainly designed to operate on mag-
netic disks and therefore assume the I/O characteristics of
magnetic disks. Among the operators of SQL (supported
by all RDBMSs), joins are particularly I/O intensive, and
computationally expensive [20]. In particular, when pro-
cess joins in the absence of indexes,i.e., non-index joins,
the main objective of optimizing basic non-index join meth-

ods,e.g.nested-loop, sort-merge and hash joins, is to reduce
the number of I/O opertions, especially the expensive seek
operations. For example, sort-merge join algorithm first se-
quentially scans and sorts the tables (using an external sort
algorithm if necessary) by the join attributes, and then se-
quentailly scans the sorted results in the merge phase of the
algorithm, as illustrated in Fig. 1. In general, the state-of-
the-art optimizating techniques for nested-loop, sort-merge
and hash joins have done their best to minimize both the
number of seek operations and total I/O operations on mag-
netic disks.
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Figure 1: Sort-Merge Join Algorithm
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Figure 2: Overview of DigestJoin

Nevertheless, in the context of flash-based RDBMSs,
minimizing the number of seek operations does not offer
much advantage. Given flash disks, now it is desirable
to study how the cheap seek operations, which in practice
leads to cheap random read operations, can enhance the per-
formance of joins. In last paper, we proposeDigestJoin, a
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join algorithm that exploits fast random reads, among oth-
ers, on flash disks.DigestJoinconsists of two phases. In
the first phase,DigestJoinprojects the tuple id (tid)1 and
only the attributes that are relevant to the join operator from
the tables that participate the join. The projected tables are
called the“digest” tables. The main intuition here is that
flash disks are often installed inside mobile devices with
limited main memory. It is often beneficial to reduce the
I/O operations required by the join operator through a scan
on the tables to obtain digest tables. A traditional join algo-
rithm is then applied on the smaller digest tables to generate
the digest join results. The digest join results are pairs of
tids together with the join attributes, to minimize the size
of intermediate join results. It is worth remarking that the
digest join results are similar to join indices [26, 25, 17]
except that they are computed on-the-fly in the first phase
of of DigestJoinbecause we do not assume the presence of
indices on the join attributes.

2 DigestJoin

2.1 Overview

Fig. 2 gives an overview onDigestJoin. As described,
it is divided into two phases:digest join phaseand page
fetching phase.

Digest Join Phase.This phase extracts the “digest ta-
bles” from original tables and joins them. Consider two
tables,X = {tidx, Attrx1 , Attrx2 , . . . , Attrxm

} andY =
{tidy, Attry1 , Attry2 , . . . , Attryn}, join under the drective
X ./Attrx1=Attry1

Y . The digest tablesare projections
containing only the join attributes and the tuple ids. In
our example, they areX ′ = {Attrx1 , tidx} and Y ′ =
{Attry1 , tidy}. Such a projection obviously reduces much
I/O in performing the actual join. Then, we apply a tradi-
tional join algorithm (e.g., nested-loop, sort-merge, or hash
join) to the digest tables to generate thedigest join results,
in the form of{Attrx1 , tidx, tidy}. The digest join results
are often small, and yet may be written to the flash disk se-
quentially if it is larger than the memory size. However the
digest join results{Attrx1 , tidx, tidy} only tell us which
tuples satisfy the join. In next phase, in order to construct
the final join results, we have to fetch the corresponding tu-
ples from the original tables.

Page Fetching Phase.Fetching tuples of the digest join
results from a flash disk is necessary toDigestJoin. But
its efficiently is critical. Suppose that we have the follow-
ing digest join results:(x1, tidx1 , tidy1), (x2, tidx2 , tidy2),
(x3, tidx3 , tidy3), and (x4, tidx4 , tidy4), where tuples of

1Throughout this paper, we assume that the tuple id is implemented as
a page id and slot number.

1

2

a

b

c

Figure 3: Example of Join Graph

tidx1 and tidx3 are stored on pageA, tuples oftidx2 and
tidx4 are on pageB, tuples oftidy1 andtidy3 are on page
C, tuples oftidy2 andtidy4 are on pageD. If we have suf-
ficient memory space, we may fetch all those four pagesA
B C D and keep them in the memory to construct the fi-
nal result tuples. However, when memory space is limited
and therefore we need to carefully schedule the page fetch-
ing to minimize the read cost. Suppose that in the worst
case the memory space can hold two pages only. If we con-
struct the final result in the order ofx1, x2, x3, andx4, we
need to fetch pagesA andC for x1, B andD for x2, then
A andC again forx3, and finallyB andD again forx4.
In this scenario, each page is fetched twice. Alternatively,
we may reschedule the order by swappingx2 andx3 when
we construct the final join result. Then, each page can be
fetched once. Therefore, the page fetching schedule can
significantly affect the I/O cost. Hence, it is a key to the
success ofDigestJoin.

We can use a graph model calledjoin graph to model
and analyze the page fetching phase. A join graph is used
to represent the relationship between the disk pages speci-
fied by the join results. It is defined as an undirected bipar-
tite graphG = (V1 ∪ V2, E), whereV1 andV2 denote the
set of pages from the two original tables, respectively, and
E ⊆ V1 × V2 denotes the set of page-pairs specified by the
join result. Specifically, for each edge(va, vb) ∈ E, there
exists a tuple on pageva which joins with a tuple on page
vb. The join graph can be used to dynamically represent the
remaining pages to be fetched and joined: An edge(va, vb)
is removed fromE if pagesva andvb have been fetched
into the main memory. A vertexv is removed from G once
its out-degree is zero. An example of a join graph is shown
in Fig. 3, where vertices1 and2 represent the pages from
one table, while verticesa, b andc represent the pages from
the other table. An edge(1, a) means there is/are tuple(s)
on page1 that can be joined with tuple(s) on pagea. Simi-
larly, edges(1, b), (1, c), (2, a) and(2, c) represent the “join
relationship” between other pairs of pages.

A page fetching sequence is equivalent to a sequence for
removing all edges of the join graph. And an optimal page
fetching sequence is a sequence for removing all edges in
the join graph with the minimum number of visting ver-
tices, which eaquals to the page fetchings. When the mem-
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ory space is limited, page swaps are needed and the problem
becomes intractable, and unfortunately, it is proven to be a
NP-hardproblem. Furthermore, to the best of our knowl-
edge, there has not been practical approximation algorithm
to address it [4]. So we turn to propose heuristic strategies.

2.2 Page Fetching Strategies

2.2.1 Naive Fetching Strategy

The first strategy – callednaive fetching strategy– is to
fetch the pages of the tuples as soon as they are produced in
the digest join phase. The intuition is that seek operations
do not incur much overhead on a flash disk. Hence, though
with predicable reduandent page fetching, the naive fetch-
ing strategy may still perform acceptable well. In practice,
we can assign less input buffer pages in the merge phase
of sort merge join and the probe phase of hash join, leaving
rest available memory space to cache disk pages due to page
fetching.

2.2.2 Page-based Fetching Strategy

When the digest join results are clustered with respect to
the page address and the full tuples of the join results are
clustered with respect to the join attributes, the naive fetch-
ing strategy would result in an optimal page fetching se-
quence which ensures each page is fetched at most once.
This motivates us to propose the nextpage-based fetching
strategy. Specifically, we build two kinds of temporary ta-
bles to assist page fetching. The first one is calledfetching
instruction table, which archives digest join results. Af-
ter this table is filled with all digest join results, we sort
its digest join results based on their page addresses. Thus,
fetching tuples based on such sorted digest results avoids
duplicated page fetching requests. However, tuples fetched
according to their page addresses are generally not clustered
on the join attribute. Hence, we have another temporary ta-
ble calledjoin candidate tableto store the tuples fetched
according to the fetching instruction table. Sort-merge join
or hash join algorithm can be then applied on this table for
producing final join results.

2.2.3 Graph-based Fetching Strategy

An alternative method is to archive the digest join results
with the join graph. If the memory can hold all digest join
results in the form of a join graph, we may find good heuris-
tics to travel all edges to do the page fetching and joining
near optimally. Thegraph-based fetching strategyfollows
the intuition. It adopts the technique behind two heuristics
[4, 23] in literature, which originally focus on page fetching
for index-based joins. The basic idea is to select a minimal
subgraph of a vertex which contains all its adjacent edges

and requires the fewest non-resident pages to be fetched.
Here, a non-resident page is a page that is not currently
stored in the main memory. Because iterating all subgraphs
of the join graph makes the computational cost prohibitively
high, we approximates it by only selecting the vertex with
the fewest non-resident neighbors, together with its neigh-
bors in the join graph, calledsegment[4].

However, there are some challenges in applying this
heuristic in our scenario. First is the limited memory space
is not likely to hold the entire join graph. Second, pre-
allocating sufficient memory for caching pages for the join
graph is not feasible in general because the heuristics we
want to adapt only provide a impractical rough bound on the
maximum required size of the page. Therefore, we propose
to dynamically manage the memory to effectively hold both
join graph and page cache, with of the aiming of achiev-
ing acceptable performance. We divided the memory space
into two parts: one for storing the join graph (i.e., join graph
storage) and the other for caching fetched pages (i.e., page
cache). Intiailly, the join graph storage is configured to one,
and all left memory will be used as page cache. When a
digest join result comes, if there is space, we directly add
it into the join graph. Otherwise, we try to adjust the space
for bigger join graph. In particular, we calculate there-
quired storage size(RSS) andrequired cache size(RCS).
The RSS of a join graph is equal to the number of pages
that are required to hold this join graph. TheRCS of a join
graph is the minimum cache size for fetching and joining
any segment of this join graph. And then we perform the
following.

• If RCS < the current page cache size, we enlarge the
memory space for join graph storage (correspondingly,
shrink the space of the page cache by removing some
cached pages) to insert that result.

• Otherwise, we try to select segments of the join graph
to load and join using the page cache, until that we
empty at least one page for new digest join result. Af-
ter that, we insert the digest join result, and checkRSS
to see whether we need to enlarge the space for the
page cache (correspondingly, shrink the memory space
of the join graph).

3 Performance Evaluation

3.1 Experiment Setup

We implementedDigestJoinfor both sort merge join and
hash join algorithms with all three page fetching strategies
in an experimental database system built on top of 16GB
Mtron MSD-SATA3025 SSD. The experimental database
system is designed to enable an easy evaluation on the
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performance of different join algorithms. It is composed
of three components:raw storage manager, page-oriented
buffer manager, andquery executor. The raw storage man-
ager maintains a bunch of pre-allocated continuous space on
the SSD and provides a page-oriented read/write interface.
The other two components rely on this interface to perform
I/O access to the SSD. The page-oriented buffer manager
maintains a fixed number of memory pages, each of which
have the same size as the ones in the raw storage manager.
Any query processing in the query executor should interact
with the memory pages in the buffer manager. The query
executor provides facilities to implement and executes spe-
cific join algorithms. The system catalog maintains some
statistics information, such as system parameters (e.g., page
size, memory size, etc.), table summaries (e.g., # tuples, #
pages, etc.), as well as join statistics (e.g., join selectivity).

Tables are organized on page-oriented space of the SSD.
The data tuples are stored on the pages following a row-
based storage scheme. Since we study with non-index-
based joins, we do not build any index for each table. To
save space, we store data tuples in variable-size format. Fi-
nally, the data tuples are imported into the storage in a ran-
dom order. This is to simulate a general-case join where the
join attribute values could be in any arbitrary order in the
original tables.

The test dataset is taken from TPC-H benchmark. In par-
ticular, we use twoCUSTOMERtables of TPC-H and per-
form a natural join on them through the keyC CUSTKEY.
The selectivity is 100%. In our implementation, we in-
stall a filter function before we are about to get a join re-
sult. The filter function will flip a coin to decide whether
to drop the result or not. By controlling the probability of
flipping, we can simulate different selectivities. In partic-
ular, we can also control the selectivity on a page basis to
simulate skewed join distributions.

Tow categories of algorithms are implemented. On
category consists of sort merge related algorithms, which
are sort merge join (SM),Digest sort merge joinwith
naive page fetching strategy (DigestSM(Naive)),Digest
sort merge joinwith page-based fetching strategy (Di-
gestSM(Page)), andDigest sort merge joinwith graph-
based fetching strategy (DigestSM(Graph)). The other one
consists of hash related algorithms, which are hash join
(H), Digest hash joinwith naive page fetching strategy (Di-
gestH(Naive)),Digest hash joinwith page-based fetching
strategy (DigestH(Page)), andDigest hash joinwith graph-
based fetching strategy (DigestSM(Graph)).

We run all the experiments on a desktop PC equipped
with a Core 2 Quad Q6600 CPU and 4GB main memory.
The default system parameters used in the evaluation are
listed in Table 3.

Table 1: Default Parameter Settings
Parameter Setting
Page size 4 KBytes
Ratio of digest entry size to

tuple size (p) 9%
Average tuples per page (t) 25
Join attribute C CUSTKEY
Table size 512 MB× 2
Join selectivity 0.05
Memory size 32MB

3.2 Impact of Join Selectivity

We investigate how the join selectivity would affect their
performance in this section. Fig. 4, Fig. 5 , Fig. 6 and Fig.
7 show the performance comparison with join selectivity
changing from 0 to 0.1 and from 0.1 to 0.5, respectively.
The results do not count the I/O cost to output final join
results, since usually they are not output to the secondary
storage and this cost is the same for all join algorithms. As
such, the results of traditional join algorithms,i.e., SM and
H, remain the same over different selectivity settings. They
are used as the baseline in the performance analysis.

As can be seen from Fig. 4 and Fig. 6, DigestSM(Naive)
and DigestH(Naive) outperform traditional join algorithm
only when the selectivity is very low (i.e., < 0.05), be-
cause when the selectivity is higher than 0.05, the naive
fetching brings too many duplicate page accesses, which
wastes the IO saving in previous digest join stage. Di-
gestSM(Page), DigestH(Page), DigestSM(Graph) and Di-
gestH(Graph) shows similar performance trends to Di-
gestSM(Navie) and DigestH(Naive), but their performance
degrades much slower when the selectivity increases. Di-
gestSM(Graph) outperforms SM until the selectivity ex-
ceeds 0.3(Fig. 5), and DigestH(Page) outperforms H until
the selectivity exceeds 0.2(Fig. 7). After that, all digest join
algorithms lose their superiorities as predicted.

Notice that DigestH(Page) generally outperforms Di-
gestH(Naive) and DigestH(Graph). The reason can be
drawn as follows: our implementation trends to decide the
hash function by considering whether the result bucket size
is smaller than usable memory, as following the GraceHash
algorithm. However, applying this technique to digest hash
algorithms makes most of the memory be occupied by the
hash bucket. Only few of memory pages will be used by
page cache and join graph. It affects DigestH(Graph) be-
cause with insufficient memory, the quality of segment se-
lection degenrates and the false hit on page cache increases.
On the other hand, it does not affect DigestH(Page) which
uses temporary tables to optimizing the fetching process,
because the temporary table could be sequentially access
by careful implementation. So DigestH(Page) becomes the
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best of digest hash join algorithms.

3.3 Impact of Page Size

Fig. 8, Fig. 9, Fig. 10 and Fig. 11 show the perfor-
mance comparison with page size changing from 4KBytes
to 32KBytes. By default we use 4KBytes page size, which
is the smallest page size supported by our SSD, and there
is totally 32MB memory (8192 pages) dedicated for join.
When changing the page size, we maintain the same to-
tal amount of memory (i.e., 32MB). Hence, there are
4096/2048/1024 memory pages that could be used when the
page size is 8KB/16KB/32KB, respectively. The impacts
of page size on join algorithms are different. Traditional
algorithms(i.e., SM, H), and digest algorithms with page
fetching strategy(i.e., DigestSM(Page), DigestH(Page)) be-
come better when page size increases. The reason is that
a big page size implies fewer pages of tables, and the ex-
ternal sort can be done in fewer runs. DigestSM(Graph)
and DigestH(Graph) also benefit from a big page size, be-
cause fewer pages of tables result in a smaller join graph,
and therefore we can make the in-memory join graph more
informative, which leads to better page fetching schedules.
On the other hand, DigestSM(Naive) and DigestH(Naive)
perform worse when page size increases, and it is even
worse than traditional algorithms when page size is bigger
than 8KB with low selectivity(see Fig. 8 and Fig. 10). This
is because no matter how few the pages are, the number of
fetching requests remains the same as the selectivity does
not changed. As such, when the cost of fetching a page be-
come higher due to a bigger page size, naive fetching strat-
egy becomes worse.

3.4 Impact of Memory Size

Fig. 12 and Fig. 13 show the performance compari-
son with memory size ranging from 8MB to 128MB (i.e.,
1.6% to 25% of the table size). As expected, the I/O cost
decreases for all algorithms when more memory space is
available. It can also be observed that when the memory
size increases from 8MB to 128MB, the DigestSM(Page)
outperforms and DigestSM(Graph)(Fig. 12). This is be-
cause a large memory is more helpful for the page-based
strategy than for graph-based strategy. Page fetching strat-
egy can utilize large memory to load and join the candi-
date join tables with fewer runs or even in memory, thereby
achieving a more efficient memory usage. But the graph
fetching strategy, which even may have the whole join graph
in memory, still suffer from the penatlty of redundant load-
ing caused by heuristically fetching pages.

3.5 Impact of Digest Entry Size

According to the TPC-H schema, theC CUSTKEYis de-
fined as a 4Bytes integer, theC ACCTBALis defined as
a 8Bytes float number, and theC PHONEis defined as a
15Bytes fix-length string. In our system, the digest entry
consists of a 8Bytespage-id, a 8Bytesrid and the join at-
tribute. So the size of digest entry withC CUSTKEYis 9%
of the size of database tuple in schema. The ratios of di-
gest entry size to database tuple size will be 11% and 15%,
when join attributes areC ACCTBALandC PHONE, respec-
tively. Fig. 14 and 15 show how the IO cost changes as we
change join attribute from small one to big one,i.e., from
C CUSTKEYto C ACCTBALand then toC PHONE. As we
can observe, when the digest entry size increases because
of different join attributes, the IO cost also increases. This
can be understand as follows: the foundation of digest join
algorithms is that they can reduce table size to save IO in
the first digest join phase. But now the size of digest entry
is growing, so the saving in digest join phase is less. On the
save time, the second fetching phase comsumes same IOs
because the selectivity does not change, so therefore overall
performance gain drops.

3.6 Impact of Join Result Distribution

In previous experiments, all algorithms are evaluated
under the setting where join results are uniformly dis-
tributed over pages. In this section, we evaluate their per-
formances when the join results follow non-uniform distri-
butions. Specifically, we skewed the join results on disk
pages based on a Zipf distribution. The Zipf distribution is
controlled by a skewness parameter ofθ. Whenθ is 0, the
distribution is uniform. The larger is the valueθ, the more
skewed is the distribution. We apply the Zipf distribution
to one table only, which emulates the case that one transac-
tion table join with a part of the fact table,e.g., some day’s
orders join with the whole customer table.

Fig. 16 and Fig. 17 show the results under the Zipf dis-
tribution. Due to the skewed distribution of join results, the
selectivity cannot be very high. We set it to be 0.1. We make
two observations showing that whenθ becomes larger, di-
gest join algorithms have a better performance improvement
over traditional algorithms. In detail, one observation is that
DigestSM(Naive) and DigestH(Naive) outperform SM and
H in most cases. This is because fewer pages are required
to be fetched when join results have high skewed distribu-
tions. The other observation is that DigestSM(Graph) and
DigestH(Graph) save more I/O cost than DigestSM(Page)
and DigestH(Page) whenθ is larger. This is because in that
case the join graph is generally small and hence an effective
page fetching schedule is more likely to be achieved.
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3.7 Magnetic Disk v.s. Flash Disk

Fig. 18 and Fig. 19 show the comparison of running tra-
ditional and digest join algorithms on magnetic disk (HD)
and flash disk (SSD). First impression is that SSD’s fast IO
definitely boost all join algorithms. But the overall con-
clusion is that digest join algorithms are not suitable for
HD. There are two reasons. First is the IO cost of run-
ning digest join algorithms on HD are significantly bigger
than running them on SSD. As we described before, this is
predicable as the random read in the page fetching phase
is expensive on HD. Second, the IO cost of digest join
algorithms are even bigger than their corresponding tradi-
tional versions,i.e., SM and H. This is not only because
the single random read is expensive on HD, but also be-
cause digest join algorithms introduce more randome read
in the page fetching phase. In particular, the more random
readings the algorithm need, the bigger IO cost on HD will
there be. For example, we can observe that both IO cost
of DigestSM(Naive) and DigestSM(Graph) on HD are big-
ger than IO cost of DigestSM(Page) on HDin Fig. 18, even
though all of them is bigger than the IO cost of traditional
sort merge join on HD. Similar phenomea can be observed
between IO cost of DigestH(Naive), DigestH(Graph), Di-
gestH(Page) and H in Fig 19.

4 Related Work

Relational database management on flash-based storage
media has attracted increasing research attention in recent
years. Because of the unique I/O characteristics of flash
disks, early work focused on assembling flash chips to sim-
ulate traditional hard disk [13, 6, 14] and guaranteeing long
life span of data [5, 7, 14]. Based on such research, recent
work exploits the characteristics of flash disks to enhance
the performance of RDBMSs. In view of the asymmetric
read/write speed and the erase-before-write limitation, Wu
et al. [27] proposed log-based indexing scheme for flash
memory. Observing that the log-based indexing scheme is
not suitable for read-intensive workload on some flash de-
vices, Nath and Kansal [22] developed an adaptive index-
ing method that adapts to the workload and storage device.
Lee and Moon [15] presented a novel storage design called
in-page logging (IPL) for RDBMS. Lee et al. [16] investi-
gated how the performance of standard RDBMS algorithm
is affected when the conventional magnetic hard disk is re-
placed by the flash disk. Shah et al. [24] presented a fast
scanning and joining method based on adapting PAX stor-
age model [1] on flash disks, which falls in the same cat-
egory of our work. The main difference is that our work
utilizes fast random reads to optimize traditional join algo-
rithms, while PAX presented in [1] is an alternative storage
scheme of relations on flash disks.

Join has been one of the important query operators in
RDBMSs. Extensive research efforts have been spent to
optimization for join processing. Mihra and Eich [20] sur-
veyed a number of join algorithms and their implementa-
tions. In this paper we focus on exploring the possibility of
further improving on-indexed-based join algorithms by uti-
lizing the random read of flash disks. In particular, our pro-
posed algorithm is inspired by join indices and page fetch-
ing. The idea of join indices [26, 25, 17] is to precompute
join results and record pairs of tuple ids that satisfy the join
to speed up future join requests. We find that this idea is
useful even when we generate the join indices on demand
for joins on flash disks,i.e., the first phase ofDigestJoin.
Next we need to tackle determining an optimal page fetch-
ing schedule in the second phase ofDigestJoin. This is ac-
tually found in index-based join algorithms. Specifically,
index-based join algorithms first compose a list of tuple
pairs that participate in the join by using indexes, and then
tuples themselves have to be fetched to construct the final
results [3, 8]. Merrett et al. [19] proved the decision prob-
lem of optimally scheduling the page fetching to beNP-
complete. A number of heuristics have been developed,e.g.,
[11], [23] and [4]. We adopt the ideas behind those heuris-
tics to design page-based and graph-based strategy in the
second phase ofDigestJoinwhile focusing on making them
memory-conscious.

5 Conclusion

In this paper, we evaluatesDigestJoinwhich exploits fast
random reads of flash disks.DigestJoinis a generic join
method as its implementation invokes traditional join al-
gorithms. By implementing two categories ofDigestJoin
methods,i.e., Digest Sort Merge Join algorithms and Digest
Hash algorithms, with the three page fetching strategies in
an experimental database system on top of a real flash disk,
we show that theDigestJoinmethod generally improves the
traditional join algorithm under various system parameter
settings. We also show thatDigestJoinis designed for flash
disk by a comparsion of runningDigestJoinalgorithms on
magnetic disk and flash disks.
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Lightweight Emulation to Study BitTorrent-like Systems 
 
 

Xiaowei CHEN 
 
 
 

Abstract 
 

Peer-to-Peer (P2P) networks can reduce the 
distribution cost of large files for the original provider of 
the data significantly. Therefore, the BitTorrent protocol 
is widely used in the Internet today. The current 
simulation methods, flow-level or packet-level, used to 
test and study peer-to-peer systems (namely modeling, 
simulation, or execution on real testbeds) often show 
limits regarding scalability, realism and accuracy. This 
paper describes and evaluates Virtual BT, our framework 
to study BitTorrent by combining emulation (use of the 
real studied application within a configured synthetic 
environment). Virtual BT is efficient and scalable and has 
good virtualization characteristics (many virtual nodes 
can be executed on the same physical node by using 
process-level virtualization and nodes do not have disk 
I/O management). Experiments with the BitTorrent file-
sharing system demonstrate the usefulness of this 
platform.  Finally, we identify new areas of improvements 
for efficient BitTorrent protocol. 
 
1. Introduction 
 

Peer-to-peer systems have become more and more 
popular over the last few years, and this popularity often 
required changes that made them more and more 
complex. BitTorrent is the very popular peer-to-peer file 
distribution system. It provides very good performance by 
ensuring that downloaders cooperate by sharing parts they 
have already downloaded through a complex 
reciprocation system. Due to this ever increasing 
complexity, the development and the study of peer-to-
peer systems have become more difficult: we need ways 
to ensure that a peer-to-peer application will work 
properly on thousands of nodes, or ways to understand 
applications running on thousands of nodes.  

Distributed applications are traditionally studied using 
mathematical modeling, simulation, and execution on a 
real system. Simulation consists in using a model of the 
application’s code in a synthetic environment. This 
method is widely used, and gives valuable results easily. 
However, it is often difficult to simulate efficiently a 
large number of nodes using a complex model: a trade-off 
between the realism of the model and the number of 
nodes always has to be made.  

On the other side, one can run the real application to 
study on a real-world experimentation platform like 
PlanetLab [1]. But the environment is then difficult to 
control and modify (since it depends heavily on the real 
system itself), and results are often difficult to reproduce 
(since the environmental conditions may vary a lot 
between experiments). This kind of real-world 
experiments is needed when developing a peer-to-peer 
system, but it doesn’t satisfy all needs. 

BitTorrent has already been largely evaluated through 
analysis of large scale utilization [2, 3], analytical 
modeling [4] or simulation [5]. 

However, those works have never been compared to 
large scale studies on real world systems, or to studies 
using emulation. BitTorrent is an engineering work, not a 
research prototype, and several parts of its code are very 
complex. The large number of constants used as 
parameters of all the important algorithms makes it very 
hard to model accurately. 

We present literature review in section 2. Then, we 
give motivation in section 3, and we give a detailed 
description of our emulator in section 4, and our 
experiment result in section 5. We conclude the paper 
with future work in section 6. 
 
2. Literature Review 
 

BitTorrent is an extremely popular P2P file 
distribution protocol that is not formally standardized. 
The original BitTorrent client, called the mainline client, 
was open-source. Other clients interoperated with the 
original client and each other by conforming to aspects of 
the "protocol" gleaned from its source code. A de facto 
standard consisting of dominant protocol features 
eventually emerged [6]. However, many clients make 
non-standard extensions to the protocol such as Ono [7], 
peer ISP-cache support, peer exchange protocol, and 
multitorrents. Interestingly, the mainline client is no 
longer open source and is now owned by a company 
called BitTorrent. Nonetheless, other existing clients have 
no incentive to adopt any new, official protocol changes.  

We will review BitTorrent protocol and related 
literature from the following aspects: undertanding and 
evaluation, modification and improving, application and 
extension.  
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2.1 Understanding and Evaluation 
 
The popularity of BitTorrent comes from its efficiency 
ensured by its peer and piece selection strategies. The 
peer selection strategy aims at enforcing the cooperation 
between peers while the piece selection strategy tends to 
maximize the variety of pieces available among those 
peers. The great success of BitTorrent has attracted the 
curiosity of the research community and several papers 
have appeared on this subject. Based on the official 
introduction about BitTorrent [6], [8], we now have a 
better idea on the strengths and weaknesses of the 
protocol [9], [10], [11], [12]. We also have a clear idea on 
the peers’ behavior (i.e., arrival and departure processes), 
and on the quality of service they experience [13], [14], 
[15], [16]. Pawel et al. [17] first systematically 
investigated the optimal piece size in BitTorrent, 
explained why small pieces are the optimal choice for 
small-sized content, and why further dividing content 
pieces into subpieces is unnecessary for such content.  
    Peer oriented experiment result [18] and Hamra et al. 
[19] expanded on those results through simulation with 
some experimental confirmation. They also examined the 
diameter of the overlay created, and the robustness of the 
overlay in the presence of churn and attacks. Urvoy et al. 
[20] used a simulated BitTorrent overlay to look at the 
distance of peers from the initial seed and the matrix of 
peer connections. Their results were based on a 
homogeneous collection of peers, and were limited to the 
initial stage of a swarm. In addition, as compared to a 
chain, a full mesh overlay makes BitTorrent more robust 
to peers’ departures and overlay partitions. 
    F. Benbadis [21] deeply analyzed bandwidth 
relationship among the server, leecher and seed, proposed 
a conservation law. Focused on greedy strategies in 
BitTorrent networks, D. Carra [22] took BitTyrant as case 
study its impact. C. Dale and J. Liu [23] focused on 
expreimental evaluation, suggest that the initial stage is 
not predictive of the overall performance; find no clear 
evidence of persistent clustering in any of the networks, 
precluding the presence of a small-world that is 
potentially efficient for peer-to-peer downloading. They 
first attempt to introduce clustering into BitTorrent. This 
approach is theoretically proven and makes minimal 
changes to the tracker only. 
    Until now, almost all the important BitTorrent default 
parameters and core algorithms are deeply studied. Many 
researchers still put effort to them to push the BitTorrent 
performance to limit by tuning these paramenters and 
algorithms. 
 
2.2 Modification and Improving 
 

The enhancement of BitTorrent maily focused on 
incentives and security. 
 
2.2.1 Incentive Mechanisms 
 
Cohen found strict tit-for-tat to come at too high a cost, 
and weakened the protocol’s incentives to achieve better 
performance.  
    BitTyrant [29] is a modification of the Azureus 
BitTorrent client that exploits the “last place is good 
enough”. BitTyrant is an empirical study of its 
effectiveness. BitThief [11] studies the feasibility of 
downloading in BitTorrent without uploading. A BitThief 
client attempts to enter as many peers’ optimistic unchoke 
slots as possible. This strategy results in a tragedy of the 
commons. 
    Others have considered game-theoretic models of 
BitTorrent. Coupon replication [30] has been used as a 
way to model trading in BitTorrent and show that 
altruism does not play a critical role in file swarming 
systems’ performance, nor that rarest-first block 
scheduling is of critical importance. Proportional share 
[31] has been studied in many contexts. Zhang and Wu 
show that proportional share in a BitTorrent-like system 
quickly achieves market equilibrium.  
    Much work has gone into encouraging cooperation 
among selfish BitTorrent participants. Tit-for-tat is a 
common incentive mechanism that peers provide blocks 
to those who have provided them blocks in the past. 
BitTorrent was originally described as using tit-for-tat [8]; 
Jun and Ahamad [32] propose removing optimistic 
unchoking from BitTorrent in favor of a k-TFT scheme, 
in which peers continue uploading to others until the 
deficit (blocks given minus blocks received) exceeds 
some niceness number k. Garbacki et al. [33] consider an 
amortized tit-for-tat scheme that effectively allows 
contributions made while downloading one file to apply 
in a tit-for-tat-like manner to other files in the future. 
Other solutions to this problem generally involve 
monetary mechanisms. 
    Dandelion [34] is a file distribution protocol that uses 
currency and key exchanges through a centralized server 
to provide incentive for sharing across different 
downloads.  
    Dave [35] provides newly joined peers an initial set of 
pieces of the file to trade. Their mechanism encourages 
peers to trade immediately, and ensures that new peers 
upload blocks at the same time as downloading. Further, 
it is resilient to Sybil attacks. 
 
2.2.2 Security Problems 
 
BitTorrent seurity maily includes churn and poisoning, 
ISP blocking, and attack to seeder or leecher. 
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    Daniel [36] divides churn study into two groups. One is 
passive monitoring, Sen et al. [37] use passive 
measurement at several routers to monitor flows in 
FastTrack, Gnutella, and Direct-Connect. The other is 
active probing, which is using crawling to characterize 
P2P networks and present the behavior of session length 
across peers, [2], [3] and [14] are the representatives. 
Each of these studies show that session-lengths are not 
Poisson, and some of the studies further conclude that 
session lengths are heavy-tailed (or Pareto).  
    Recently, there have been a number of studies on 
pollution and poisoning attacks on second-generation P2P 
file sharing systems (such as Kazaa and eDonkey). 
Similarly, the “index poisoning” attack, wherein an 
attacker advertises an enormous number of bogus sources 
for a targeted content, was highly pervasive in the 
FastTrack and Overnet DHT (eDonkey) networks. For 
copyrith protection, X. Lou [38] apply content poisoning 
model into BitTorrent, eDonkey and eMule. They 
discover that BitTorrent is most resistant to content 
poisoning. Index poisoning could be a viable alternative 
to cope with copyright violation on BitTorrent. 
    Many ISPs are known to rate-limit the bandwidth 
consumed by BitTorrent traffic by deploying traffic 
shapers in their networks. However, it has been 
discovered recently that some ISPs do not just rate-limit 
BitTorrent flows but block them outright by injecting 
forged RST packets into the flows. When the end nodes 
of a BitTorrent transfer receive the RST packets, they 
immediately terminate the transfer. Marcel [39] 
developed the first tool (BTTest) to offer highly specific, 
reliable blocking detection to a large number of end users. 
It is widely used in public deployment. 
    BitTorrent swarms are susceptible to a number of 
different attack types. For leechers, Prithula [40] observed 
two attacks that are frequently deployed today, which we 
refer to as the fake-block attack and the uncooperative-
peer attack. They present the results of both passive and 
active measurements. They developed a crawler that 
contacts all the peers in any given swarm, determines 
whether the swarm is under attack, and identifies the 
attack peers in the swarm. Using passive measurements, 
they performed a detailed analysis of a recent album that 
is under attack. While for seeders, Prithula [41] consider 
two natural seed attacks: the bandwidth attack and the 
connection attack.We take a three-prong approach to 
analyze these attacks. They created their own private 
torrents within PlanetLab; carefully analyzed the 
connection management and seeding algorithms in open-
source BitTorrent seeds; constructed a simple fluid model 
which provides additional insights into the empirical 
results. They also studied how torrents can be discovered 
in their early stages. The observations and conclusions 
can help P2P developers to design highly-resilient P2P 
systems. 

2.3 Application and Extension 
 
2.3.1 Cross-ISP Traffic 
  
The load peer-to-peer traffic creates on ISPs has been 
discussed for a few years. There are mainly two 
categories of work in peer-to-peer content replication: 
evaluation and architectural works. 
    The evaluation works focus on understanding the 
impact of peer-to-peer traffic on ISPs and on how locality 
can help out of the context of a specific implementation 
of locality. 
    Bindal et al. [24] present the impact of a deterministic 
locality policy on ISPs’ peering links load and on end-
users experience. They show that, in the scenario they 
consider, their biased neighbor selection significantly 
reduces inter-ISP traffic with a minor impact on the end-
users download time, as long as the seed is four times 
faster than a leecher.  
    Karagiannis et al. [25] first introduced the notion of 
locality in the context of peer-to-peer content replication. 
First, they monitored the BitTorrent traffic flowing 
through the access link of an edge network. They show 
that 70 − 90% of all the contents downloaded on the local 
network was downloaded from external peers. Their 
conclusion is that peer-assisted locality distribution is an 
efficient solution for both the ISPs and the end-users.  
    The architectural works propose new architectures to 
implement locality policies. Those works build on the 
results provided by the evaluation works. 
    P4P [26] is a project whose aim is to provide a light-
weight infrastructure to allow cooperation between peer-
to-peer applications and ISPs. The P4P architecture is 
based on two components: the ISP tracker (itracker) that 
is deployed by each ISP and the application tracker (app-
tracker) that is deployed by the content provider. Results 
derived from P4P suggest that locality reduces peer-to-
peer traffic by up to 50 − 70% with increased 
performances. 
    Aggarwal et al. [27] present an architecture that is 
similar by some aspects to P4P. The authors define the 
notion of oracle that is supplied by ISPs in order to 
propose a list of neighbors to peers. 
    Another approach that requires no dedicated 
infrastructure is Ono. Ono clusters users based on the 
assumption that clients redirected to a same CDN server 
are close.  
    In all those approaches, only a fraction of the traffic is 
kept local in order preserve the robustness of the torrent.  
    Stevens et al. [28] provide new insights to content 
providers and ISPs. The overhead decreases linearly with 
locality. The capacity of the initial seed is critical to have 
a low peer download completion time and overhead with 
a high locality. High locality values enable a low 
overhead and slowdown in a large variety of scenarios. In 
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case of churn, a fraction of peers do not complete with 
high locality values, they identified the issue and 
proposed a solution that consist in a modification of the 
BitTorrent algorithm that manages the reconnection to the 
tracker.  
 
2.3.2 Streaming Media Distribution 
  
Prior work on peer-to-peer (or peer-assisted) streaming 
can be classified into either live streaming or on-demand 
streaming. These systems typically use either a tree-based 
or a data-driven approach. Tree-based approaches are 
typically based on application-level multicast 
architectures, in which the data is propagated through one 
or more relatively static spanning trees. Such application-
level solutions have mainly been used for live streaming. 
Related treebased approaches using cache-and-relay have 
also been proposed for on-demand streaming. In cache-
andrelay systems, each peer receives content from one or 
more parents and stores it in a local cache, from which it 
can later be forwarded to clients that are at an earlier 
playback point of the file. The tree-based approaches 
work best when peer connections are relatively stable. 
    Parvez et. al [42] provide insight into transient and 
steady-state system behavior, and help explain the 
sluggishness of the system with strict In-Order streaming. 
They also provide quantitative results on the startup 
delays and retrieval times for streaming media delivery. 
The results provide insights into the optimal design of 
peer-to-peer networks for on-demand media streaming. 
 
2.3.3 Replication in Bandwidth-Symmetric Networks 
  
Most papers on BitTorrent focus on heterogeneous end-
users sharing files on the Internet. A few researchers 
focus in homogeneous local environments with 
symmetric bandwidth properties. A notable exception is 
the work presented in [43] and [44], where BitTorrent-
based data distribution on LAN-based desktop grids is 
studied. The authors show by experiments that BitTorrent 
clearly outperforms FTP for the dissemination of large 
files over a LAN, and present an enhancement of the 
protocol that improves the performance for small file 
distribution as well. However, replication mechanisms 
such as the one we present in this paper are not 
considered. 
    Replication and caching have been widely researched 
in a variety of contexts. M. Meulpolder [45] aim to 
improve the performance of bandwidth-symmtric 
networks with a novel mechanism for replication using 
so-called replicators, which replicate a subset of the files 
in the system. The results show that Replicated BitTorrent 
significantly improves download times in local 
bandwidth-symmetric BitTorrent networks. 
 

2.3.4 Wireless ad hoc networks 
  
Several works tried to adapt BitTorrent to wireless ad hoc 
networks (e.g. [46] and [47]). They only focus on the 
tuning of the peer discovery phase without addressing the 
efficiency of the content sharing itself. Michiardi et al. 
study in [48] the performance of a cooperative 
mechanism to distribute content from one source to a 
potentially large number of destinations. They propose to 
deploy BitTorrent with a minor change allowing neighbor 
discovery and traffic locality. This is done by selecting 
only near neighbors as effective neighbors. The result is a 
decrease in the total download time and energy 
consumption. While M. K. Sbai [49] go beyond by 
focusing not only on the download time but also on the 
sharing among peers which we will show to further 
improve the download time as well. 
    In summary, there is prosperous development about 
BitTorrent performance enchancement, BitTorrent-like 
applications or extensions. Many simulators are 
developed to study all the possibilities which BitTorrent 
can be applied in, such as NS2, GPS [50], UTAPS [51], 
P2PLab [52], Top-BT [53], etc. But simulator has its 
inherent drawback that can not present approximately to 
real world as stated in section 1. Thereby, we need to 
design an emulator to solve this problem. 
 
3. Motivation 
 

As stated in the introduction section, though 
experiment in real environment can get realistic result, it 
is difficult and expensive to set up, limited in size and 
complexity. It will be interfered with production networks 
and restricted to existing technologies. Moreover, its 
reproducibility is not good.  

As for simulation, it builds a synthetic enironment for 
running representations of code. It can be fully controled 
over target platform. Simulation provides a feasible 
method for investigation of complex network topologies 
and conditions. It is not limited by speed of simulation 
hardware, has low cost and good flexibility. But it is hard 
to model network traffic, might fail to mimic subtlties of 
real code. 

Thereby, between simulation and real-world 
experimentation these two approaches, we need to find a 
compromise way, which can not only simulate efficiently 
a large number of nodes using a complex model, but can 
easy to control and modify, and the generated results are 
easy to reproduce.  

This paper explores an intermediate solution using 
BitTorrent-like emulation (use of the real studied 
application within a configured synthetic environment) 
and virtualization (allows to share a resource between 
several instances of an application), and shows that such 
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an approach can provide interesting results when used to 
study BitTorrent-like systems. 

Emulation and Simulation need to be defined and 
distinguished here. 

Emulation consists in providing a modified 
environment to the studied application, to match the 
conditions of the experiment. It is combination of 
simulation and implementation. It provides semi-synthetic 
enviroment for running cod, that is, on one hand it offers 
real network implementation and supplementary means 
for introducing synthetic delays and faults. On the other 
hand, it provides a virtual network to networked devices 
and applications.  

In emulation, applications can run on unmodified real 
devices or systems, can be deployed in a configurable 
Internet-like environment. Generally, emulation is an 
enviroment which is configurable, controlled and 
reproducible and can generate real network traffic. 

For example, when studying peer-to-peer systems, 
network emulation is important, for instance, real network 
traffic can pass through emulator. While emulation of 
different types of hard disks is probably not necessary.  

Simulation is the use of a model to represent over 
time essential characteristics of a system under study, 
attempts to predict aspects of the behaviour of some 
system by creating an approximate (mathematical) model 
of it. This can be done by physical modelling, by writing 
a special-purpose computer program or using a more 
general simulation package, probably still aimed at a 
particular kind of simulation (e.g. structural engineering, 
fluid flow). Normally, simulator is software runs in a 
single computer to simulate another system. 
 
4. Virtual BT Design 
 
4.1 Overview 
 

Virtual BT (Virtual BitTorren) is our emulator for 
studying BitTorrent-like systems. It targets high 
efficiency (large number of virtual nodes can be studied 
on a low number of physical nodes without disk I/O 
operation), and scalability (experiments can be done with 
thousands of nodes). 

Virtual BT virtualizes at the process level, not at the 
system level, to provide better scalability. It runs on 
Linux, which makes the emulator high efficient. A 
decentralized approach is used to emulate network 
topologies, allowing better scalability. 

First, we will verify that Linux (2.6.22) is a suitable 
platform for Virtual BT by checking that its scheduler is 
better than Windows platform. The system architecture of 
Virtual BT is presented in section 4.4. 
 
4.2 Linux Scheduler vs Windows Scheduler 

 
While most virtualization systems virtualize on the 
operating system level, it is not mandatory here since the 
goal is to study peer-to-peer systems. It was therefore 
decided to virtualize the process’ network identity by 
binding each process to its own IP address. 
    The Linux operating system was chosen for Virtual BT 
which is written by C language because of the availability 
and efficiency. But it was still necessary to test whether 
Linux was a suitable platform to run a very large number 
of processes without compromising our experiment’s 
results. Every part of the scheduler is guaranteed to 
execute within a certain constant amount of time 
regardless of how many tasks are on the system. This 
allows the Linux kernel to efficiently handle massive 
numbers of tasks without increasing overhead costs as the 
number of tasks grows.  
    According to Johnaton Weare [54], we can get 
comparison results about scheduler between Linux and 
Windows, shown in the following tables. 
 

Table 1 Timeslice – Uniprocessor 
 

Scheduler  Linux Windows 
Timeslice Range 10ms-200ms 10-120ms (Client) 

120ms (Server) 
Timeslice Default  100ms 20-60ms (Client) 

120ms (Server) 
 

Table 2 Timeslice – Multiprocessor 
 

Scheduler  Linux Windows 
Timeslice Range 10ms-200ms 15-180ms (Client) 

180ms (Server) 
Timeslice Default  100ms 30-90ms (Client) 

180ms (Server) 
 

Table 3 Performance 
 

Scheduler  Linux Windows 
Scheduling 
Latency 
(average) 

0.009ms 2ms 

Scheduling 
Latency (worse) 

0.3ms 16ms 
 

 
    From the table 1-3, we can see that for uniprocessor, 
multiprocessor, and system latency, Linux scheduler is 
much better than Windows sheduler. Further more, Linux 
is open source, there are many research projects are based 
on it, which can offer valuable references to our 
emulation. 
 
4.3 Virtualization 
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Virtualization is made at the level of the process network 
identity: instances on the same physical system share all 
resources (filesystem, memory etc.) as normal processes 
do. However, each process has its own IP address on the 
network. The main IP address of each physical system is 
kept for administration purposes. The IP addresses of the 
virtual nodes are configured as interface aliases as shown 
in figure 1. On each physical node, IP addresses for 
virtual nodes are configured as interface aliases. Actually, 
most UNIX systems, including Linux and FreeBSD, 
allow each network interface to be assigned several IP 
addresses through an aliasing system.   
 

 
Fig. 1. IP Alias in Physical Node 

 
    Evaluation showed that interface aliases produced no 
overhead compared to the normal assignment of an IP 
address to an interface. To avoid namespace conflicts, the 
adresses of the virtual nodes were chosen in different 
subnet. Figure A shows an example configuration using 
the 192.168.0.2/24 network for administration and the 
10.0.0.0/8 network for virtual nodes. 
 
4.4 System Architecture 
 
According to the BitTorrent Protocol Specification [6] and 
mainline BitTorrent application, the system architecture of 
Virtual BT is designed as figure 2 shown. 
    There are five main modules in the system: parse 
metainfo module, connecting to Tracker module, error 
handling module, running log module and exchanging 
data with peers module. 

    Note the system does not include disk buffer 
management. All the data exchange among memory in 
order to increase the data exchange efficieny and system 
performance. 
    Here are each module’s functions: 
 

Virtual

BitTorrent

Parse Metainfo

Connect to Tracker

Exchange Data 
with Peers

Piece Selection

Response 
Message

Generate Message

Signal Processing

Policy 
Management

Bitfield 
Management

Message 
Processing

Peer Managment

Running Log

Error Handling

Choking Algorithm

 
 

Fig. 2. Virtual BT System Architure 
     
    1. Parse Metainfo Module: Parse metainfo file, get 
tracker server’s address, downloading file’s name, piece 
length, and each piece’s hash value. 
    2. Connecting to Tracker Module: According to HTTP 
protocol, get the request from peer’s address, connect to 
tracker, parse tracker’s response, and then get each peer’s 
IP address and port number. 
    3. Error Handling Module: Define all the possible error 
types in the system, and process errors. 
    4. Running Log Module: Record running log, and save 
to files in order to view or analyze. 
    5. Exchanging data with Peers Module: According to 
the peer’s IP address and port number, connect to peer, 
download data from peers, and upload data to peers. One 
of the main functions is responsible for sending and 
receiving messages, exchange messages in all peers. Core 
algorithms are choking algorithm and piece selection 
algorithm.. 
    (1) Peer Management: Create peer struct type, manages 
peer linklist, adds and deletes peer node. 
    Peer struct type is the most important and complex data 
structure. We define seven statuses in header file. These 
statuses tranformation figure is shown in figure 3. 
    Halfshaed status means peer already sent handshaking 
message but still did not receive handshaking message 
from the other peer, or the peer already received the other 
peer’s handshaking but did not send itself handshaking 
message. When two sides enter the Data status, they can 
exchange data, and four member variables (am_choking, 
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am_interested, peer_choking and peer_interested, as 
shown in figure 7 and 8) are available to use. These 
vaiables are the core members of BitTorrent choking 
algorithm. 

Initial

Halfshaked

Handshaked

Accept handshake Msg Send handshake Msg

Send handshake Msg Accept handshake Msg

Established TCP 
Connection

Receive 
Bitfield

Send 
Bitfield

Data

Closing

Accept Bitfield Msg Send Bitfield Msg

Send Bitfield Msg Accept Bitfield Msg

Timeout Self or the other peer 
close TCP connection

 
 

Fig. 3. Establish Connection Flowchart 
 
    (2) Message Processing: It is for peer to peer 
communication processed by sending and receiving 
message. This module will generate and send message, 
receive and process message according to the current 
status. Figure 7 and 8 are the transition diagrams for 
BitTorrent choking algothm in message processing 
module. 
 

 
Fig. 4 Status Transition Diagram of a Connection 
from the Downloading Perspective 
 

 

Fig. 5 Status Transition Diagram of a Connection 
from the Uploading Perspective 
    (3) Bitfield Management: Indicate which pieces are 
downloaded, and which pieces are not downloaed. 
    (4) Policy Management: Implement choking algorithm 
and piece selection algorithm. 
    (5) Signal Processing: Some processings before the 
program be terminated. E.g. Free memory, close file and 
close socket, etc. 
    In summary, this emulator is designed in C language, 
run on Linux operating system, and it is based on 
BitTorrent mainline 4.0.2. It enhances log module and 
takes out disk management module. 
 
5. Vitual BT Network Emulation 
 
5.1 Emulation Configuration 
 
Current network topology emulators like a realistic 
emulation of the core network. But most peer-to-peer 
applications run on nodes on the edge of the Internet: 
while the traffic in the core of the Internet can influence 
the peer-to-peer system behaviour (congestion between 
providers can increase latency, for example), the main 
bottleneck for end nodes is often the link between the 
user and its Internet service provider (ISP). Therefore, it 
is possible to model the Internet by reproducing what the 
end node really sees, excluding what is less important 
from the end node point of view. Some features will take 
effect when we adopt ModelNet [55] in the future work. 
    Table 3 gives the emulation configuration which we 
successfully emulated using Virtual BT. 
 

Table 3 Emulation Configuration 
 

Hardware / Software Configuration 
Computer 
(Intel Core 2 1.86G/1G Memory) 

4 

Switch (D-Link DGS-1224T) 1 
Operation System Fedora 6 
Seeding Software Azureus 2.5 
Content1 (Kung.Fu.Panda.rmvb) 333 MBytes 
Content2 (Guns.N'Roses.rar) 52.7 MBytes 
Content 1 Distribution 50 IP, 1 computer 
Content 2 Distribution 200 IP, 2 computers 

 
    There are four computers in our experiments: one is for 
tracker, one is for seed, and the other two are for leechers. 
All computers installed with Fedora 6 are connected by a 
Gbps bandwidh switch. The whole emulation topology is 
shown in figure 6. 
    Network emulation is achieved in a decentralized way: 
each physical node is in charge of the network emulation 
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for its virtual nodes. Both incoming and outgoing packets 
are delayed by program control.  

Seed Server
(192.168.0.121)

Node2 (192.168.0.136)

10.0.0.1 (alias)

10.0.0.2 (alias)

…

10.0.0.100 (alias)

Leecher2

Switch

Tracker 
(192.168.0.120)

Leecher1

Node1 (192.168.0.135)

10.0.0.1 (alias)

10.0.0.2 (alias)

…

10.0.0.100 (alias)

 
 

Fig. 6. Virtual BT Emulation Topoly 
 
    We implemented two experiments. Experiment one is 
for moive (Kung.Fu.Panda.rmvb) distribution. Leecher 1 
computer generates 50 processes to get the content from 
seed server. Experiment two is for compressed file 
(Guns.N'Roses.rar) distribution. Leecher 1 and 2 generate 
200 processes to get the content from seed server. 100 
processes are generated by each leecher. 
 
5.2 Virtual BT Performance 
 
In this section, we implemented our emulation 
experiments, showing that Virtual BT is a suitable 
experimentation platform to study BitTorrent system. 
 
5.2.1 Experiment 1 
 
Experiment 1 is easy and fast to implement. Figure 7 
shows the percentage of data transferred on each peer 
with time. 

 
Fig. 7. Data Transferred Percentage in Experiment 1 

    From figure 7, we can see that peers distribute the 
movie quickly. We control peer only can receive data 
from seed with 500KBps rate, after a while, peer can 
exchange data with each other to complete download very 
fast. We will see more obvious in experiment 2. 
 
5.2.2 Experiment 2 
 
Experiment 2 adopts the same configuration. There are 
200 processes join the file distribution. Figure 8 shows 
swarm in the early stage. Many file pieces are 
downloaded from seed server. 

 
 

Fig. 8. Swarm in Early Stage in Experiment 2 
 

 
Fig. 9. Data Transferred Percentage in Experiment 2 
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Fig. 10. Peer Completed the Downloading 

 
    In figure 9, due to more peers join the file distribution, 
a lot of peers speed up downloading fast. Data 
exchanging is more frequently than experiment 1, and it 
also help to decrease the distribution stress of seed server.  
    Figure 10 shows the peers completed downloading 
diagram. As the time goes by, more and more peers 
complted downloading and become to be seeds. The latter 
the time goes by, the more the seeds appear. This result is 
similar with the reference [19], which verified our 
emulation experiment is valid.  
 
6. Conclusion and Future Work 
 
6.1 Future Work 
 
6.1.1 Emulator Performance Improvement 
 
    Virtual BT’s emulation model is designed to control: 
    1. Bandwidth, latency and packet loss rate on the 
network link between the end node and its ISP. Now we 
only use select() function to control the packet 
transmission rate. We plan to apply ModelNet [55] to 
improve performance of our emulator. 
    2. Latency between group of nodes, allowing us to 
study problems involving locality.  
   Our decentralized network model doesn’t consider the 
problem of congestion in the core links (between internet 
service providers). Its role in the performance of peer-to-
peer systems needs to be determined through experiments 
on PlanetLab [5] or DSL-Lab [8]. Then, we will be able 
to modify our network model to include it. 
     We know that DummyNet plus IPFW based on 
FreeBSD can handle bandwidth control, too. DummyNet 
is a kind of modelling of networks as simple delay lines, 
which requires little hardware support. ModelNet is a 
kind of real-time network simulation and detailed 
modelling of virtual networks. We will compare two 
methods with Virtual BT in future to see which is more 
accurate.  

    We follow up the BitTorrent mainline development, 
test and study the important parameters, such as peer set 
size, torrent set size, interaction time period, etc., to 
optimize the performance to BitTorrent. 
 
6.1.2 BitTorrent Performance Improvement 
 
    As the literature review stated, there are many aspects 
of applications improve their efficiency by using 
BitTorrent. But there exist phenomenon we can not 
neglect, that is, eMule or eDonkey is another killer 
application for P2P file sharing, it has several advantages 
that BitTorrent cannot achieve up to present. Here as the 
follows: 
    For searching, it is easier to search for files on the 
eD2k than BitTorrent. The only way to search for files on 
the BitTorrent network is through public tracker search 
engines or private trackers. There is no way for example 
to search multiple private trackers automatically, not to 
mention that you would have to be a registered member in 
all of them first. 
    For variety, perhaps the greatest advantage of the eD2k 
network is the variety of files. BitTorrent is most suited 
for new files, which are guaranteed to be released and 
downloaded very quickly. If you are looking for a good 
variety of files on the BitTorrent network, your best 
solution is to register on multiple private BitTorrent 
trackers that offer more specialized than generalized 
media. 
     For availability, the eD2k network by design is a 
sharing P2P network, not a trading one like BitTorrent. 
Files on the eD2k network stay alive almost forever, 
while files on the BitTorrent network usually die in a 
matter of few months or even weeks. 
    For sharing, as the Internet casual users, it is much 
easier to share files on the eD2k network. You just share 
the files on eMule and connect to a server, and then 
everyone connected to the eD2k network (not necessarily 
the same eD2k server) can find it. You also guarantee that 
the files will be shared and spread in a more efficient 
manner on the eD2k network, prolonging their life. On 
the other hand, with BitTorrent you need to run a tracker 
and publish the torrent, and even then users cannot find 
your file unless you post it on a website. 
    Despite these disadvantages that BitTorrent can not 
solve now, it also have some metris that eMule hardly 
achieve, either. For example, the speed, ease of use, etc.    
So how to combine the advantages of eMule with 
BitTorrent, make BitTorrent has more widely application 
space, increase “stickness” of user, these are open 
questiones for us. From the eMule’s history record 
mechanism, mechanism design and social network, we 
can be inspired to boost BitTorrent protocol’s 
performance in future. We need to find a better incentive 
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mechanism. DAMD (Distributed Algorithmic Mechanism 
Design) is a good way to try. 
    Finally, we need to extend Virtual BT to other peer-to-
peer systems, to verify that it allows to answer wide range 
of questions on a wide range of systems. With the 
increase of the resources available on a single computer, 
emulation has been the target of a lot of research in the 
last years. 
 
6.2 Conclusion 
 
With the increase of the resources available on a single 
computer, emulation is used to build useful 
experimentation platforms, and are a promising tool to 
study peer-to-peer systems: they allow to use the real 
application on a large number of nodes in a configurable 
environment allowing reproduction of experiments. 
    This work shows our emulation platform only 
virtualizes what is needed to make the different virtual 
nodes look like real separate nodes from the outside: its 
network identity. This lightweight virtualization allows to 
maximize the system utilization ratio. 
    By detailed literature review, we see the extensive 
applications and improving for BitTorrent protocol. Our 
emulation platform, Virtual BT, enabled us to perform 
some experiments on the BitTorrent peer-to-peer system. 
During those experiments, Virtual BT proved to be 
scalable, efficient and useful. Through further 
development, it can be used to do more researches about 
BitTorrent performance improvement. 
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Speeding Up Homomorphic Hashing Using GPUs 
 
 

Kaiyong ZHAO 
 
 
 

Abstract 
 
Network coding has recently been widely investigated in 

the area of peer-to-peer networks in order to improve the 
system throughput and/or robustness. Such systems are prone 
to pollution attacks, however, because a single polluted data 
packet from any malicious peer will be encoded with other 
genuine data packets and the pollution will be propagated to 
the whole network at an exponential speed. Homomorphic 
hash functions are currently the only known approach to 
defending the pollution attacks, but unfortunately they are 
computationally expensive for contemporary CPUs. This 
paper proposes to exploit the computing power of Graphic 
Processing Units (GPUs) for homomorphic hashing. 
Specifically, we demonstrate how to use NVIDIA GPUs and 
the Computer Unified Device Architecture (CUDA) 
programming model to achieve more than 60 times of speedup 
over the CPU counterpart. We also developed a multi-
precision modular arithmetic library on CUDA platform. The 
library is not only key to our specific application, but also 
very useful for a large number of cryptographic applications. 

 

Keywords 
 
Network coding, homomorphic hash function, GPU 
computing, CUDA 

1. Introduction 
In recent years, peer-to-peer (P2P) content distribution 

applications such as BitTorrent and ppLive, have become the 
most popular Internet applications due to their scalability and 
robustness. Network coding has been proposed as an effective 
mechanism to improve the performance of such P2P 
applications [14]. However, P2P applications with network 
coding suffer from the notorious pollution attacks: a malicious 
node can send out bogus packets which will be merged into 
other genuine packets and propagated into the whole network 
at an exponential speed. To resolve this problem, 
homomorphic hash functions have to be applied such that the 
hash of any encoded packet can be effectively derived from 
the hashes of the original packets, which enables the detection 
of bogus packets before a peer encodes it with other packets 
[12]. Unfortunately homomorphic hash functions rely on 
multiple-precision modular operations and are 
computationally expensive [10] [12]. 

Recent advances in Graphics Processing Units (GPUs) 
opens a new era of GPU computing [20]. For example, 
commodity GPUs like NVIDIA’s GTX 280 has 240 
processing cores and can achieve 933 GFLOPS of 
computational horsepower. More importantly, the NVIDIA 
CUDA programming model makes it easier for developers to 
develop non-graphic applications using GPU [1] [4]. In 
CUDA, the GPU becomes a dedicated coprocessor to the host 
CPU, which works in the principle of Single-Program 
Multiple Data (SPMD) where multiple threads based on the 
same code can run simultaneously.  

In this paper, we propose to use GPU for homomorphic 
hashing. The homomorphic hash function needs to multiply a 
large number of exponentiations, so the critical part is to 
optimize the exponentiation operation for high-precision large 
integers. To this end, we focus our work on the design, 
implementation, and optimization of exponentiation 
operations on GPU. In order to fully utilize the computing 
power of GPU, it is highly desirable to create thousands of 
threads. A common configuration of homomorphic hash 
function requires calculating hundreds of exponentiations, 
hence we propose to perform multiple homomorphic hashing 
simultaneously. 

The contribution of this work is threefold: 
• First, we designed and implemented a fast exponentiation 

algorithm using Montgomery reduction and also 
precomputation, for the CUDA architecture. 

• Second, we achieved 8979 Kbps of throughput using a 
contemporary graphic card, which is more than 60 times of 
the CPU counterpart with similar working frequencies. 

• Third, we developed a multiple-precision modular 
arithmetic library for CUDA, which could be used in lots 
of security applications such as RSA, and ElGamal 
schemes. 

The rest of the paper is organized as follows. Section 2 
provides background information on network coding, 
homomorphic hash functions, GPU architecture, and CUDA 
programming model. Section 3 presents the design of 
multiple-precision modular arithmetic on GPU. Section 4 
presents the parallel implementation of homomorphic hash 
function. Experimental results are presented in Section 5, and 
we conclude the paper in Section 6. 
2. Background and Related Work 
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In this section, we provide the required background 
knowledge of network coding, homomorphic hash functions, 
GPU architecture and CUDA programming model. 

 
2.1 Network Coding 

 
In traditional communications networks, the intermediate 

nodes simply perform data forwarding. Recently, a large 
number of works focus on applying network coding to 
improve network performance. The seminal work of network 
coding has been studied in [7], which showed that a multicast 
session can achieve the data rate of multicast upper bound if 
network nodes are allowed to perform coding. Later it has 
been further shown that linear network coding is sufficient to 
achieve the multicast capacity [9]. Linear network coding 
regards the messages as vectors of elements in a finite field, 
and the encoding function is a simple linear combination over 
the finite field. The framework of random network coding was 
proposed in [8], which shifts network coding research from 
theory to practical applications. 

The Avalanche system from Microsoft Research exploits 
the random linear network coding in P2P content distribution 
[11]. LAVA and R2 P2P live streaming systems also uses 
random linear network coding [15] [16]. Network coding has 
also been applied to distributed storage systems, wireless 
networks, and sensor networks [14]. The following shows a 
general framework of random linear network coding in P2P 
applications. 

The data to be distributed is divided into n blocks 

1 2
( , , , )

n
b b bK , where each block ib is further divided into m 

codewords ,i kb , },,1{ mk K∈ . An encoded block je  is a linear 
combination of the n original blocks and it is also divided into 

m codewords kje , , },,1{ mk K∈ . The linear relationship 

between je  and the original n blocks is described by its global 

coefficient vector ),,,( ,2,1, njjj ccc K , i.e., 

∑=
⋅=

n
i kiijkj bce

1 ,,, , },,1{ mk K∈ . In a P2P application, a peer 
receives encoded data blocks from upstream peers, and also 
creates and disseminates encoded data blocks to its 
downstream peers. Notice that the global coefficient vector 
should be sent along with the encoded data block. A peer can 
recover/decode the original n blocks as soon as it has received 
n linearly independent coded blocks ),,,( 21 neee K , by solving 

the set of linear equations ∑=
⋅=

n

i kiijkj bce
1 ,,, , },,1{ mk K∈ , 

},,1{ nj K∈ . 

A final remark is that, the above operations could be 
implemented in finite fields such as prime fields GF(p) or 
extension fields GF(pr) where p is a prime number.  

2.2 Homomorphic Hash Functions 

P2P networks are prone to the pollution attacks in which 
bogus data blocks are disseminated into the network by 
malicious peers. When network coding is not deployed, each 
peer will receive original data blocks directly from other 
peers, and hence it is possible to use hash functions such as 
SHA1 to verify the correctness of a data block simply by 
comparing the hash of each received data block to the 
corresponding hash provided by the source. A hash function 
maps a large bit stream to a shorter one with a fixed length. 
Given a hash value, it is computationally difficult to find 
another bit stream which can result in the same hash value. 

For P2P networks with network coding, the effect of 
pollution attack becomes more serious and more difficult to 
handle [12] [13] [19]. First of all, each bogus block could be 
mixed with valid blocks and propagated throughout the 
network; secondly, the standard hash functions cannot be 
applied here because a peer receives random encoded packets 
which cannot be predetermined by the source. Homomorphic 
hash functions are currently the only solution to this security 
issue, which enable a peer to detect the bogus data block once 
it has been received. Homomorphic hash functions have the 
property that the hash value of a linear combination of the 
input blocks can be constructed by the hash values of those 
input blocks. One such homomorphic hash function, )(⋅h , has 
been proposed in [10], which requires to decide a set of hash 
parameters g) , ,( qpG = first. The parameters p and q are large 

prime numbers of order  pλ  and qλ  chosen such that 1| −pq . 
The parameter g is a vector of m numbers, each of which can 

be written as 
qpx /)1( −

mod p where qx Ζ∈  and 1≠x . The 
method of creating the parameter set can be found at [10]. The 
homomorphic hash of a block ib is then calculated as  

pgbh
m

k

b
ki

ik mod)(
1

,∏
=

=
.         (1) 

Following the notations in Section 2.1, the hash values of 
the original blocks ),,,( 21 nbbb K  are )( , ),( ),( 21 nbhbhbh K  

respectively. Given an encoded block je  with coefficient 

vector ),,,( ,2,1, njjj ccc K , the homomorphic hash function )(⋅h  

can be shown to satisfy the condition that ∏=
=

n

i i
c

j bheh ij
1

)()( ,

. 
This property can be used to verify the authenticity of an 
encoded block. Typical values of the parameters are 
summarized in Table I. The verification process is illustrated 
in Figure 1. 

Although the homomorphic hash function can 
theoretically solve the pollution attack problem, it is 
unfortunately computationally expensive for today’s desktop 
CPUs. A 3 GHz Pentium 4 CPU can only achieve around 300 
Kbps of throughput for verifying a single 16 KB data block, 
using the parameters in Table I. 

112 of 146



To avoid downloading all the hash values of original data 
blocks, the authors in [13] designed a trapdoor homomorphic 
hash function which is even more computationally 
complicated than Eq. (1). Some compromised solutions have 
been proposed to address the computational difficulty. In [12], 
a cooperative scheme is proposed to prevent the propagation 
of bogus packets by probabilistically verifying packets and 
informing other nodes when detected a malicious node. This 
scheme cannot totally remove bogus packets from the 
network, however. 

 
Figure 1: Data verification using homomorphic hash function 
in network coding enabled P2P applications 
 

Table 1. Homomorphic hashing function parameters 

Name Description Typical 
Value 

pλ  Discrete log security parameter 1024 bit 

qλ  Discrete log security parameter 257 bit 

p Random prime, pp λ=||   

q Random prime, qq λ=|| , 1| −pq   

m Number of codewords per data 
block 512 

n Number of data blocks 128 

g 1 x m vector of order q  

 

2.3 GPU Computing and CUDA 

GPUs are dedicated hardware for manipulating computer 
graphics. Due to the huge computing demand for real-time 
and high-definition 3D graphics, the GPU has evolved into a 
highly parallel, multithreaded, manycore processor. The 
advances of computing power in GPUs have driven the 
development of general-purpose computing on GPUs 
(GPGPU). The first generation of GPGPU requires that any 
non-graphics application must be mapped through graphics 
application programming interfaces (APIs). 

Recently one of the major GPU vendors, NVIDIA, 
announced their new general-purpose parallel programming 

model, namely Compute Unified Device Architecture 
(CUDA) [1] [4], which extends the C programming language 
for general-purpose application development. Meanwhile, 
another GPU vendor AMD also introduced Close To Metal 
(CTM) programming model which provides an assembly 
language for application development [2]. Intel also exposed 
Larrabee, a new many-core GPU architecture specifically 
designed for the market of GPU computing this year [23]. 

Since the release of CUDA, it has been used for speeding 
up a large number of applications [17] [18] [20] [21] [22].  

The NVIDIA GeForce 8800 has 16 Streaming 
Multiprocessors (SMs), and each SM has 8 Scalar Processors 
(SPs), resulting a total of 128 processor cores. The SMs have 
a Single-Instruction Multiple-Data (SIMD) architecture: At 
any given clock cycle, each SP of the SM executes the same 
instruction, but operates on different data. Each SP can 
support 32-bit single-precision floating-point arithmetic as 
well as 32-bit integer arithmetic. 

Each SM has four different types of on-chip memory, 
namely registers, shared memory, constant cache, and texture 
cache. For GeForce 8800, each SM has 8192 32-bit registers, 
and 16 Kbytes of shared memory which are almost as fast as 
registers. Constant cache and texture cache are both read-only 
memories shared by all SPs. Off-chip memories such as local 
memory and global memory have relatively long access 
latency, usually 400 to 600 clock cycles [4]. The properties of 
the different types of memories have been summarized in [4] 
[17]. In general, the scarce shared memory should be carefully 
utilized to amortize the global memory latency cost. Shared 
memory is divided into equally-sized banks, which can be 
simultaneously accessed. If two memory requests fall into the 
same bank, it is referred to as bank conflict, and the access has 
to be serialized. 

In CUDA model, the GPU is regarded as a coprocessor 
capable of executing a great number of threads in parallel. A 
single source program includes host codes running on CPU 
and also kernel codes running on GPU. Compute-intensive 
and data-parallel kernel codes run on GPU in the manner of 
Single-Process Multiple-Data (SPMD). The threads are 
organized into blocks, and each block of threads are executed 
concurrently on one SM. Threads in a thread block can share 
data through the shared memory and can perform barrier 
synchronization. Each SM can run at most eight thread blocks 
concurrently, due to the hard limit of eight processing cores 
per SM. As a thread block terminate, new blocks will be 
launched on the vacated SM. Another important concept in 
CUDA is warp, which is formed by 32 parallel threads and is 
the scheduling unit of each SM. When a warp stalls, the SM 
can schedule another warp to execute. A warp executes one 
instruction at a time, so full efficiency can only be achieved 
when all 32 threads in the warp have the same execution path. 
Hence, if the number of threads in a block is not a multiple of 
warp size, the remaining instruction cycles will be wasted. 
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3. Multiple-Precision Modular Arithmetic for 
CUDA 

In this section, we present a set of library functions of 
multiple-precision modular arithmetic implemented on GPUs. 
These library functions are the cornerstones of the network 
coding system and homomorphic hash functions. It is of 
critical importance to implement these library functions 
efficiently. In modular arithmetic, all operations are performed 
in a group mΖ , i.e., the set of integers }1,,2,1,0{ −mL . In the 
following, the modulus m is represented in radix b as 

bnn mmmm )( 011L−  where 0≠nm . Each symbol nimi ≤≤0 , , is 
referred to as a radix  b digit. Non-negative integers x and y, 

mymx <<  , , are represented in radix b as bnn xxxx )( 011L−  and 
bnn yyyy )( 011L−  respectively. 

We have implemented the following multiple-precision 
library functions for CUDA: 

• Multiple-precision comparison 
• Multiple-precision subtraction 
• Multiple-precision modular addition 
• Multiple-precision modular subtraction 
• Multiple-precision multiplication 
• Multiple-precision division 
• Multiple-precision multiplicative inversion 

Due to the space limitation, we do not present the 
implementation details in this paper. 

3.1 Montgomery Reduction 

The classical modular multiplication is suitable for normal 
operations. However, when performing modular 
exponentiations, Montgomery multiplication shows much 
better performance advantage [5]. The following gives the 
Montgomery reduction and Montgomery multiplication 
algorithms. 

Let m be a positive integer, and let R and A be integers 
such that mR > , gcd(m, R) = 1, and RmA ⋅<≤0 . The 
Montgomery reduction of A modulo m with respect to R is 
defined as 1−⋅RA  mod m. In our applications, R is chosen as 

nb  to simply the calculation. 
Algorithm 1 Multiple-precision Montgomery Reduction 

INPUT: integer m with n radix b digits and gcd(m, b) = 1,  
nbR = , 1' −−= mm  mod b, and integer A with 2n radix b digits 

and RmA ⋅<  . 

OUTPUT: T = 1−⋅RA  mod m. 

1:    AT ← ; 
2:    for ( i from 0 to 1−n ) 

3:        'mTu ii ⋅←  mod b; 

4:        i
i bmuTT ⋅⋅+← ; 

5:    end for 
6:    nbTT /← ; 
7:    if ( mT ≥ ) then mTT −← ; 
8:    return T; 

 

Algorithm 2 Multiple-precision Montgomery Multiplication 

INPUT: non-negative integer m, x, y with n radix b digits, 
mymx << , , and gcd(m, b) = 1,  nbR = , 1' −−= mm  mod b. 

OUTPUT: T = 1−⋅⋅ Ryx  mod m. 

1:    0←T ; 
2:    for ( i from 0 to 1−n ) 
3:        ')( 00 myxTu ii ⋅⋅+←  mod b; 
4:        bmuyxTT ii /)( ⋅+⋅+← ; 
5:    end for 
6:    if ( mT ≥ ) then mTT −← ; 
7:    return T; 

 

3.2 Modular Exponentiation 
 

Algorithm 3 Multiple-precision Montgomery Exponentiation 

INPUT: integer m with n radix b digits and gcd(m, b) = 1,  
nbR = , positive integer x with n radix b digits and mx < , and 

positive integer e = 20 )( eetL  . 

OUTPUT: ex  mod m. 

1:    2( , )x Mont x R  mod m←% ;  
2:    RA←  mod m; 
3:    for ( i from n down to 0) 
4:        ( , )A Mont A  A← ; 
5:        if 1==ie  then ( , )A Mont A  x← % ; 
6:    end for 
7:    ( , 1)A Mont A  ← ; 
8:    return A; 

 

4. Parallel Homomophic Hashing on GPUS 
 

Fast exponentiation is critical to lots of cryptographic 
applications and has been extensively studied in the history. It 
is also the most important component of the homomorphic 
hash function. Some methods of fast exponentiation have been 
summarized in [6]. In this section, we present several parallel 
algorithms for homomorphic hashing based on different 
modular exponentiation methods. 
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4.1 Naïve Parallel Homomorphic Hashing 

The homomorphic hash function has two steps: (1) 
perform m modular exponentiations; (2) perform m-1 modular 
multiplications. It is straightforward to implement the first 
step in parallel by distributing the m modular exponentiations 
to the GPU processing cores. Assume the GPU contains N 

cores, and each core takes time expT
 to calculate a single 

modular exponentiation, then step (1) will take time 
⎣ ⎦( / 1) expTm N +

 to finish. It is also obvious to see that step (2) 

takes time ⎣ ⎦2
( log 1) mulm T+ , where expT

 denotes the time of a 
single modular multiplication operation. Given the 

configuration of Table 1, expT
 is about two orders greater than 

mulT . So our focus is to optimize step (1). Step(2) can be 
parallelized using standard reduction method. Due to the 
space limitation, we will not give the detailed algorithm for 
Step (2). 

4.2 Parallel Homomorphic Hashing with 
Precomputation 

When applying homomorphic hash function in network 
coding enabled P2P applications, the same homomorphic hash 
function, i.e., with the same set of parameters, will be used for 
a large data set such as a whole file or a video streaming 
session. Under this special circumstance, it is possible to 
speedup the modular exponentiations by precomputation [8]. 

To calculate 
eg , we first represent the exponent e using radix 

2kb = : 
1

0

n i

ii
e a b

−

=
= ∑ , where 0 ia b≤ <  and 1 0na

−
≠ . It is 

easy to see that 2( log 1) /n e k= +⎡ ⎢ ⎥ ⎤⎢ ⎣ ⎦ ⎥ . The fast modular 
exponentiation algorithm requires the precomputation of 

2ki

g mod m for 1 1i n≤ ≤ − . Then we can use the following 

algorithm to calculate 
eg  mod m. 

Algorithm 4 Exponentiation with Precomputation 

INPUT: integers m, g, 
1

0

m i

ii
e a b

−

=
= ∑ ,  R , and 2kiRg mod m for 

1 1i n≤ ≤ −  

OUTPUT: eg  mod m. 

1:    ,A R  B R← ← ; 
2:    for ( j from 1b −  down to 1) 
3:        for i from 0 to 1m −  

4:            if ia j==  then 2( , )kiB Mont B Rg←  mod m; 
5:        end for 
6:       ( , )A Mont A B← ; 
7:    end for 

8:    ( ,1)A Mont A← ; 
9:    return A; 

 

The above algorithm takes 3m b+ −  multiplications. For 
e with 257-bit, the optimal value of b is 16, which takes only 
78 multiplications in the worst case, as compared with 512 
multiplications required by the binary method. In theory, we 
can expect a speedup of 6.5 by using this algorithm.  

5. Implementation and experimental  Results 

The CPU version of the homomorphic hash function is 
implemented in C language using the GNU MP arithmetic 
library, version 4.2.3 [3]. We have also implemented the 
different implementations of homomorphic hash function 
using CUDA. We tested these implementations on Inno3D 
GTX260 graphic card which contains an NVIDIA GeForce 
GTX260 GPU. The GTX260 GPU uses the GT200 
architecture with 192 processing cores working at 1.24 GHz. 

5.1 Homomorphic Hashing on CPU 

Figure 1 shows the results of our CPU version of 
homomorphic hashing, running on a 1.6 GHz Quad-core Intel 
CPU. Since most of the computing task is the exponentiation, 
the throughput is almost independent of the value of m. The 
hashing throughput is around 130 Kbps, which is in 
accordance with the results reported in [10]. They used a 3.0 
GHz CPU to achieve around 300 Kbps of throughput. Since 
the working frequency of our GPU is closer to the 1.6 GHz of 
our CPU, it is reasonable to use the hashing throughput of 1.6 
GHz CPU for comparison purpose. 
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Figure 2. Throughput of homomorphic hashing on CPU 

5.2 Naïve Parallel Homomorphic Hashing 

The naïve parallel homomorphic hashing uses Algorithm 3 
to calculate exponentiations. The CUDA architecture requires 
a large number of threads to hide the memory latency and to 
fully utilize the computing power. The number of threads per 
thread block (denoted by TB), and also the number of thread 
blocks (denoted by K), are the two main factors that affect the 
hashing throughput.  We plot the throughput for different 

115 of 146



configurations in Figure 3. It is easy to observe that more 
threads per block can generally achieve better throughput. 
When the number of threads per block is fixed, the throughput 
can be improved by creating more thread blocks. Since our 
GPU has 24 SMs, the number of thread blocks should be a 
multiple of 24. We found that using at least 6144 threads can 
achieve the best performance. This optimal configuration can 
be achieved by several combinations:  TB=256 and K=24, or 
TB=128 and K=48, or TB=64 and K=96. To summarize, the 
best throughput can be achieved if the following conditions 
are satisfied: (1) the number of threads per block is a multiple 
of 32 (i.e., the warp size); (2) the number of thread blocks is a 
multiple of 24; (3) the total number of threads should be at 
least 6144. In order to create so many threads, it is necessary 
to perform the calculation of multiple homomorphic hashes 
together. For example, if m = 512, we should perform the 
homomorphic hashing for 12 different data blocks 
simultaneously.  
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Figure 3. Throughput of homomorphic hashing on GPU usng 
Algorithm 3, with different number of threads per block (TB) and 
different number of thread blocks (K) 

5.3 Parallel Homomorphic Hashing with 
Precomputation 

The performance of the parallel homomorphic hashing 
with precomputation is shown in Figure 4. The effect of TB 
and K on the hashing throughput is very similar to the 
previous case. If we compare the results with those in Figure 
3, we can observe a speedup of 6.8 for the highest throughput. 
This is very close to the theoretical speedup of 6.5 derived in 
Section 4.2. The highest hashing throughput is 8979 Kbps, 
which is achieved by using 256 threads per thread block and a 
total of 120 thread blocks.  This is more than 60 times of the 
throughput achieved by our 1.6 GHz CPU! 
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Figure 4. Throughput of homomorphic hashing on GPU using 
Algorithm 4, with different number of threads per block (TB) and 
different number of thread blocks (K) 

6. Conclusions 

Homomorphic hashing is an important tool for data 
authentication in p2p applications with erasure coding or 
network coding. Unfortunately it is computationally expensive 
to perform homomorphic hashing on today’s CPU. In this 
paper, we describe the design and implementation of parallel 
algorithms for homomorphic hashing using GPU and CUDA. 
By using a contemporary graphic card, our parallel algorithm 
can achieve 8979 Kbps of hashing throughput, which is more 
than 60 times of the CPU counterpart. 
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Kernel Learning for Local Learning based Clustering

Hong ZENG

Abstract

For most kernel-based clustering algorithms, their per-
formance will heavily hinge on the choice of kernel. In this
paper, we propose a novel kernel learning algorithm partic-
ularly for the Local Learning based Clustering [15]. With
multiple kernels available, we associate a non-negative
weight with each Hilbert space for the corresponding ker-
nel, and then extend our previous work on feature selection
[18] to select the suitable Hilbert spaces for LLC. We show
that it naturally renders a linear combination of kernels, ac-
cordingly, the kernel weights are estimated iteratively with
the local learning based clustering. The experimental re-
sults demonstrate the effectiveness of the proposed algo-
rithm in clustering benchmark document datasets and the
unsupervised face detection task.

1. Introduction

Since the past few decades, the kernel methods have
been widely applied to various learning problems, where the
data is implicitly mapped into a nonlinear high dimensional
space by kernel function [12]. Unfortunately, it is known
that the performance will heavily hinge on the choice of ker-
nel, and the most suitable kernel for a particular task is of-
ten unknown in advance. Thereby, learning an appropriate
kernel, is critical to obtain a robust or even improved per-
formance for the employed kernel-based inference method.

In this paper, we are particularly interested in the prob-
lem of kernel learning for clustering. In the literature, the
kernel learning has been extensively studied for the super-
vised learning contexts. However, this issue remains less
explored in unsupervised problems, due to the absence of
ground truth class labels that could guide the learning for
“ideal” kernels. Until very recently, several algorithms
have been proposed to address this issue for clustering.
Some approaches [17, 1] directly learn the kernel param-
eters of some specific kernels. Though improvement is of-
ten achieved, extension of the learning method to other ker-
nel functions is often nontrivial. A more effective frame-
work, termed as the multiple kernel learning [7], learns a
linear combination of base kernels with different weights,

which will be estimated iteratively with the inference pro-
cess [14, 8]. This strategy may bring potential advantages
over those which try to obtain a single best kernel, through
exploiting the complementary information among different
kernels. In [14], the algorithm tries to find a maximum
margin hyperplane to cluster data (restricted to binary-class
case), accompanied with learning a mixture of Laplacian
matrices. In [8], clustering is phrased as a non-negative
matrix factorization problem of a fused kernel matrices.
Nevertheless, both approaches in [14, 8] are global learn-
ing based, their performance may get degraded in a difficult
case where the similarities among samples are less discrim-
inable from a global view.

To overcome such possible drawback, we propose a
novel multiple kernel learning method in the Local Learn-
ing based Clustering [15] setting. The LLC algorithm aims
at optimizing the local purity requirement of clustering as-
signment, thus it may be expected to produce a more reli-
able intermediate clustering result in the mentioned difficult
case. We associate a non-negative weight with each Hilbert
space (or called the feature space interchangeably) for the
corresponding kernel, and then extend our previous work
on feature selection [18] to select the suitable Hilbert spaces
for LLC. It will be shown later that such strategy naturally
leads to learn a linear combination of the available kernels at
hand. Accordingly, an alternating algorithm is developed in
which the combination coefficients of kernels are estimated
iteratively with the local learning based clustering.

The remainder of the paper is organized as follows: After
an overview of local learning based clustering algorithm is
given in Section 2, we present the proposed method in Sec-
tion 3. Section 4 illustrates the connection of the proposed
method with a kind of related approaches. In Section 5, the
experiments on several benchmark datasets are presented.
The paper is concluded in Section 6.

2. Overview of the Local Learning based Clus-
tering Algorithm

The indicator matrix that will be used later is introduced
first. Givenn data pointsX = {xi}n

i=1(xi ∈ Rd), the
dataset will be partitioned intoC clusters. The clustering
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result could be represented by acluster assignment indica-
tor matrix P = [pic] ∈ {0, 1}n×C , such thatpic = 1 if
xi belongs to thecth cluster, andpic = 0 otherwise. The
scaled cluster assignment indicator matrixused in this pa-
per is defined by:Y = P(PT P)−

1
2 = [y1,y2, . . . ,yC ],

whereyc = [y1c, . . . , ync]T ∈ Rn(1 ≤ c ≤ C), is thec-th
column ofY ∈ Rn×C . yic = pic/

√
nc can be regarded as

the confidence thatxi is assigned to thecth cluster, where
nc is the size of thecth cluster. It is easy to verify that
YT Y = I, whereI ∈ Rn×n is the identity matrix.

The starting point of the LLC [15] is that the cluster as-
signments in the neighborhood of each point should be as
pure as possible. Assume an arbitraryY exists at first, for
eachxi, a regression model is built with the training data
{(xj , yjc)}xj∈Ni

(1 ≤ c ≤ C, 1 ≤ i, j ≤ n), whereNi

denotes the set of neighboring1 points ofxi (not including
xi itself). The output of the local model is of the following
form: fc

i (x) = xT θc
i ,∀x ∈ Rd, whereθc

i ∈ Rd is the local
regression coefficients vector. Here, the bias term is ignored
for simplicity, assuming that one of the features is always 1.
In [15], θc

i is solved by:

min
θc

i

C∑
c=1

n∑

i=1

[ ∑

xj∈Ni

β(yjc − xT
j θc

i )
2 + ‖θc

i‖2
]
, (1)

whereβ is a trade-off parameter. Denote the solution to
the linear ridge regression problem (1) asθc∗

i , the predicted
cluster assignment for the test dataxi can then be calculated
by:

ŷic = fc
i (xi) = xT

i θc∗
i = αT

i yc
i , (2)

where
αT

i = βxT
i (βXiXT

i + I)−1Xi. (3)

Xi = [xi1 ,xi2 , . . . ,xini
] with xik

being thek-th neighbor
of xi, ni is the size ofNi, andyc

i = [yi1c, yi2c, . . . , yini
c]T .

After all the local predictors have been constructed, LLC
aims to find an optimal cluster indicator matrixY which
could minimize the overall prediction errors:

C∑
c=1

n∑

i=1

(yic − ŷic)2

=
C∑

c=1

‖yc −Ayc‖2

= trace[YT (I−A)T(I−A)Y]

= trace(YT TY), (4)

whereT = (I−A)T(I−A), A is ann×n sparse matrix
with its (i, j)-th entryaij being the corresponding element
in αi by (3) if xj ∈ Ni and 0 otherwise.

1Thek-mutual neighbors are adopted in order to well describe the local
structure, i.e.xj is considered as a neighbor ofxi only if xi is also one of
thek-nearest neighbors ofxj .

As in the spectral clustering [10, 16],Y is relaxed into
the continuous domain while keeping the propertyYT Y =
I for (4). LLC then solves:

min
Y∈Rn×C

trace(YT TY) s.t. YTY = I (5)

A solution toY is given by the firstC eigenvectors of the
matrixT, corresponding to the firstC smallest eigenvalues.
The final partition result is obtained by discretizingY via
the method in [16] or by k-means as in [10].

3. Multiple Kernel Learning for Local Learn-
ing based Clustering

The LLC algorithm can be easily kernelized as in [15],
by replacing the linear ridge regression with the kernel ridge
regression. Hence selecting a suitable kernel function will
be a crucial issue. In this section, we extend our previous
work of feature selection for LLC [18] to learn a proper lin-
ear combination of several pre-computed kernel matrices.

In the kernel methods, the symmetric positive semi-
definite kernel functionK : X × X → R, implicitly
maps the raw input features into a high-dimensional (pos-
sibly infinite) Reproducing Kernel Hilbert Space(RKHS)
H, which is equipped with the inner product< ·, · >H
via a nonlinear mappingφ : X → H, i.e., K(x, z) =<
φ(x), φ(z) >H. Assume there are altogetherL different
kernel functions{K(l)}L

l=1 available for the clustering task
at hand, with whichL different feature spaces{H(l)}L

l=1

are associated accordingly. We are unknown which fea-
ture space to use, an intuitive way is to use them all by
concatenating all feature spaces into an augmented Hilbert
space:H̃ =

⊕L
l=1H(l), and associate each feature space a

relevance weightτl (
∑L

l=1 τl = 1, τl ≥ 0,∀l), or equiva-
lently the importance factor for kernel functionK(l). Later
we will show that performing LLC in such feature space
is equivalent to employing a combined kernel function:
Kτ (x, z) =

∑L
l=1 τlK(l)(x, z) for LLC. A zero weightτl

would correspond toblend outthe feature space associated
with the corresponding kernel similar as the feature selec-
tion in [18]. Our task is to learn the coefficients{τl}L

l=1

which can lead to a more accurate and robust performance.
An alternating algorithm which iteratively performs cluster-
ing and estimates the kernel weight, is developed.

3.1. Update Y for a Given τ

First of all, given aτ , the nearest neighborsNi for LLC
algorithm will be re-found by theτ -weighted squared Eu-
clidean distance iñH, i.e.:

dτ (x1,x2) = ‖φ(x1)− φ(x2)‖2τ
= Kτ (x1,x1) +Kτ (x2,x2)− 2Kτ (x1,x2). (6)
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Then the local discriminant function in thẽH can be written
as follows:

fc
i (φ(x)) = φ(x)T wc

i + bc
i , (7)

whereφ(x) = [φ1(x) φ2(x) · · · φL(x)]T ∈ RD, φl(x) ∈
RDl is the sample mapped by thelth kernel function. D
andDl are the dimensionalities of̃H andH(l) respectively,∑L

l=1 Dl = D. Taking the relevance of each feature space
for clustering into account, the regression coefficientwc

i ∈
RD and the biasbc

i ∈ R now will be solved via the following
weightedl2 norm regularized least square problem:

min
wc

i ,bc
i

C∑
c=1

n∑

i=1

[ ∑

xj∈Ni

β(yjc − φ(xj)T wc
i − bc

i )
2 + wcT

i Λ−1
τ wc

i

]
,

(8)

where Λτ is a diagonal matrix with the vector
τ̃ = (τ1, . . . , τ1︸ ︷︷ ︸

D1

, . . . , τL, . . . , τL︸ ︷︷ ︸
DL

)T in the diagonal,

and
∑L

l=1 τl = 1, τl ≥ 0∀l. And similar to [18], the
weightedl2 norm (the second term in the square bracket
of (8)) with τ defined on the standard simplex, is able
to provide adaptive regularization: a large penalty will
be imposed on the elements ofwc

i corresponding to the
feature spaces associated with irrelevant kernels. Thus
an improved clustering result can be expected, since the
vanishing elements inwc

i will eliminate the feature spaces
with irrelevant kernels from prediction (c.f. (7)).

After removing the bias term by plugging its optimal so-
lution

bc
i =

1
ni

eT
i (yc

i − φ(Xi)T wc
i ), (9)

into (8), we can reformulate the primal problem (8) as fol-
lows:

min
wc

i

C∑
c=1

n∑

i=1

[
β‖Πiyc

i − (φ(Xi)Πi)T wc
i‖2 + wcT

i Λ−1
τ wc

i

]
.

(10)

Then we consider the dual formulation of the (10) in terms
of wc

i . Denote

ζc
i = (φ(Xi)Πi)T wc

i −Πiyc
i , (11)

then the Lagrangian for problem (10) is

L({ζc
i ,w

c
i ,γ

c
i}) =

C∑
c=1

n∑

i=1

(
β‖ζc

i‖2 + wcT
i Λ−1

τ wc
i

)

(12)

−
C∑

c=1

n∑

i=1

γcT
i

(
(φ(Xi)Πi)T wc

i −Πiyc
i − ζc

i

)
,

where theγc
i ’s are the vectors of Lagrangian dual variables,

γc
i ∈ Rni . Taking the derivatives ofL with respect to the

primal variablesζc
i andwc

i , and setting them equal to zero,
we obtain:

ζc
i = −γc

i

2β
, wc

i =
Λτφ(Xi)Πiγ

c
i

2
, (13)

and finally we arrive at the dual problem:

max
γc

i

C∑
c=1

n∑

i=1

− 1
4β

γcT
i γc

i −
1
4
γcT

i Πiφ(Xi)T Λτφ(Xi)Πiγ
c
i

+ γcT
i Πiyc

i =

max
γc

i

C∑
c=1

n∑

i=1

− 1
4β

γcT
i γc

i −
1
4
γcT

i ΠiKτ
i Πiγ

c
i + γcT

i Πiyc
i .

(14)

The last equality follows from:

φ(Xi)T Λτφ(Xi) =
L∑

l=1

τlφl(Xi)T φl(Xi)

=
L∑

l=1

τlK
(l)
i = Kτ

i . (15)

where K(l)
i ,Kτ

i ∈ Rni×ni are the base and combined

kernel matrices overxj ∈ Ni respectively, i.e.,K(l)
i =

[K(l)(xu,xv)] andKτ
i = [Kτ (xu,xv)], for xu,xv ∈ Ni.

For fixedτ constrained on the simplex, the convex combi-
nation of the positive semi-definite kernel matrices :Kτ

i =∑L
l=1 τlK

(l)
i is still a positive semi-definite kernel matrix.

Therefore, the problem in (14) is an unconstrained concave
quadratic program whose unique optimal solution can be
obtained analytically:

γc∗
i = 2β(Ii + βΠiKτ

i Πi)−1Πiyc
i . (16)

Then altogether with (9), (13) and (16), the predicted indi-
cator value at pointxi for thecth (c = 1, . . . , C) cluster can
be calculated by (7):

ŷic = fc
i (φ(xi)) = φ(xi)T wc

i + bc
i = αT

i yc
i , (17)

with

αT
i =β(kτ

i −
1
ni

eT
i Kτ

i )Πi

[
Ii−

(β−1I + ΠiKτ
i Πi)−1ΠiKτ

i Πi

]
+

1
ni

eT
i , (18)

wherekτ
i ∈ Rni denotes the vector[Kτ (xi,xj)]T for xj ∈

Ni.
To obtainY, we will first build the matrixT by (4) with

αi defined in (18), using the combined kernelKτ (xi,xj) =∑L
l=1 τlK(l)(xi,xj). ThenY is given by the firstC eigen-

vectors ofT corresponding to theC smallest eigenvalues.
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3.2. Update τ for a Given Y

Subsequently, theL kernel combination coefficients
{τl}L

l=1 will be recomputed based on the current estima-
tion for Y. We propose to estimateτ using theprojected
gradient descentmethod as in [4, 11].

With fixed Y and neighborhood determined at each
point, an optimalτ is expected to minimize:

P(τ ), s. t.
L∑

l=1

τl = 1, τl ≥ 0,∀l, (19)

where

P(τ ) =

min
wc

i

C∑
c=1

n∑

i=1

[
β‖Πiyic − (φ(Xi)Πi)T wc

i‖2 + wcT
i Λ−1

τ wc
i

]
.

(20)

In general, it could be solved by the projected gradi-
ent descent method through the recursive update equation
τ (new) = τ (old) − η∇P, where theη is the step size, and
(−∇P) is the descent direction. Nevertheless, since both
theY andNi depend onτ (c.f. Section 3.1), they need to
be recomputed once theτ applies one-step update. There-
fore, we only take a single gradient descent step forτ , rather
than repeated iterations. Theτ (new) updated only once is
still applicable to the problem, since with theY andNi

fixed, and we make sureP(τ (new)) ≤ P(τ (old)) holds,
then the local regression model derived from theτ (new) is
expected to be better than the one derived fromτ (old). The
feasibility of updatingτ in this manner has been verified by
experimental results.

Then the key issue is to obtain the derivatives ofP(τ ) in
analytic forms. In order to do so, we resort to the dual of
P(τ ) which has been investigated in subSection 3.1, and is
rewritten below:

D(τ ) =

max
γc

i

C∑
c=1

n∑

i=1

− 1
4β

γcT
i γc

i −
1
4
γcT

i ΠiKτ
i Πiγ

c
i + γcT

i Πiyc
i .

(21)

Note (10) is convex with respect towc
i , by the principle

of strong duality, we haveP(τ ) = D(τ ). Furthermore,
as{γc∗

i } (c.f. (16)) maximizesD, then according to [3],
if {γc∗

i }’s are unique,D(τ ) is differentiable. Fortunately
this unicity is guaranteed by the unconstrained concave
quadratic program in (14). Moreover, as proved in Lemma
2 of [5], D(τ ) can be differentiated with respect toτ as if

{γc∗
i } did not depend onτ . Finally, we have:

∂P
∂τl

=
∂D
∂τl

= −1
4

C∑
c=1

n∑

i=1

γc∗T
i ΠiK

(l)
i Πiγ

c∗
i

= −1
4

n∑

i=1

trace(γ∗Ti ΠiK
(l)
i Πiγ

∗
i ), (22)

whereγ∗i = [γ1∗
i , . . . ,γC∗

i ] ∈ Rni×C .
Note the equality and non-negative constraints over the

τ have to be kept inviolated when updatingτ along the de-
scent gradient direction. We used the same strategy as in
[11] by first projecting the gradient to enforce the equality,
and then ensuring that the descent direction does not lead to
negativeτl. Namely, each element of the reduced gradient
∇P is designed as follows:

(∇P)l =




∂P
∂τl

− ∂P
∂τm

, if l 6= m andτl > 0;
∑

µ6=m,τµ>0

(
∂P
∂τm

− ∂P
∂τµ

)
, if l = m;

0, if τl = 0 and ∂P
∂τl

− ∂P
∂τm

> 0,
(23)

wherem = arg maxl τl.
Then as we stated before, we only go one step along the

descent direction:τ (new) = τ (old) − η∇P. We first tryη
with the maximal admissible step sizeηmax which setsτν

to zero, where

ν = arg min
{l|(∇P)l>0}

τ
(old)
l

(∇P)l
, (24)

ηmax =
τν

(∇P)ν
. (25)

If D(τ (trial)) ≤ D(τ (old)), whereτ (trial) = τ (old) −
ηmax∇P, τ gets updated; otherwise, a one-dimensional
line search forη ∈ [0, ηmax] is applied. Algorithm 1 de-
scribes the steps to updateτ .

3.3. The Complete Algorithm

The complete local learning based clustering algorithm
with multiple kernel learning (denoted as LLC-mkl) is pre-
sented in Algorithm 2. The loop stops when the relative
variation of the trace value in (5) between two consecutive
iterations gets below a threshold (we set it at10−4 in this
paper), indicating the partitioning has almost stabilized. Af-
ter the convergence, theY is discretized to obtain the final
clustering result with k-means as in [10].

4. Connection with the Multi-view Clustering

An important application of the multiple kernel learning
is to fuse the information from heterogeneous sources as
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Compute the projected gradient∇P by (23);
Compute the maximal admissible step sizeηmax by
(25);
τ (trial) = τ (old) − ηmax∇P;
ComputeD(τ (trial)) with {γ∗i } calculated from

Kτ(trial)
=

∑L
l=1 τ

(trial)
l K(l);

if D(τ (trial)) ≤ D(τ (old)) then
η = ηmax;

else
Perform line search forη ∈ [0, ηmax] along∇P;

end
τ (new) = τ (old) − η∇P;

Algorithm 1 : Update kernel weight vectorτ with the
currentY andNi.

input : L base kernel matricesK(l)’s, size of the
neighborhoodk, trade-off parameterβ

output: Y, τ

Initialize τl = 1
L , for l = 1, . . . , L;1

while not convergedo2

Findk-mutual neighborhoods, using the metric3

defined in (6);
Construct the matrixT by (4) withαi given in4

(18), and then solve the problem (5) to obtainY;
Updateτ with the steps described in Algorithm 1;5

end6

Algorithm 2 : Multiple kernel learning for local learn-
ing based clustering algorithm.

follows [7]: associating each source with a kernel function,
then combining the set of prototype kernels generated from
these sources to perform the inference. From this aspect,
the multiview clustering is a related work, whose goal is to
learn aconsensusresult from multiple representations [19,
9]. However, it implicitly treats all the sources equally, no
matter the clustering result with each source is good or not.
In contrast, our method is able to determine the weight for
each source automatically according to its discriminating
power, thus may be more robust in practice.

5. Experimental Results

Experiments on document clustering and unsupervised
face detection were conducted with LLC-mkl. For compar-
ison, the counterpart unsupervised multiple kernel learning
algorithm based on NMF [8] (denoted as NMF-mkl) was
conducted. We also compared with the self-tuning spec-
tral clustering [17] (denoted as SelfTunSpec), which tries to
build a single best kernel for clustering. Besides, the spec-
tral clustering with multiple views [19] (denoted as Spec-

mv) was implemented as well, which generalizes the nor-
malized cut from a single view to multiple views, and each
view is represented by normalized adjacency matrix com-
puted with some kernel function. The algorithm in [14]
is not compared because the optimization software in [14]
cannot deal with datasets with too many samples and will
cause memory overflow on the datasets used in this paper.
Since how to choose the optimal number of clusters is be-
yond the scope of this paper, we simply set the number of
clusters equal to the number of classes in each dataset for all
the algorithms. We evaluated the performance with the clus-
tering accuracy (ACC) index [15] for all algorithms. The
sensitivity of the proposed LLC-mkl algorithm with respect
to k andβ will be presented at the end of this section.

5.1. Document Datasets

The characteristics of the benchmark document datasets
used in this experiment are summarized in Table 1.

Table 1. Characteristics of the document
datasets

Dataset #Sample #Class
(n) (C)

CSTR 476 4
WebACE 2340 20
tr11 414 9
tr31 927 7

• CSTR: This is the dataset of the abstracts of techni-
cal reports published in the Department of Computer
Science at a university between 1991 and 2002. The
dataset contains 476 abstracts, which are divided into
four research topics.

• WebACE: This dataset is from WebACE project, and
it contains 2340 documents consisting of news articles
from Reuters news service with 20 different topics in
October 1997.

• tr11 andtr31 : Both of the two datasets are from the
CLUTO toolkit [6], they contain 414 and 927 articles
categorized into 9 and 7 topics respectively.

To pre-process theCSTRandWebACEdatasets, we re-
move the stop words using a standard stop list, all HTML
tags are skipped and all header fields except subject and or-
ganization if the posted articles are ignored. Then the each
document is represented by the term-frequency vector (Bag-
of-Words). The datasets associated with the CLUTO toolkit
have already been preprocessed. For all datasets, we use the
top 1000 words by mutual information with class labels.

We applied the LLC-mkl with altogether 10
pre-computed base kernels, i.e., 7 RBF kernels
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Table 2. Accuracies of various methods on the document datasets
Data Set LLC-wkernel LLC-bkernel LLC-mkl NMF-mkl SelfTunSpec Spec-mv
CSTR 0.3487 0.7374 0.8508±0.0012 0.6387 0.5210 0.3741

WebACE 0.2436 0.4885 0.6316±0.0215 0.4960 0.4880 0.3286
tr11 0.4251 0.5966 0.5609±0.0166 0.5145 0.4106 0.5242
tr31 0.5297 0.6721 0.6512±0.0007 0.5372 0.4412 0.5599

K(xi,xj) = exp(−‖xi − xj‖2/2δ2), with δ varying
in {0.01, 0.05, 0.1, 1, 10, 50, 100}, 2 polynomial kernels
K(xi,xj) = (1 + xT

i xj)d with degreed = {2, 4}, and
a cosine kernelK(xi,xj) = xT

i xj/(‖xi‖ · ‖xj‖).
All the kernels have been normalized through:
K(xi,xj)/

√K(xi,xi)K(xj ,xj). Besides, we also
implemented the case where each time a single candidate
kernelK(l)(l = 1, . . . , 10) was adopted in the LLC algo-
rithm in which the local prediction is performed with kernel
ridge regression, the best (denoted as LLC-bkernel) and the
worst (denoted as LLC-wkernel) performance out of the 10
kernels are reported. NMF-mkl was applied on the same
10 base kernels. The adjacency matrix in SelfTunSpec [17]
was built by its local scaling method [17] on the dataset.
As for Spec-mv [19], since the combination weights are
unknowna priori and it does not involve the re-estimation
for them, without loss of generality, we applied the uniform
weighting for the 10 kernels. For NMF-mkl, SelfTunSpec
and Spec-mv, we only report the best accuracy among
extensive trials of their free parameters. For LLC-mkl, the
mean and standard deviation of ACC withk = 30, β = 10
over 10 runs are reported. The results are summarized in
Table 2.

From Table 2, we could first observe that there is a big
gap between the best and the worst performance of LLC
with different choices of kernel. On thetr11 and tr31
datasets, the performance of LLC-mkl is close to that of
the LLC with the best kernel, but obviously LLC-mkl is
more sensible for practical application where we often do
not know which kernel is the besta priori. On theCSTR
andWebACEdatasets, the LLC-mkl even outperforms the
LLC with the best kernel. Namely, by combining multiple
kernels and exploiting the complementary information con-
tained in different kernels, the LLC-mkl indeed improves
the robustness and accuracy of LLC. Compared to NMF-
mkl which is derived globally, the LLC-mkl is consistently
superior over it on these four datasets. A plausible reason is
that the document datasets are very sparse, therefore the en-
tries in the kernel matrix may resemble to each other from
the global view or on a large scale. Thereby, finding the
similar points locally may produce more reliable interme-
diate clustering result to guide the kernel learning. From
Table 2, we could also observe that the LLC-mkl and NMF-
mkl both outperform the selfTunSpec which tries to con-

struct a single “best” kernel in this experiment. Moreover,
the performance of the Spec-mv is generally inferior to that
of the LLC-mkl, because it cannot update the combination
weights, the algorithm with equal weights for all the ad-
jacency matrices may tend to be affected by the improper
kernel functions adopted.

5.2. Unsupervised Face Detection

This experiment was conducted on the MIT CBCL Face
data set, which consists of altogether 31022 cropped face
and non-face images. We randomly selected a subset of
1000 face images and 1000 non-face images, rescaled each
image to 15 by 15 pixels and then processed with histogram
equalization.

Based on the fragment idea of [13, 2], it is rational to
assume that the different local regions in an image have
different relevance in determining whether the image con-
tains a face or not. Therefore, we divided each image into
9 non-overlapping patches of size 5 by 5. Each patch is
considered as a different source which contains different
spatial information. Note we only used non-overlapping
patches for simplicity, but it is quite straightforward to apply
the proposed method to use arbitrary, possibly overlapping
patches. In addition to these intensity patches, we also com-
puted the edge maps, i.e., the Sobel filter responses on each
raw image for both the horizontal and vertical orientations.
Then similar to the raw images, each edge maps image was
divided into 9 patches. Therefore, there are 27 patches in
total for each image: 9 patches from raw image, 9 patches
from the horizontal edge maps and 9 patches from the ver-
tical edge maps. In order to combine these fragments in a
principled way,K(l)(1 ≤ l ≤ 27) is defined as the cosine
kernel restricted to thelth patch between each pair of im-
ages, and then the combination ofK(l)’s which could lead
to a more accurate unsupervised partition on these images
was learned by LLC-mkl.

The obtained weight maps indicating the weights for dif-
ferent patches are shown in Figure 1(c). We could observe
that, in general, the weights for edge maps patches domi-
nate the weighting solution in this task, while the intensity
patches seems to be less discriminative than the former. To
confirm the rationality of this weighting result, we ran the
LLC algorithm with the uniformly combined cosine ker-
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Table 3. Confusion matrices and accuracies of various methods for the unsupervised face detection
LLC-pix LLC-tex LLC-uniWei LLC-mkl NMF-mkl SelfTunSpec Spec-mv

face non-face face non-face face non-face face non-face face non-face face non-face face non-face
face 963 37 999 1 1000 0 1000 0 962 38 935 65 952 48

non-face 31 969 51 949 50 950 1 999 558 442 16 984 4 996
Accuracy 0.9660 0.9740 0.9750 0.9995 0.7020 0.9595 0.9740

nels computed from the 9 raw intensity patches (denoted
as LLC-pix) and the 18 edge maps ones (denoted as LLC-
tex), respectively. The results based on these two types
of features are reported in Table 3. It can be easily found
that such a weighting result is reasonable, because the edge
maps features lead to higher accuracy than the intensity fea-
tures (0.9740 vs. 0.9660). Besides, we also conducted the
experiment where these 27 cosine kernels were uniformly
combined then applying the LLC algorithm (denoted as
LLC-uniWei). Though it outperforms the case where the
intensity or edge maps features are used alone (i.e., LLC-
pix and LLC-tex), its performance is still worse than that
of the non-trivial weighting solution obtained by LLC-mkl,
which has automatically assigned weight on each patch (see
Figure 1(c)). A reasonable explanation is that the uniform
weighting cannot make full use of the complementary infor-
mation among these kernels. This is further confirmed by
the experiment with Spec-mv, where 27 adjacency matrices
were formed on each patch by the Gaussian kernel func-
tion with local scaling [17], and equal weights were associ-
ated with these matrices for general purpose. It is observed
from Table 3 that the performance of such multiview spec-
tral clustering falls behind that of LLC-mkl. Moreover, the
LLC-mkl again yields a more accurate partition than NMF-
mkl with the same 27 cosine kernels, as well as SpecTun-
Spec performed on the data of 675 dimensions by simply
stacking up the 27 patches into a “big” vector.

5.3. Parameter Sensitivity Study

The effects of these two parameters, i.e.,k andβ, on the
performance of LLC-mkl are presented in Figure 2. From
Figure 2(a) and 2(b), we could observe that for the docu-
ment datasets used in this paper where there are no more
than 300 samples per class on average, the proposed LLC-
mkl algorithm withk = 30 ∼ 50 andβ ∈ [0.01, 10] could
produce considerably accurate results and the correspond-
ing performance does not vary much. From Figure 2(c) and
2(d), for the face dataset used which has 1000 samples per
class, the size of neighborhoodk chosen from60 ∼ 100 and
the trade-off parameterβ in the range[1, 10] could result in
considerably accurate and stable performance.

(a)

(b)

(c)

Figure 1. (a) a sample face image and its
edge maps in horizontal and vertical orien-
tations; (b) a sample non-face image and its
edge maps in horizontal and vertical orienta-
tions; (c) weight maps obtained by LLC-mkl
with k = 60, β = 10, patches with lighter in-
tensities have larger weight values.

6. Conclusions

In this paper, a novel kernel learning approach has been
proposed for the local learning based clustering, where a
combination of kernels is jointly learned with the clustering.
It is addressed under a regularization framework by taking
the relevance of each kernel into account. Experimental re-
sults demonstrate that the proposed kernel learning method
is able to improve the robustness and accuracy of the basic
local learning clustering. Furthermore, it generally outper-
forms the state-of-the-art counterparts, especially when the
similarities among samples are less discriminable.
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Analysis of Recall Characteristics in Image Search Engines 

 
 Xiaoling WANG 

 
 

Abstract 
 

Precision and recall are important measures 
of retrieval effectiveness. While for finite 
databases such measures of performance 
can be observed in a straightforward 
manner, these measures are difficult to 
estimate for an infinite database as the 
relevant parameters are not directly 
observable. In this paper, we mainly focus 
on how to estimate recall on infinite 
databases. Estimating recall shows a 
challenge. We will use the hypergeometric 
distribution to help us to estimate the total 
relevant images in each image search 
engine (ISE).  
 
Keywords: Image Search Engine, Recall, 
Precision, Hypergrometric Distribution, 
World Wide Web. 
 
1. Introduction 
Due to the increased importance of the 
Internet, the use of image search engines 
such as Google, Yahoo, Ask and Msn is 
becoming increasingly widespread in the 
world. Meanwhile, with the rapid 
developments in both digital cameras and 
digital recording devices, large collections 
of images have been made available on the 
web. However, for so many image search 
engines, a decision must be made by users 
which image search engine should be 
selected to search. In addition, major image 
search engines in use at present are limited 
in terms of the evaluation method (precision 
and recall); the need for a performance 

evaluation of current engines will be of 
great benefit to users. Therefore, retrieval 
effectiveness becomes one of the most 
important parameters to measure the 
performance of image retrieval systems.  
In information retrieval, there are many 
evaluation measures, such as recall and 
precision, F measure, break-even point and 
11-point averaged precision. More details 
about these evaluation criteria can be 
founded in ‘Evaluation Techniques and 
Measures’ in an appendix of TREC-8 [4]. 
However, in this paper, we focus on two 
primary evaluation measures: the first of the 
two primary evaluation measures is recall, 
which shows the ability of a retrieval system 
to present all relevant items, and the second 
is precision, which shows the ability of a 
retrieval system to present only relevant 
items. Measuring the recall presents a 
challenge because here we are dealing with 
an infinite image database, whose total 
number of images and total relevant images 
can be regarded as infinite. 
 
2. Related Work 
Several studies, such as [1, 2, 3], are 
done to evaluate ISEk. Such as study [1], 
the recall has been computed like 
this:

N21

k
k RRR

R
ISEofRecall

∪∪∪
=

K
 

Where Ri is the set of relevant images 
relating to database i, with |Ri| denoting 
the number of images in the set, and N is 
the number of ISE’s under evaluation. 
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As we can see above, when calculate the 
total number of relevant images in the 
database, it combined all the returned 
results instead of using the summation 
of all search engines, which means that 
the overlap in results returned by all 
search engines will be excluded from the 
total number of relevant images across 
all the search engines. 
An algorithm called sample-resample is 
presented in [2] that is extremely 
efficient; in environments containing 
resource descriptions already created by 
query- based sampling, the 
sample-resample method uses several 
additional queries to provide an estimate 
of database size. Therefore, if the 
database size has been known, then the 
distribution of relevant images can be 
estimated. 
In the following, we will make use of a 
set of tagged relevant images, which will 
be tested on the search engine in 
question. And we will use the 
hypergeometric distribution [5] to 
estimate the database size and the total 
number of relevant images. 
 
3. Analysis of Recall Characteristics 
Using the Tagged Relevant Image 
Method 
 
3.1 Framework 
The basic framework consists of a finite 
number of major image search engines 
ISE1,…,   ISEk in the world, whose 
collection of images are viewed as infinite. 
While such infinite collection of images 
may be regarded as common and potentially 
available to all the search engines, each 
engines tend to have their own preferred 
subsets of the infinite collection DB1,…, 
DBk, where we take  
|DBi|>>1 for i=1, 2,…, k  

in such a manner that it is assumed 
impossible or impractical to scan through 
the whole database. Different engines may 
activate different mechanisms, including 
any metadata extraction, content annotation, 
image object and relationship indexing for 
locating relevant images based on 
concept-based and content-based methods, 
and thus their search performance will 
exhibit differences in retrieval competence. 
This investigation will establish 
performance measures to enable the 
performance characteristics of different 
image search engines to be assessed. 
 
3.2 Evaluation Methodology 
For illustration purposes, we consider the 
following simple setting: each object is 
associated with a binary label l indicating 
whether the object to be relevant or not, 
where l=+ indicates relevant and l=- 
indicates non-relevant. In addition, the 
system produces a result s indicating 
whether the relevant images have been 
returned.  

Result(s)  
+ - 

+ TP FN Label 
(l) - FP TN 

 
The experimental outcome may be 
conveniently summarized in a contingency 
table: where + and – stand for relevant and 
non-relevant, TP and TN stand for true 
positive and true negative respectively, 
while FP and FN for false positive and false 
negative respectively. While recall and 
precision are critical measures of retrieval 
effectiveness, they are, for finite collections, 
normally considered to be deterministic 
ratios. Therefore, one can compute the 
precision (p) and recall (r): 

FPTP
TPp
+

=             
FNTP

TPr
+

=  
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But in the present context where parameters 
cannot be known precisely, we shall adopt a 
probabilistic interpretation of these and 
related measures, and apply stochastic 
analysis to study their performance 
characteristics. We can define precision as 
the conditional probability [6] that an image 
is relevant given that it is returned by the 
system; while recall is the conditional 
probability that a specific relevant image is 
returned: 
      p=P (l=+ | s=+) 

r=P (s=+ | l=+) 
We make use of a set of tagged relevant 
images, which may be obtained from a 
different search engine and tested on the 
search engine in question. Without loss of 
generality, we assume that this tagged set of 
relevant images is obtained from ISE1 

(AltaVista). Denoting this set by R1, and 
letting |R1|=r1, then the probability that ISE2 
containing m (<=r1) of R1 out of N returned 
images follows the Hypergeometric 
Distribution [5]: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
÷⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
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−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
N

DB
mN

rDB
m
r 2121   

According to the distributional property of 
the Hypergeometric Distribution, we learn 

that the expected value (mean) is 
2

1

DB
r*N

, 

therefore, we shall determine N, m 
experimentally, and from the above 
distributional properties together with 
observed values, we can obtain an estimate 

of the infinite database size |DB2|= m
r*N 1 , 

where m indicates the number of tagged 
images be returned by the image search 
engine in question. Refer to the same query; 
m is the same, which means the expected 
value is constant. Because the result 

returned by image search engine is the same 
every time we do the image retrieval. 
Furthermore, if there is a total of x relevant 
images in the set of N returned images, the 
total number of relevant images q2 for an 
image query Q in |DB2| may be estimated 
by xr1/m, where x is again experimentally 
observed. Then the recall of each ISEi, 
i=2,…, k, can be estimated as  

Recall=x/qi, where i=2,…, k 
Thus, the number of relevant images across 
all the database may be estimated by 
q*=max (qi), i=1,2,…, k. From this, we can 
go back to iteratively re-compute the recall 
rate of ISE2. Likewise, we can determine 
the revised recall rate estimations for the 
remaining search engines ISE3,…, ISEk. 

Revised Recall=x/q* 
Global performance characterization for 
given search engines may then be developed 
through the execution and observation of 
returned results for a set of representative 
image search queriesQ1,…, Qs. 

 

3.3 Experiment and Results 
The test query Q is “plane” 
Firstly, we obtained 50 relevant images from 
the ISE1 (AltaVista). Following that, we will 
test on some major image search 
engines(ISE1,…,   ISEk) as follows: 
1. Google www.google.com 
2. Yahoo www.yahoo.com 
3. Msn www.msn.com 
4. Ask www.ask.com 
5. Lycos www.lycos.com 
6. AltaVista www.altavista.com 
 
Precision 
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Figure 1: precision of five ISE 

 
To compare the precision, Msn search 
engine have a top results 67%. Google and 
Ask have the same scores with 48%, while 
the engine has the lowest score is Yahoo. 
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Figure 2: recall and revised recall of five ISE 
 
For the recall, Yahoo and Lycos have the top 
result with 10%, while Google with 6% and 
MSN and Ask with the lowest score, which 
is 4%. However, after estimate the total 
number of relevant images across all the 
databases, we can obtain the revised recall 
as follows: all ISE are very low around 3% 
of relevant images returned across all the 
search engines. 
 
4. Conclusion and Future Work 
The objective of a good image search 
engine is to retrieve as many relevant 
items as possible meanwhile to reject as 
many irrelevant items as possible. 
Therefore, according to the experiment 
above, we can see that Msn provide the 
best result in precision and revised recall 

meanwhile the Lycos show the worst 
result in precision. Yahoo and Lycos 
have the best result in recall but provide 
the worst result in revised recall. 
My future work is modeling cumulative 
page image relevance using stochastic 
analysis, and extrapolating the image 
relevance deterioration pattern. And then 
we will develop and formulate the 
optimal stopping rules and sequential 
stopping rules based on dynamic 
observable variable. 
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of Online Forum Participants 
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Abstract 
 

There are great of amount of semantically feature in 
the online media which is useful for product accurate 
advertisement and product comments summary. This 
paper is to address the problem of mining of product 
ownership of online forum participants.  As the problem 
is required to classify documents and make semantically 
analysis at the same time. We appeal the one of the most 
popular text mining model recently, Latent Dirichlet 
Allocation (LDA). However, there are many shortcomings 
for supervised setting LDA including not discriminating 
between syntactical words (functional words) and 
semantically words(content words). The latter one is 
great more important for supervised leaning. The 
syntactical words contribute little to the class 
discriminating and even confusing the classification. So 
we choose the HMM-LDA to improve this situation, 
which would generate syntactical class and semantically 
topics. What is more, we proposed an enhanced method 
for the topics modes to generate semantically topics of 
clearer, more interpretable and richer in semantically 
nature. Using such enhanced topics, the classification is 
improved lots. Based on the all the topic models, we 
extract proper feature for the document classification 
using a state of art classifier SVM. The experimental 
results show that enhanced HMM-LDA achieves a 
significant improvement in the classification accuracy 
than LDA and extracts richer semantically and more 
interpretable topics than LDA. 
 
1. Introduction 
 

Online forum, web blogs and other social media 
websites serve not only as important media for 
communications among individuals but also provide 
ample data mining opportunities. Product owners, 
potential product buyers and other interested parties often 
post messages to share information, seek for help and 
give suggestions and comments on products. There are 
often good business interests to capture such information 
to find potential buyers, product concerns or 
shortcomings, which will be helpful for advertising 
improvement, market analysis and product planning. 
Among such analysis, the primary one is the product 
ownership discovery of whether the person concerned has 
owned or not owned a particular product and the period 

of its presence. In this paper, we focused on this problem 
referred as “mining product ownership of online 
participants” (MPOOP). To solve the problem of 
discovery of product ownership, we employ text mining 
techniques and machine learning models.  
    In recent years, a popular model for text mining is 
posed as a generative probabilistic model, latent Dirichlet 
allocation model (LDA) [1]. There are various extensions 
such as (1) the multi-grain topic model [7] for customer 
review mining based on “local topics” and “background 
topics”, (2) delta-LDA [2] for statistical program 
debugging. In supervised learning, supervised LDA[5] 
was proposed by introducing a label variable to model the 
dependence between label variables and topics, which 
was effective in web spam classification [6]. In review 
summary application, ] M. Hu and B. Liu has the 
efficiency of topic model in [4].   
     The content feature of documents represented by the 
topics detected by LDA will be of use for classification of 
documents and provides great amount of semantically 
interpretation about the classification results. What is 
more, HMM-LDA[3] will provide features including 
functional words feature and content words feature, 
which will play different roles in the application of 
document classification and be of advance to improve the 
accuracy. To address the problem of ownership mining, a 
novel algorithm has to be introduced to address the 
supervised and semantically rich problem nature by 
extracting syntactical and semantically feature from the 
documents. 
     This paper is organized as follows. In Section 2, the 
mining of product ownership problem will be defined 
first, and then LDA, HMM-LDA will be introduced 
following the inference learning. In section 3, an 
enhanced learning for LDA and HMMLDA will be 
proposed to strengthen the power of feature extracted 
from the two models. Experimental results on a recent 
data set from a popular digital camera website will be 
given which will compare the performance with the state 
of art classifier multiclassSVM  [9] in Section 4. We discuss 
the experiments in section 5 and the future work in 
Section 6. 
 
2. Proposed methods 
 
In this section we will define the problem addressed in 
this work. More over, the topics model will be introduced 
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with the inference learning, based on which the feature 
will be extracted for classification in next step. 
 
2.1. The problem of mining of product ownership 
for online forum participants 
 
The problem of “mining of product ownership of online 
forum participants”(MPOOP) includes two parts, (1) to 
detect product ownership from the messages posed on the 
online forum for each participated authors, (2) detect and 
analysis topics associated with different ownership.  
 
2.1.1 Terms definition 
(1) Author ia is one unique valid poster in some online 
forum which is also referred to as participant. 
(1) Message i

jm is the thj message posted by author 

ia along the time, which contains some message of the 
target product g , e.g, the product name. In this paper, 
message is also referred as documents.. 
(3) Ownership: Given some sets of message i

jm of 

author ia , there are 3 types of unit ownership defined in 
this paper including, “positive”, “negative” ownership 
and “unknown” ownership. Positive ownership is some 
kind of recognition that author ia owns the product 
g only based on the text feature of the messages. 
“Negative” means “not owns”. And the “unknown” 
ownership means that it is not clear about the ownership 
of author ia from the messages. 
 
2.1.2 Problem definition 
Problem Definition: Given a set of authors 

1{ } ,AN
i iA a == messages 1{{ }} ANa

j aM m == associated wtih 

authors in A , of the messages, the problem is to 
determine the ownership class of each message, and 
detect the topics conditioned on different ownership. 
       Here Message a

jm is made of work token{ }.tw  

      We divide the problem into three subtasks: (1) select 
the product related messages; (2) extract features from the 
messages including the semantically feature; (3) classify 
the messages into 3 groups with each associated with one 
class of ownership. In the first subtask, we used a simple 
scheme to select product related messages where 
only messages were selected that contain complete 
product name or its usual alias. 
 
2.2. LDA 
 

LDA is a popular generative model for document 
modeling and latent topics detection in recent years. The 
process corresponds to the graphical model shown in 
Figure 1.  

In LDA, w denotes one work token in the document, 
z is the topic indicator variable, iφ denotes parameters of 
the multinomial distribution of words conditioned topic 
,i which is drawn from the Dirichlet(β) prior 

independently. And  θ is topic distribution of a document 
with a Dirichlet(α) prior. 

 Generative process could be generating as follows: 
(1) For topic 1, 2,..,i T=    

Draw ~ ( )i Dirichletφ β  

     (2) For each document d  
            Draw ~ ( )Dirichletθ α , 
            For each word token 1,..., dt N=  

i. Draw | ~ ( )iz Discreteθ θ ; 

ii.Draw | ~ ( ).i zw z Discretel φ  

Here T is the number of topics and dN  is the number 

of tokens in document .d  

        
Figure 1: Graphical model of LDA 

  
2.2.1 Inference 
     Algorithm such as variational inference, collapse 
Gibbs sampling [8] have been presented to estimate the 
parameters φ  and θ. Efficient estimation of 
hyperparameter α has been given as a non-iterative 
method in [8].  
      The probability distribution of topic z conditioned on 
document d is given in (1) and token w conditioned on 
topic z in (2).  

,

,*1

( )( )( | )
( )( )

k i
W

kj

nWp w i z k
n W

ββ
ββ

=

Γ +Γ
= = =

Γ +Γ∏
                 (1) 

 
*1

( )( )( | )
( )( )

d
k

K d

k

nKp z k d
n K

αα
αα

=

Γ +Γ
= =

Γ +Γ∏
                           (2)      

      Here *
dn is the sum of the number of words in 

document .d  d
kn is the sum of words assigned to the topic 

k  in document .d And ,k in is the number of times of 
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word i assigned to topic ,k ,*kn  is the number of times of 

all words assigned to topic k in all documents. 
       K is the number of topics and W is the size of the 
dictionary. 
 
      The conditional probability distribution of iz  on other 
information for Gibbs sampling approach is given as  

,

* ,*

( | , )
d

k ik
i i d

k

nnp z z w
n K n W

βα
α β−

++
=

+ +
                             (3) 

     i− means all other tokens except the current one .i  
     And the hyperparameters could be inferred from the 
topics indicator variable samples by 
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ˆ .
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n
n K
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+
=

+
                             (4,5) 

Here ,î jφ is the probability of word i conditioned on topic 

j and ,î dθ is the probability of topics i  conditioned on 

document .d  
 
2.3.  HMMLDA 
 

 In a document there are syntactical words which is 
also referred as functional words and semantically words 
referred as content words. However, in LDA, they are 
treated the same which will mess up the different 
important impact in different application. So Griffifths 
and Steyvers proposed the HMM-LDA models in [3], 
which will discriminate the syntactical class and 
semantically topics by using the characteristic of syntactic 
words in the word sequence, which will be modeled by 
HMM. The graphical model of HMM-LDA is in Figure 2. 

 

 
Figure 2: Graphical model of HMM-LDA. 

 
2.3.1 Composite Process 
       In HMM-LDA, there are S syntactical classes { }is  

with the first class 0s denoting the sentence marker and 

the second one 1s the semantically class which 

includes K semantically topics { }ik while { }iw indicates 

the word token, { }ic is the syntactical class indicator 

variable and { }iz is the semantically topic indicator 

variables. If token iw is in the syntactical class ( 1)is i > , 

it will follow 
isφ while it will follow a word distribution 

ikφ  if it in the semantically class 1s and assigned to 

topic .ik  
      It is shown the generative process as follows. 
      (1) For each syntactical class is  

             Draw   ~ ( )
is sDirichletφ β      

        (2) For each semantically topic ik  

             Draw ~ ( )
ik KDirichletφ β  

       (3) For each document d  
             Draw ~ ( )d Dirichletθ α , 

             For each word token 1,..., dt N=  

Draw | ~ ( )i d dz Discreteθ θ  

Draw 
1

~ ( )
ii cc Discrete π
−

 

                     If 1ic = , 

                        Draw ~
ii zw φ  

                     Else Draw | ~ ( ).
ii zw z Discretel φ  

      Here iπ is the transfer probability from class i in 
HMM, and it is drawn from the Dirichlet prior 

( ).Dirichlet γ ,α ,Sβ Kβ and γ are the 
hypyerparameters. 
 
2.3.2 Inference 
 
Gibbs Sampling are used to approach the model and 
samples { }ic ,  { }iz  which will be used to infer the 
model parameters.  
The conditional probability of syntactical ic  on other 

variables will given in (6) and semantically iz on other 
variables is given in (7), both of which are used to get 
samples from Gibbs sampling. 

  (5) 
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(6) 
 
2.4. Enhanced topics models 
 
       In LDA, each word has the same power to guide the 
clustering process of word so that common words or stop 
words like ‘the’,’a’,’an’ will give a great impact to 
influence the topics generating and stay at a place of high 
probability in the word distribution of the topics. As the 
multinomial distribution treats all the word as the same, 
the word with dominant number of word counting will 
dominant the topic no matter what dose the word means 
and whether it is respective enough for the topics.  
        To enhance the word which is typical and respective 
to influence the topic forming process, we proposed a 
method by incorporating the TFIDF feature into the 
model. 
        The LDA is enhanced by redesigning the probability 
of word conditioned on topics as follows. 

* ( )( | , ) ( ) ( ) w w

z

n idf n
z w W zp W z p dβ φ φ φ∈= ∏∫                  [7] 

( ) log( /( ( ) 1))Didf w N df w= + is the inverse document 
frequency (IDF) and ( )df w  is the number of documents 
where word w occurs, DN is the number of documents in 
corpus. 
While ~ ( ),

z
Dirichletφ β   [7] is recomputed and given in 

(8). 
,

,*1

( )( )( | )
( )( )

k i
W

kj

idfnWp w i z k
idfn W

ββ
ββ

=

Γ +Γ
= = =

Γ +Γ∏
        (8) 

Here ,k iidfn is similar to LDA, but the counting of times 

of word i assigned to topic k with the weighting 
( )idf i for each counting while ,k in is just counting 

without special weighting. 
Other parts is identical to the LDA. 
 
  2.4.1. Approximated Inference. Similar to the 
standard LDA, exact parameters estimation is intractable. 
Gibbs sampling [9] is used to estimate the parameters 
including ,z .k iidfn .  
From (8) and (2), the posterior distribution of topic 
distribution ( | , )ip z w z−  can be inferred as in (9) where 

iz−  denotes all other topic indicator variables z except iz .  

,

* ,*

( )
( | , )

( )

d
k ik

i i d
k

idfnnp z z w
n K idfn W

βα
α β−

Γ ++
=

+ Γ +
                        (9) 

Here *
dn is the sum of the number of words in document 

.d  d
kn is the sum of words assigned to the topic i  in 

document .d And ,k iidfn is the number of times of word 

i assigned to topic j in all documents with IDF weighting.  

.*kidfn  is the number of times of all words assigned to 

topic k in all documents. i− means all other tokens except 
current token .i  
       K is the number of topics and W is the size of the 
dictionary. 
     To approximate the second part of (9), we use the 
following method [10] simplify the calculation. 
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Here [ ]  is the rounding operation. 
So (9) could be simplified as 
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 And parameters ,θ φ can be inferred as in (12),(13) from 
the samples generated by Gibbs sampling. 
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HMMLDA could be also included the IDF feature by 

similar operation into the semantically part. 
 

3. Feature Extraction 
 

From the models discussed in Section 2, we could 
inferred great rich semantically feature or even the 
syntactically feature for analysis.  As for the problem of 
mining of product ownership, the task is to classify the 
documents. So feature used for classification will be 
focused and discussed in this section. 
 
3.1. LDA 
    LDA model could gives the semantically feature by 
inferring theθ̂ , which is the topic distribution of 
documents. As in different class, documents 
will focus on different topics and presents divergence 
distribution on topics. So it is expected that the 
semantically feature from LDA will be efficient for the 
ownership classification which will be discussed by 
experiments in Section 4. 
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3.2. HMM-LDA 
 

The HMMLDA could gives the syntactical class 
information and also the semantically feature. It is argued 
that the syntactical class distribution of documents 
provides less discriminative power for documents 
classification as the distributions are almost the same for 
all documents which will be illustrated with experiment 
results in Section 4.  So we extracted the semantically 
feature of HMMLDA and keeps the text feature as the 
word vector for the tokens which has not been assigned 
into the semantically class. The feature extraction 
approach is illustrated in Figure 3. 
 

 
Figure 3 Flow char of feature extraction from HMM-
LDA. 
 
3.3. Enhanced topics model 
 
       In this paper, we develop the enhanced topic models 
to provide enhanced topic models. It will be illustrated 
that the enhanced LDA could generate topics more 
interpretable and improve the classification accuracy. As 
some very important word to discriminate the different 
class will be under estimated or even ignored by giving a 
very small probability to the word conditioned on topics.  
      Some important and representative word may have 
smaller number of word occurring relative to the common 
words such as “the”,”a”,”an” and etc. So the classification 
may be mistaken by the common words. And the 
discriminative word will be decreased its influence.  
     But enhanced topic model would increase the 
discriminate power of such important or representative 
word and decrease that of the common words. So it could 
increase the classification accuracy which will be 
supported by experiments in Section 4. 
 

4. Experimental results 
 
     We prepare a dataset from an online forum in a 
popular digital camera website. There are 10 different 
camera models in this product set whose 
names 10

1{ } .i iP p ==  In each message, we take word 
sequences of 10 words before and after each location of 
each camera model name. The data set totally contain 
58342 messages of 7031 authors, 1100 of which are 
labeled. When training HMM-LDA, each “20 words 
sequence” are ended with an sentence marker.. 
      We ran the Gibbs sampler on the dataset for LDA, 
(LDA + IDF) with the standard hyperparameters setting 
as 50 / ,Kα = 0.01,β = on the 50K =  topics. And 
for HMMLDA and (HMMLDA +IDF), we set 0.1,γ =  

50 / ,Kα = 0.01,Kβ = 0.01,Sβ = on 30S = syntact

ical class and 50K = semantically topics. All samples 
are drawn from Gibbs sampler after 200 iterations. 
 
4.1. Documents classification 
 

After feature extracted from the generative models, we 
use the feature to train the SVM classifier and then 
classify the message in the test set. For comparison, we 
compare the features of  (1) “Bag of words” vector, (2) 
LDA topic distribution θ̂ , and also that of the (LDA + 

IDF), (3) the semantically topics distribution θ̂  and the 
syntactical “bag of word” word” vector including the 
words which are not assigned to the semantically class. 
Fo 

We random draw some percent of labeled data from 
the 1100 labeled data, and test the classifier with the 
whole 1100 data. The classification results after 10 times 
random draw and testing is shown in Figure 4. The 
“SVM” means using just the “bag of word” feature to 
classify.  From the classification result, it is shown that 
the (HMM-LDA + IDF) feature is nearly the same 
accurate to the classification using all text feature. At the 
same time, (HMM-LDA + IDF) can detect the 
semantically topics related to different ownership, which 
will be shown in Section 4.2. 

We plot another picture to explain why (HMM-LDA + 
IDF) can improve the classification accuracy in Figure 5. 
The Figure 5(a)  is syntactical class weighting of different 
ownership, which is the number of words assigned to 
different syntactical class except the “sentence marker” 
and “semantically class”. The Figure 5(b) is the statistical 
results of number of words assigned to different topics in 
documents labeled as different ownership. All the 
statistical results are normalized to sum to one. It could be 
seen that it is the statistical weighting of syntactical class 
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is so similar among the two ownership class that it could 
not be used to discriminate the different ownership class. 
That is why we do not use the syntactical class weighting 
as the classification feature like that of the semantically 
topics, but use the original “bag of word” as the 
classification feature for the words assigned to the 
syntactically class.  So we keep the words assigned to 
syntactical class not changed, but represent the the words 
assigned to the semantically class as the topics 
distribution which is correspond to theθ̂ in LDA. In this 
experiments there are 159023 tokens out of 309215 
tokens are assigned to the semantically class from HMM-
LDA Gibbs sampler and 167908 tokens for (HMM-LDA 
+ IDF) Gibbs sampler. So around half of the words are 
assigned to the semantically class and transformed to be 
the topics weighting feature by inferringθ̂ .  

The (HMM-LDA + IDF) could do better because it 
promotes the influence of the important and 
representative words of the topics which is more 
discriminate than the common words. The experimental 
results support our arguments, (1) LDA+ IDF beyond the 
LDA, HMM-LDA + IDF beyond the HMM-LDA (2) 
HMM-LDA beyond the LDA models. 
 
 

 
Figure 4 Classification results of the 5 models 
 

 
        (a)  Comparison of the average syntactical class 
weighting of documents labeled as “positive ownership” 
and “negative ownership”. 

 
 (b) Comparison of the average semantically topics 
weighting of documents labeled as “positive ownership” 
and “negative ownership” 
Figure 5 Statistical analysis of syntactical class and 
semantically topics samples from HMM-LDA Gibbs 
sampler. 
 
4.2. Class related topics 
 

We select some representative topics related to 
“positive ownership” and “negative ownership” with the 
topics represented by the 10 most probable words 
conditioned on the topic. The results are shown in Table 
1, which is topics related to different ownership selected 
by hands. 

 
LDA ♦ 'the and to use only now also shots d rebel' 

♦  'the in on is image shot a for of and' 
♦ 'with for flash raw no or and a shoot using' 

LDA+ 
IDF 

♦ 'only rebel use shots also now taken around with' 
♦ 'flash raw shooting shoot images mode no user 

fast' 
♦ 'in image shot quality quite photo bit is 800 of' 
 

HMM 
LDA+ 
IDF 

♦ 'picture different system lower 800 help seen 
enough kit choose' 

♦ 'shot images shots test almost 200 myself black 
owner combo' 

♦ 'exposure raw iso comparison many close jpeg 
looking likely anyway' 

(a) Topics selected for “unknown” ownership class 
 

LDA ♦ 'that I have the not to but think so it' 
♦ 'be to will or would 40d a buy should upgrade' 
♦ 'the for is a and price it great me difference' 
♦ 'it t not that but don know s do work' 
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LDA+ 
IDF 

♦ 'that 400d of people about is s who say this' 
♦ 'be will d40 40d would should price lenses d40x 

buy' 
♦ '30d 20d or upgrade would to over buy get either' 
♦ 't don know he doesn they want that didn re' 

HMM 
LDA+ 
IDF 

♦ '40d probably feel stop ll buying second issues 
least version' 

♦ 'say before small choice really cost being about 
phil low' 

♦ 'better light keep extra consider hands show 
backup 500 coming' 

♦ 'bought fine sold problems question anything real 
color gt 10' 

(b) Topics selected for “negative” ownership class 
LDA ♦ 'i my got ve just bought had for been have' 

♦ '300d my from and still with a used gallery -' 
♦ 'i m for am have a about sure looking happy' 
 

LDA+ 
IDF 

♦ 'own since back before again e ve two couple hope' 
♦ '300d from am my gallery new 10d about to this' 
♦ 'got my bought just first had after ve was when' 
 

HMM 
LDA+ 
IDF 

♦ 'work love thinking last yet took own purchased 
upgraded clean' 

♦ 'much years faster two cameras iq works deal 
every now' 

♦ 'mode shooting auto p decided upgrading xt 
experience amp buffer' 

(c) Topics selected for “positive” ownership class 
Table 1 Topics related to different ownership class 
selected by hands. 
 
From Table 1 , The (HMM-LDA + IDF) captured the 
most interpretable words and discover topics of richer 
semantically nature. And then (LDA+IDF) gives a 
moderate performance, LDA worse.  
 
For example, in Table 1(a) , it is easy to read the topics of 
(HMM-LDA + IDF) discussing the “picture processing 
by choosing different kits”,  “sharing photography by the 
camera owner to test its new camera”, “exposure and data 
storing with different data format”. But it is just known 
from LDA to find topics related to “photo shooting”. In 
Table 1(b), (HMM-LDA + IDF) found that authors 
discussed about “the issue of new camera model 
releasing”, “considering taking a new camera as backup 
one”, “the experience of selling its last camera”, all of 
which related to the “negative”. In Table 1(c), 
(HMMLDA-IDF) found the topics of  “owning a new 
camera just for upgrading”, “owning two camera for 
works”, “decide to buy a auto shooting camera”. 
  
5.  Discussion 

 
      This paper has proposed a novel method to build 
enhanced topic model by incorporating the TFIDF 
information and a feature extraction method for the 
problem of mining of production ownership of online 
forum participants. It is shown that from the experiment 
results, (HMM-LDA) not only improve the classification 
accuracy  which is almost approach to that of SVM 
classifiers with “Bag of word” feature, and also mining 
richer and more interpretable topics related to different 
ownership class. 
     The syntactical class and semantically topics holds 
rich information for text processing, but the LDA does 
not discriminate the important and representative words 
from  
the common words, generating topics less meaningful and 
separable. HMMLDA are capable to samples the 
syntactical class and semantically topics, getting further 
to make finer grained semantically analysis. The IDF 
information enhanced the quality of the topics for both 
LDA and HMM-LDA. It is primarily to argue that the 
give words different importance will be efficient to 
generate clearer, and richer semantically topics. 
 
6.  Future work 
 

We will try to find more sophisticated method to 
incorporate more statistical information to give words 
more accurate importance weighting. And we try to 
modify the HMM-LDA to capture more interesting and 
complex text structure. Inn this paper, it is a pity to 
selecte the class related topics by hands. We will try to 
find some measure to select the class related topics 
automatically. 
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Opinion Mining: A Survey of the State-of-the-Art and Possible Extensions

Kwan Wai LEUNG

Abstract

With the wide spread use and the new generation of the
Web, people interact through the Internet in many forms.
Blogs, forums and online review systems are popular plat-
forms for people to express how they experience about a
service or a product. People always express their opinions
in the content of texts they leave on those sites or systems
and those opinions are kind of important information on
the Web. This paper presents an overview of opinion min-
ing by surveying and analyzing the developed methods for
accomplishing the main tasks in opinion mining as well as
different limitations of the studied techniques. Followed the
survey, some possible applications of the sentiment analy-
sis results are discussed. The idea of examining sentiments
on a popular restaurant review system, OpenRice, is also
introduced in the paper. As investigated, PMI would be
less effective for examining sentiments on OpenRice as it
dose not have a consistent performance for multi-aspect re-
views. Publicly available linguistic resources like WordNet
are also not suitable for the system since the system is Chi-
nese based. As such, possible new methods are proposed
for handling the OpenRice reviews on sentence level.

Keywords
Opinion mining, sentiment analysis, sentiment classifica-
tion, subjective word identification

1 Introduction

The World Wide Web is enlarging in a startling rate
where the information grows in an exponential rate. With
the evolution of the Web, Web 2.0 allows users to contribute
websites content. With the interactivity provided by the
unique features of Web 2.0, networks are built with blogs or
online review systems in different domain. It is also a com-
mon practice for merchants and service providers to enable
their customers to have online reviews on their products
or services. Among the contents in such blogs or review
systems, there are enormous quantities of customer opin-
ions expressed. As there are lots of products and services a
pouser can choose from, users always face the problem of
decision making. Thus, the feedbacks on the Web can make

them have an easier decision making. Since those customer
feedbacks influence other customer’s decisions, it is impor-
tant for business to take into accounts the feedbacks on Web
for their market planning and business development.

With the increasing number of people writing review, the
number of reviews grows rapidly. Additionally, reviews are
always very long and have many sentence not referring cus-
tomers’ opinions. These make potential customers to read
them to make decisions. Merchants are also hard to re-
trieve opinion information about the products or services
from heaps of such long reviews. Reading a few reviews
would give a biased view on products or services, and thus
gather information from multiple reviews would be much
reliable than from one. Therefore, systems which can au-
tomatically process various reviews and give an appropriate
summary showing the sentiments are welcomed.

To allow such a system to be developed, techniques
for sentiment analysis should be studied, which sentiment
refers to the orientation of opinion about a subject. Sub-
jective words or phrases extraction is yet another essential
step for opinion mining as not all the sentences and words
in a review convey customer’s opinion. For different goals
of opinion mining, some other techniques should also be
investigated, such as feature extraction for opinion mining
on product of service features, sentiment classification for
review orientation classifying.

Due to the importance of sentiment analysis, it is now a
hot topic for research. Many methods for feature extraction,
subjective word or phrase extraction, sentiment classifica-
tion, sentiment analysis and opinion summarization have
been studied. In this paper, I examine the investigated meth-
ods of the key tasks which are involved in opinion mining.

2 Opinion Mining Tasks

As mentioned in Section 1, there can be many tasks in-
volved in opinion mining depending on the goals and how
the summarized information is presented. However, the fo-
cus of opinion mining is the sentiments expressed in corpus.
The major tasks for opinion mining can be roughly divided
into identifying subjective words or phrases, and analyzing
sentiment orientation.
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3 Identifying Subjective Words or Phrases

There are basically two types of approaches for opin-
ion words or phrases identification: (1) corpus-based ap-
proaches, and (2) dictionary-based approaches.

3.1 Corpus-Based

Corpus-based approach algorithms determine sentiments
of words or phrases by discovering the co-occurrence pat-
terns of words or phrases. Works in [1, 5] study this ap-
proach.

3.1.1 PMI-IR

PMI-IR uses Pointwise Mutual Information (PMI) and In-
formation Retrival (IR) to measure similarity of pairs of
words or phrases. Semantic association between two words
or phrases can be measured by Pointwise Mutual Informa-
tion (PMI) [6]. Semantic orientation can be inferred using
the mutual information calculated. The Pointwise Mutual
Information (PMI) of two words is defined as:

PMI(word1, word2) = log2

[
p(word1 & word2)
p(word1)p(word2)

]
(1)

where p(word1 & word2) is the probability ofword1

andword2 co-occur.

In [5], Turney presented a work on inferring semantic
orientations using PMI-IR with unsupervised classification
on reviews. The method introduced can handle phrases, ad-
verbs and isolated adjectives. PMI-IR is employed to de-
termine the semantic orientation. Phrases containing adjec-
tives or adverbs are considered.

To identify subjective phrases, it firstly tags the words
in a review by a POS tagger [8]. Adjective or adverb itself
can state subjectivity, however, adjective or adverb alone
may not have sufficient context to be used to estimate se-
mantic orientation. For example, word ’unpredictable’ in
”unpredictable steering” is negative in an automotive re-
view but positive in ”unpredictable plot” in a movie review.
Thus, pairs of words containing an adjective or an adverb
and a consecutive context are extracted to be the subjective
phrases.

PMI-IR is employed to estimate semantic orientation of
each extracted phrase. It uses mutual information as a mea-
sure the strength of semantic association between the ex-
tracted phrase and a positive and negative reference word.
The PMIs are computed via IR by counting the number
of hits when queries are issued to a search engine. And
the chosen positive and negative words are ’excellent’ and
’poor’ respectively. The Sentiment Orientation (SO) of a
phrase,phrase, is:

SO(phrase) = PMI(phrase, ′excellent′)
− PMI(phrase, ′poor′) (2)

The sentiment of phrase is positive if SO(phrase) is pos-
itive, when SO(phrase) is negative, sentiment of phrase is
then negative.

One of the limitations of the proposed method is that it
is time consuming with IR which launches queries to search
engine.

3.2 Dictionary-Based

Dictionary-based approach algorithms base on a set of
seed opinion words, use the synonyms and antonyms in dic-
tionary to indicate sentiment orientations. Both [2, 3] use
WordNet as the dictionary and thesaurus.

3.2.1 WordNet-Based

In [2], Hu et al. identified opinion sentences and decided if
each opinion expressed in each sentence is positive or neg-
ative with the assistance of the WordNet [7]. A set of ad-
jective words is identified using natural language process-
ing method. These words are the opinion words as they
are usually be used in commenting a product, e.g. ’amaz-
ing’, ’great’, ’poor’. An opinion sentence is a sentence con-
tains one or more product features and one or more opinion
words. Semantic orientation of each opinion word is deter-
mined using a bootstrapping technique with WordNet [7].
The idea of adjectives share the same orientation as their
synonyms and opposite orientations as their antonyms is
used with a set of seed orientation-known adjectives to pre-
dict the orientations of all adjectives. The simple WordNet-
based approach in [2] yields the context dependent opinion
words problem.

Context dependent opinion words problem
There are many opinion words whose orientations are
context dependent. For example, the word ’long’ can
indicate a positive or a negative opinion on a product
feature depending on the product feature and the con-
text. Take the digital camera as an example.

”The battery lasts very long” - positive
”The camera takes a long time to start up” - negative

However, no effective mechanism is provided in
this WordNet-based sentiment analysis method for
dealing with such context dependent opinion words.
This problem can be solved by holistic lexicon-based
method proposed in [3] which will be discussed after-
ward.
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Ding et al. proposed a holistic lexicon-based opinion
mining technique which uses WordNet for building opinion
lexicon in [3]. As opinions can be indicated by adjective,
adverb, verb and noun, for instance ’good’, ’fast’, ’hate’,
’rubbish’, opinion lexicon constructed in [3] not only in-
cluded adjectives and adverbs, but also verbs and nouns.
A list of context dependent opinion words is also built and
used for sentiment analysis. To create the lists, part-off-
speech (POS) tagging [4] is performed. The different sets of
opinion lexicon are obtained via a bootstrapping process us-
ing the WordNet [7]. Annotated opinion expressing idioms
are also been identified and most of them express stronger
opinions. Non-opinion phrases containing opinion words
would have their opinion words be overwritten under the
mechanism. Sentiments are estimated with the idea similar
to [2] that a word has the same orientation with its synonym
and opposite orientation as its antonym. Moreover, some
linguistic rules are used together with the WordNet-based
orientation identification to enhance the accuracy and han-
dle the context dependent opinions.

3.3 Linguistic Rules

There are some relationships between semantic orienta-
tion and linguistic features. Semantic orientations of words
can be indirectly indicated by conjunctions. Conjoined ad-
jectives usually have the same orientation [10]. Work in
[10] used a supervised learning algorithm to infer the se-
mantic orientation of adjectives conjoined by conjunctions.
It achieved a high accuracy, but highly relied on large cor-
pus and a large amount of manually tagged training data is
needed.

A holistic lexicon-based work [3] uses the global in-
formation involving the linguistic rules together with the
dictionary-based method to deal with the context dependent
opinion words and phrases which achieves a higher preci-
sion with the orientations of context dependent words. Be-
low are the set of rules applied in [3].

1. Intra-sentence conjunction rule

Only one opinion is expressed in a sentence unless
there is a ’but’ word that changes the orientation di-
rection.

2. Pseudo intra-sentence conjunction rule

The orientation of opinion remains the same even if no
explicit conjunction ’and’ is used in the sentence [10].

If there is an opinion word that its semantic orienta-
tion is unclear, infer the orientation by other reviewers
using the above two rules. e.g. ”The battery life is very
long”, where semantic orientation of ’long’ can be in-
ferred to be positive if there is another reviewer said

”The camera takes great pictures and have long battery
life”, which ’great’ is positive and ’long’ is then posi-
tive by rule 1. If there is a reviewer wrote ”The battery
life is long, it’s great”, ’long’ is positive by rule 2.

If confliction in orientation occurs for the same fea-
ture with the same opinion word, the majority view is
followed.

3. Inter-sentence conjunction rule

Neighbor sentence expresses the same opinion unless
the word ’however’ or ’but’ is used to indicate the di-
rection changes. If the above two rules fails to deter-
mine the opinion orientation, this rule serves the func-
tion.

Experiments showed that system with the context depen-
dency handling in [3] improved the F-score compared to
FBS [2] which did not deal with the context dependency.

4 Approaches for Opinion Analysis

Opinion analysis has been studied in two research direc-
tions. The directions are: (1) feature-based opinion mining,
and (2) sentiment classification.

4.1 Feature-Based Opinion Mining

Feature-based opinion mining aims to indicate seman-
tic orientations of opinions on each feature. It usually in-
volves identification of features from input text in advance
of deciding opinions orientations. Representative works on
feature-based sentence level subjectivity classification in-
cludes [2, 3].

Hu et al. proposed a feature-based opinion mining
method in [2]. The introduced method firstly identifies the
features of a product customers have expressed opinions
on, it then identifies, for each feature, the review sentences
which containing opinions, the last step is to produce a sen-
timent summary with the discovered information. To mine
the product features which have been commented on, both
data mining and natural language processing techniques are
used. Part-of-speech tags of each sentence of all reviews
are produced by using NLProcesor linguistic parser [4]. A
transaction file which contains only the identified nouns and
noun phrases is created for hot feature (or frequent feature)
generation. Association mining is then employed to find
all frequent itemsets that are likely to be product features.
Compactness pruning and redundancy pruning are used to
remove unlikely features. After identifying the commented
features, the method identifies the opinion sentences and de-
ciding if each opinion expressed in each sentence is positive
or negative using the WordNet.
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Opinion words are used for extracting the infrequently
commented features out. The heuristic identifies the near-
est noun/noun phrase the opinion word modifies as the in-
frequent features. With the semantic orientations of opin-
ion words identified, the task of deciding the orientation of
each opinion sentence is done by counting the frequency of
positive and negative opinion words. The opinion sentence
orientation is determined by the dominant orientation of the
opinion words in the sentence.

A feature-based review summary is then generated. For
easier reading and decision making for customers, the sum-
mary is generated with all the features ranked according to
their appearance frequency in reviews. For each feature,
there are two categories, positive and negative, with the re-
lated opinion sentences regarding their orientations.

Experiment was done on a system, called Feature-Based
Summarization (FBS), which was built based on the pro-
posed techniques. The experiment results showed that the
precision and recall of feature extraction are both signifi-
cantly higher than the well-known and publicly available
term extraction and indexing system, FASTR [11]. The sys-
tem also has a good accuracy in sentence orientation predic-
tion.

Although the technique introduced in [2] yields a rela-
tively high precision, there is the multiple conflicting opin-
ion words problem. The problem can be addressed by the
opinion aggregating function deployed in [3].

Multiple conflicting opinion words problem
Some sentences are having multiple conflicting opin-
ion words. The proposed technique simply sums up
the opinion words’ orientation regardless the distance
of the opinion words and the feature. This lower the
accuracy as far away opinion words may not modifies
the current feature.

Ding et al. also worked on feature-based opinion analy-
sis [3]. The proposed method firstly buils a set of opinion
lexicon lists as mentioned before in Section 3.2.1. Opinion
orientations of each feature are then aggregated regarding
the distance of the opinion phrase and the product feature.
Given a sentencescontaining a set of featuresF and a set of
identified opinion wordsV, an orientation score is computed
for each featuref.

score(f) =
∑

wi:wi∈S∧wi∈V

wiSO

dis(wi, f)
(3)

wherewi is an opinion word,V is the set of all opinion
words and idioms.dis(wi, f) is the distance between opin-
ion wordwi and featuref in sentences. wiSO is semantic
orientation ofwi.

With the above scoring formula, a lower weight is given

to opinion words which are far away from the feature. As
such, solved the multiple conflicting opinion words problem
existed in [2].

Orientation of opinion on a feature in a sentence depends
on the final score. The opinion is positive if the score is
positive, the opinion is negative if the score is negative, and
the opinion is neutral if the score is neither.

Several rules are employed for distinguishing semantic
orientation:

1. Negation Rules: reverse the opinion’s semantic orien-
tation if there is a negation word or phrase in the sen-
tence.

2. ’But’ Clause Rules: if the opinion expressed in the
’but’ clause is neutral in it’s semantic orientation, the
orientation follows the negation of the semantic orien-
tation before the ’but’ clause.

A holistic approach using different contextual informa-
tion from the global with some linguistic rules is proposed
for dealing the context dependent opinions as described in
Section 3.3.

A system, called Opinion Observer, was built based on
the proposed technique for experiment. From the exper-
iment results, the fact that equation (3), which calculates
the orientation scores regarding the distance of the opinion
word and the product feature, and the context dependency
handling are useful for improving the F-score is shown.
With either one of the functions, Opinion Observer outper-
formed the FBS in [2]. Opinion Observer performed the
best that improved the recall dramatically with almost no
less in precision when having both the equation (3) and con-
text dependency handling employed.

4.2 Sentiment Classification

Sentiment classification aims to classify each review
document into positive, negative or neutral classes accord-
ing to the semantic orientations. [5, 9, 13, 14] are both
works on classification at document level.

4.2.1 Machine Learning Methods

Many machine learning methods are popular for topic-
based classification. Those techniques can also be em-
ployed for sentiment classification where the classification
is treated as a special case of topic-based categorization
with just a few ’topics’ which are the sentiment orientations.

[9] examines the effectiveness of applying machine
learning techniques to the sentiment classification prob-
lem on document level. Techniques including Nave Bayes,
Maximum Entropy and Support Vector Machines are com-
pared. Among these three methods, Nave Bayes performed
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the worst whilst SVMs performed the best in the experi-
ment.

Moreover, [9] points out a problem that a ”thwarted ex-
pectations’ narrative is a common phenomenon in docu-
ments in whatever domains, where the review author makes
a deliberate contrast to the earlier discussion. It is easy for
human to detect the true sentiment of the review, but would
be difficult for classifier. Regarding the problem, as the
whole is not necessarily the sum of parts [5], it suggests
that some sophisticated techniques should be used to deter-
mine the focus of each sentence and to identify the on-topic
words as some thwarted expectations are expressing opin-
ion about some other topic.

4.2.2 Natural Language Processing (NLP)-Based

WebFountain system [12] adopts bBNP (Beginning definite
Base Noun Phrases) greedy approach for the extraction of
product features. Definite base noun phrases which located
at the start of sentences and followed by verb phrases are
extracted. Reviews are dissembled and traversed with two
linguistic resources, sentiment lexicons and lexicon pattern,
in order to assign sentiments to the features. The polarity
of terms are defined by the sentiment lexicon. A sentiment
pattern database storing the sentiment assignment patterns
of predicates is also used. As such, a simple Web interface
for listing the sentiment bearing sentences of a particular
product can be easily implemented.

4.2.3 PMI-IR

Turney [5] classified reviews into recommended and not
recommended groups according to their sentiment using
PMI. Phrases containing adjectives or adverbs are extracted
and their sentiment orientations are calculated using PMI
with ”excellent” and ”poor” as the positive and negative
reference words. Unsupervised classification is then per-
formed to classify each review based on the average seman-
tic orientation of phrases in a review. Review that carries a
positive average orientation is classified as recommended,
otherwise not recommended.

The experimental results did not show a consistent per-
formance with PMI-IR. The techniques would have high
accuracies for some domains only, such as automobile or
bank reviews. It achieves relatively low precisions with the
movie and travel reviews. The reason for the poor perfor-
mance within these domains is that there are different as-
pects to such domains. For example, good actor does not
necessarily mean the movie is good.

In addition to time required for queries, the algorithm
performs poorly for some domains as it does not consider
features comprehensively.

5 Opinion Mining on OpenRice

OpenRice [17] is a well-known restaurant review system
with a dense reviewers producing over 280,000,000 reviews
which comment on more than 18,000 restaurants. With the
vast amount of reviews the system carries, it is valuable to
have sentiment analysis on the reviews to provide an easier
environment for users to make decisions with the reviews.

5.1 Problem Formulation

Restaurant reviews are multi-aspect as a reviewer can
comment on many aspects of a restaurant in a single review,
such as food, service, and ambience. Therefore features
should be firstly identified before analyzing the sentiment
expressed. Sentiment analysis on OpenRice differs greatly
to that of other review systems as the reviews it carries are
mainly written in Chinese. Thus the opinion words cannot
be extracted by using publicly available linguistic resource
and must be learnt by machine automatically.

5.2 Features and Opinion Words Learning

The task of feature identification can be done by the
help of Non-negative Matrix Factorization (NMF) or Latent
Dirichlet allocation (LDA). For NMF, given a matrixX with
reviews as rows and words as columns, the full composition
of X is amounted toW andH such that:

X = WH + U (4)

whereW andH are two non negative matrices andU is a
residual, whichW andH minimize the function

F (W,H) = ‖X −WH‖2F (5)

NMF or LDA groups corpus of similar topic together and
extracts representative words of each group. As such, the
extracted representative words can be the frequently com-
mented features among a group of reviews. With the fea-
ture words, we can study the sentiments of each feature in a
review by performing analysis on sentence level.

Opinion words can be learnt as well by using NMF
or LDA with the similar manner of identifying the fea-
ture words. Groups resulted from the algorithms can be
sentiment-oriented but not cuisine type dominating. Which
their representative words are probably opinion words.

6 Experiment

Experiment has been done with a dataset of 4680 restau-
rant reviews from OpenRice review system. The dataset
firstly underwent data preprocessing with Stanford Chinese
Word Segmenter [16]. Term frequency inverse document
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frequency (tf-idf) and NMF is then performed for clustering
the reviews into 12 groups of different cuisine type. Table
1 shows the representative words of each group of reviews.
After evaluation by human expert, the class labels are given
as shown in Table 2.

The user tagged cuisine style information is used as the
ground truth to evaluated the experiment result. The exper-
iment yields a quite good result. For example, in group 3,
69.70% of reviews are tagged as Japanese cuisine. 76.69%
reviews in group 12 are tagged as Guang Dong and Hong
Kong style. Since the user tagged cuisine information is just
a simple cuisine style of a restaurant, some of the groups,
like group 4 and 10, cannot be evaluated by the user tagged
information. However, the representing words do clearly
indicate the cuisine type of the group.

6.1 Discussion

As shown in the tables, NMF can accurately cluster
restaurant reviews into groups and the representative words
of each group can be treated as the frequent commented
objects within the group. Moreover, experiments shows
that opinion words can also be learnt by clustering reviews
into more groups. There exist some clusters with sentiment
words dominated in the resulting groups.

It may also be a possible way to the sentiment of a re-
view by multiplying a weight to the non-sentiment domi-
nated groups to hide such groups. As such, reviews will
then be assigned to a sentiment dominated group and the
sentiment of the review can then be examined.

7 Possible applications based on sentiment
analysis result

One of the potential applications is to build search en-
gines for particular type of products or shops (e.g. digital
camera, restaurants, movies, etc). By using the sentiment
analysis result, the query result can be sorted according to
the semantic orientation of each item. As such, those items
associated with lots of positive reviews can be put to the top
of the result to ease the decision making for customers.

On the other hand, it can be used for helping reviewers
of academic paper to use appropriate tone in writing com-
ments. Normally, reviewers are assumed to be objective and
the tone used in writing comments should be neutral. But
very often they will accidentally criticize the submitted pa-
pers by harsh wordings. With the help of the sentiment anal-
ysis result, it is possible to highlight those harsh wordings
and reviewers can modify their comments accordingly.

Finally, sentiment analysis result can be used for build-
ing better recommender systems. Traditionally, recom-
mender systems were heavily relied on collaborative filter-
ing techniques [15]. However, in this traditional approach,

Group 1 2 3 4
R� þÿ .¥ _¢
?9 æ� Ô� ÿ9±g
ò; Z» Ze ��
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üt ¿t ñ� �T
¿? þÿæ �Ø ¶æ

Words òº cheese FÍ1 ä-
KK p´ ËJe Yæ
*^ jþ §� µÀ
;� äf ±> cream
ä- cream 8$A f¡
cream �¡ se ýæ

Group 5 6 7 8
�ï �ù not èó
çÖ £i very ^P
�> u� good R¼
�Á e� quite ~�
¿t þj too ��
xÈ âä so ��

Words tÖ �� food %�
�Æ ¿? dinner �K
ì= )Q cheese =½
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A� �³ risotto ^Í
¶T Íß pasta ¼*

Group 9 10 11 12
¨È ;9 \� Uï
�� jF ê� FT
¶- {a ¶- t°
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vB g] ;ï �}¢

Words ¨� p< \î ì=
;` 2Ë 9ÿ Êà
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Z» ¨� -�Æ +´
9ÿ TF Æ� f�
ì= ì= -B ¨�

Table 1. Top 12 frequent keywords in each
cluster

only discrete ratings are used to represent the preference of
users. In many cases, opinions and preference of users are
just too complicated to be denoted by numbers. As such,
the sentiment analysis results can be considered as a more
accurate representation of user preference and thus a more
sophisticated recommender system can be built.
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Group 1 Miscellaneous
Group 2 Sandwich and American Fast Food
Group 3 Japanese
Group 4 Western Dessert
Group 5 Western
Group 6 Street Snack
Group 7 English
Group 8 Miscellaneous
Group 9 Miscellaneous
Group 10 Noodles in Soup
Group 11 Local Cafe Breakfast
Group 12 Chinese Restaurant

Table 2. Latent Cuisine Type

8 Conclusion

Sentiment analysis has been studied by many re-
searchers. There are techniques investigated to perform dif-
ferent tasks involved in automatic opinion mining systems
with diverse objectives. In this paper, I focus on survey-
ing the techniques developed for the major tasks of opinion
mining, includes subjective words or phrases identification,
and sentiment orientation estimation. Various limitations of
the surveyed methods are reviewed. Further improvements
are required to make sentiment analysis yields a better per-
formance with a higher accuracy and more effective for a
broader range of domains. Moreover, sentiment analysis is
important for not only customer and merchants, but also or-
ganizations, like government agencies, education institutes,
etc. Collective opinions on services, products, and poli-
cies can substantially improve our life. Besides the survey,
possible applications of sentiment analysis results are intro-
duced as well as the possible methods for mining opinions
on OpenRice restaurant reviews.
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