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1 Complex System

In a few papers I read about complex systems, I have known CA can have ordered, complex,
and chaotic state. However, none of them gave quantitative measurement for distinguishing
these states but some qualitative properties. Fortunately [2] gives some quantitative methods
to examine the complexity in 1-d Cellular Automata. We can see from Fig. 1, only when the
complex dynamics exhibits high variance of entropy. The entropy is defined here in Eq. 1.
Where Q! is the look up frequency of neighborhood i at time ¢. k is the neighborhood size
and n is the system size, namely the number of cell in the 1-d CA.

Prokopenko applies this idea to the domain of RoboCup in [3]. He use Eq. 2 to calculate
the behavior entropy of a single player. Where m is the number of rules player has at his
disposal. B¥ is the look up frequency of rule i during game k. The author claims that the
diversity (measured by its behavior entropy) of a single player will be different when the
team competes with teams of different competitive ability. In addition, he conjectures that a
player will have a more diverse behavior (higher entropy) when facing easier opponents while
a player will exhibit a more narrowed/constraint (low entropy) when facing strong opponents.
His conjecture is validated by experimental results shown in Fig. 2. From complex system
theory, there should be phase transitions when the system evolves from ordered state to chaotic
states. This theory was supported by experimental results shown in Fig. 3. However, I think
these phase transitions look rather strange. There should be a sudden increase/transition not
a sudden decrease when the entropy changes from low to high. In addition, the author gives
a experimental result shown in Fig. 4, which further strength his theory. This result is quite
similar with (b) in Fig. 1, which indicates the a player is in a complex state when the score
difference is close to zero in terms of behavior entropy.
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2 Coordination

In [4], prokopenko argues and proves by experiments that the joint belief of players is related
to the coordination of a team. A belief K(A, B) refers to player A sends a message about
object B. The object can be a player, the ball, or other things. The joint belief is defined as a
sequence of individual beliefs. Then the author defined selfish agreements, transitively-selfish
agreements, and non transitively-selfish agreements (mixed). Then a simple shannon entropy
is defined over a probability distribution P = {py; ps;...; P}, where p; is the probability of ith
individual belief exists in a joint belief after a synchronization period. The author defines the
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Figure 1: Typical 1-d CA space-time patterns showing ordered, complex, and chaotic dynam-
ics. Time proceeds from top to down.
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Figure 2: The behavior entropy of the left-middle player when facing easy, medium, and tough
opponents
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Figure 3: The phase transition of behavior entropy of six players in the test team.
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Figure 4: The stand deviation of behavior entropy.

3/6



HE &R IKF i A F A

HONG KONG BAPTIST UNIVERSITY Department of Computer Science

Usage Date & Time Author
AAMAS/AOC Research Group Meeting 7-Jun-2004 Hu Bingcheng

agreement and has some theoretical analysis on them (Definition 1 and Theorem 1 in [4]). The
coordination is measured by the team’s performance, since the author claims the coordination
is hard to evaluate.

Team Goals Points ~(3) M(1l) &(3.1) Team Goals Points ~(3) M(1) &(3.1)
Vs A" vs “B”

Press 31-91 65 0.553 0.067 0.12 Press 105-70 152 0.533 0.070 0.13

Zonal 18-107 50 0.657 0.224 0.34 Zonal  114-53 180 0.641 0.217 0.34

Mix 30-127 63 0.522 0.068 0.13 Mix 11865 172 0.495 0.071 0.14

Figure 5: Entrpy v.s. Coordination

Explanations:

e Each set experiment uses different communication agreements but leaves other things
the same. A is a strong opponent and B is a weak opponent.

e Press adopts transitively selfish communication agreement and it exhibits high macro
entropy but low micro entropy.

e Zonal adopts selfish communication agreement and it exhibits low macro entropy but
high micro entropy.

e Mix adopts mix communication agreement. Both of macro and micro entropy lie in
between of Press and Zonal.

From Fig. 5, we can observe the dependence of entropy and coordination (evaluated by
performance), although the performance also depends on the power of opponents.

A question: the author claims ”transitively selfish agreement, with very local coordination”
and ”selfish agreement, with very global coordination”. How is this claim based? The author
does not provide any evidence for it.

3 Diversity

Shannon’s entropy is definitely a good way to measure diversity. However, the entropy itself
is a single value, thus omitting a lot of other information, such as spatial characteristics.
Balch in [6] provides a hierarchical social entropy to solve this problem. Balch investigates the
diversity in two applications, roboCup and robot foraging. In order to calculate the diversity,
the behavior differences are needed prior. He provides a methods defined as:

Dlra,rs) = 3 PP e (i) — (i) (3
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In the roboCup experiment, Balch uses locally-reinforced methods and globally-reinforced
methods. He finds that local-reinforced method leads to fully homogeneous behaviors while
globally -reinforced method leads to more diverse/heterogeneous behaviors. For robot forag-
ing, the author have done similar experiment and similar results. The difference lies in the
correlation of diversity and performance in two application is different. The roboCup favors
diversity while the robot foraging does not.

4 Future Work

What I would like to do is as follows:

e We have some belief defined in our model, although it is different with the belief often
used in the literature. I think there should be some dependence between the distribution
of these beliefs and the coordination potential of the whole team. I think we can do some
observation on it. I would call it emergence of coordination.

e | think the Eq. 3 is simply not good enough. This formula only applies to state-based
action selection mechanism, such as reinforcement learning. But it seems not directly
applicable to a utility-based methods, such as BDI model and our model as well. We
need new measurement.

e This summation only adds up pieces of local difference but ignores the global behaviors
of robots. We can record some statistical information for a team and serves as a mea-
surement. For example, how far is a ball usually be shot? In Which angle would the
ball be shot? Which player will does the shooting often? Who will give the final pass to
facilitate the shooting?

e The author considers reinforcement learning only on applications. I think I may consider
a wider domain, such as rationality and emotion [7] of agents. The question is under
what conditions will diversity emerge? For example, I can use a parameter to control
the degree of agent’s rationality and investigate how it is related to diversity.

e We can consider rationality and emotion as two extreme of player action selection mech-
anism. It may be similar to ordered and chaotic dynamics in CA. Then what left to us
is to find a complex state in our domain as well as phase transitions.
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