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Abstract This paper addresses the robustness issue of in-
formation fusion for visual recognition. Analyzing limita-
tions in existing fusion methods, we discover two key fac-
tors affecting the performance and robustness of a fusion
model under different data distributions, namely 1) data de-
pendency and 2) fusion assumption on posterior distribution.
Considering these two factors, we develop a new framework
to model dependency based on probabilistic properties of
posteriors without any assumption on the data distribution.
Making use of the range characteristics of posteriors, the fu-
sion model is formulated as an analytic function multiplied
by a constant with respect to the class label. With the ana-
lytic fusion model, we give an equivalent condition to the
independent assumption and derive the dependency model
from the marginal distribution property. Since the number
of terms in the dependency model increases exponentially,
the Reduced Analytic Dependency Model (RADM) is pro-
posed based on the convergent property of analytic function.
Finally, the optimal coefficients in the RADM are learned by
incorporating label information from training data to mini-
mize the empirical classification error under regularized least
square criterion, which ensures the discriminative power.
Experimental results from robust non-parametric statistical
tests show that the proposed RADM method statistically sig-
nificantly outperforms eight state-of-the-art score-level fu-
sion methods on eight image/video datasets for different tasks
of Digit, Flower, Face, Human Action, Object, and Con-
sumer Video recognition.
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1 Introduction

With the challenges of small inter-class and large intra-class
variations, many algorithms have been developed to extract
local or global discriminative features (Oliva and Torralba,
2001; Lowe, 2004; Mikolajczyk and Schmid, 2004; Dalal
and Triggs, 2005; He et al, 2005). While single feature may
not provide sufficient information for robust recognition per-
formance in many computer vision applications, informa-
tion from multiple sources could give complementary cues
for better prediction. Thus, fusion has been proposed and
many encouraging results have been obtained (Kittler et al,
1998; Prabhakar and Jain, 2002; Toh et al, 2004b; Dass et al,
2005; Jain et al, 2005; Ross et al, 2006; Zhang et al, 2007;
Nandakumar et al, 2008; Terrades et al, 2009; Gehler and
Nowozin, 2009; He et al, 2010; Scheirer et al, 2010; Mittal
et al, 2011; Awais et al, 2011; Ye et al, 2012; Liu et al, 2012;
Natarajan et al, 2012; Fernando et al, 2012; Yuan et al, 2012;
Ma et al, 2013a; Liu et al, 2013; Tang et al, 2013; Wang et al,
2013; Lan et al, 2014; Oh et al, 2014). Robustness is an im-
portant issue in the fusion process. Many robust statistical
methods have been developed to estimate location, scale and
parameters in general probability distribution function (Co-
maniciu, 2003; Chen and Meer, 2005; Huber and Ronchetti,
2009). Nevertheless, it receives little attention to study the
fusion robustness for visual recognition due to the difficulty
in discovering the relationship between the fusion model and
recognition performance for robustness analysis.

In Scheirer et al (2010), a robust score normalization
method was proposed by employing extreme value theory.
While the normalized scores can be combined by the com-
monly used classifier combination rules (Kittler et al, 1998),
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it is a general assumption that classification scores are condi-
tionally independent distributed. This independent assump-
tion could simplify the fusion problem, but may not be valid
in many practical pattern recognition applications. As such,
the fusion performance will deteriorate. Instead of utilizing
the conditionally independent assumption, lots of classifier
fusion methods (Ueda, 2000; Demiriz et al, 2002; Toh et al,
2004b; Gehler and Nowozin, 2009) study the relationship
between scores in order to improve the prediction perfor-
mance. Since the probabilistic interpretation of these meth-
ods are not clear, it was shown by Ma et al (2013a) that
modeling dependency explicitly give better and more robust
performance. Therefore, data dependency modeling is one
of the elements to ensure the fusion robustness for visual
recognition.

Although explicit dependency modeling shows some su-
periorities over the independent and non-probabilistic fusion
methods, existing dependency modeling algorithms (Dass
et al, 2005; Terrades et al, 2009; Ma et al, 2013a) are devel-
oped under different assumptions on the distribution of pos-
teriors. Copula function with multivariate normal assump-
tion was used to model the score dependency in Dass et al
(2005). On the other hand, Terrades et al (2009) proposed to
combine classifiers in a non-Bayesian framework by linear
combination under the Dependent Normal (DN) assumption
as in Dass et al (2005). Besides the normal assumption, the
linear dependency modeling method (Ma et al, 2013a) was
proposed under the assumption that posteriors will not devi-
ate very much from the priors. Since the derivation of these
methods is based on specific assumptions on the posterior
distribution, the fusion robustness in different recognition
tasks cannot be guaranteed.

Based on the above analysis, the key factors affecting the
visual recognition performance and robustness of a fusion
model under different data distributions are summarized as
follows: 1) data dependency and 2) fusion assumption on
posterior distribution. Considering these two factors in the
fusion process, we develop a novel fusion framework for ro-
bust visual recognition. And, a Reduced Analytic Depen-
dency Modeling (RADM) algorithm is proposed in this pa-
per. The contributions are highlighted as follows:

• We develop a new framework for dependency model-
ing without any assumption on the posterior distribution.
Making use of the range characteristics of posteriors, we
formulate the posterior of all the features as the multi-
plication of analytic function on posteriors of each fea-
ture and a constant with respect to the class label. With
the analytic fusion model, an equation system is derived
from the marginal distribution property. And, an equiv-
alent condition to the independent assumption is given
by the situation that the solution to the derived equation
system is trivial. Since there may be infinite number of
undetermined coefficients in analytic function, the de-

pendency model is defined by setting non-trivial solution
to the first N order equations. In order to deal with the
problem of exponentially increasing number of terms,
the Reduced Analytic Dependency Model (RADM) is
proposed based on the convergent property of analytic
function.

• We propose a novel RADM learning algorithm for ro-
bust score-level fusion with applications in visual recog-
nition. Considering the dependency constraint, we em-
pirically calculate the values in the equations derived
from the marginal distribution property by the training
data. In order to enhance discriminability in the RADM,
we minimize the empirical classification error by the la-
bel information and formulate a new unconstrained qua-
dratic programming problem based on the regularized
least square criterion. The optimal model is obtained by
setting the first derivative of the objective function to ze-
ros. Since no assumption on the posterior distribution is
imposed in the proposed model as well as the learning
method, the proposed RADM method can achieve good
and robust performance for different visual recognition
tasks.

The preliminary version of this paper has been reported
in Ma and Yuen (2012). Different from the previous version,
this paper discusses the robustness issues for information fu-
sion. In this paper, the theory has been revised to clarify how
the proposed method can model dependency and the learn-
ing method has been further refined to remove the assump-
tion about posteriors in the conference version paper. In ad-
dition, more experimental results including results on ad-
ditional challenging datasets and analysis of statistical sig-
nificance for robustness evaluation are added. Besides, the
review section is further revised and enhanced in this paper.

The rest of this paper is organized as follows. We first re-
view related works on score-level fusion methods. Section 3
reports the proposed method. Experimental results and con-
clusion are given in Section 4 and Section 5, respectively.

2 Related Works

Generally speaking, fusion of multiple pieces of informa-
tion can be performed at five levels namely sensor, feature,
score, rank and decision levels (Ross et al, 2006). Since clas-
sification scores contain moderate quantity of information
and are easier to be accessed, score-level fusion is the most
commonly used approach in many applications (Kuncheva,
2004; Ross et al, 2006). Thus, this paper focuses on the fu-
sion process in score level. This section reviews existing
score-level fusion methods, which can be categorized into
probabilistic and non-probabilistic approaches. The impor-
tant symbols used in this paper can be found in Table 1.
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L Number of classes
ωl Label for the l-th class
M Number of features
fm The m-th feature descriptor
xm The m-th feature vector constructed by fm
slm Posterior probability Pr(ωl |xm)

sl Vector of posteriors (sl1, · · · ,slM)T

n Variable order or dependency order
n Vector of variable orders for sl
hl Fusion function defined on sl
s̃lm Vector of posteriors without slm
glmn Analytic function defined on s̃lm
Glmn Integration of glmn over feature vectors except xm
al Weighting coefficient vector
clmnn Empirical integration estimation
q jl Difference between genuine and imposter scores
J Number of training samples
y j Class label of the j-th sample

Table 1 Symbols used in this paper

2.1 Probabilistic Score Level Fusion

According to Bayesian theory (Feller, 1968), under the con-
ditionally independent assumption, the posterior probability
is given by

Pr(ωl |x1, · · · ,xM) =
P0

Pr(ωl)M−1

M

∏
m=1

Pr(ωl |xm) (1)

where ωl denotes the label, M is the number of feature rep-
resentations, xm is the m-th feature representation and P0 =

∏M
m=1 Pr(xm)/Pr(x1, · · · ,xM). Product rule was then derived

as equation (1) by Kittler et al (1998). Moreover, with the as-
sumption that posterior probabilities of each classifier will
not deviate dramatically from the priors, Sum rule was in-
duced (Kittler et al, 1998). Based on Product and Sum rules,
Kittler et al (1998) justified that the commonly used classi-
fier combination rules, i.e. Max, Min, Median and Majority
Vote, can be derived. Besides these combination rules devel-
oped under Bayesian framework (Kittler et al, 1998), Ter-
rades et al (2009) tackled the classifier combination prob-
lem using a non-Bayesian probabilistic framework. Under
the assumptions that classifiers can be combined linearly
and the scores follow independent normal distribution, the
Independent Normal (IN) combination rule was derived by
Terrades et al (2009).

Since the independent assumption may deteriorate the
fusion performance due to its invalidity in practical appli-
cations, the posterior probability can be computed by joint
distribution estimation to model the dependency, which im-
proves the performance and robustness. For example, Prab-
hakar and Jain (2002) used Parzen window density estima-
tion to estimate the joint density of posterior probabilities by

a selected set of classifiers. Since it needs numerous data to
ensure the robustness in estimating the joint distribution (Sil-
verman, 1986), the dependency between matching scores
was considered by employing copula models in Dass et al
(2005). With the copula function under multivariate normal
distribution assumption, the joint density of matching scores
can be modeled and used to compute the likelihood ratio
statistics for score fusion. Terrades et al (2009) also made
use of normal distribution assumption, and proposed to fuse
classifiers by a linear combination model. When features are
not conditionally independent, the covariance matrix in the
normal distribution is not diagonal. In this case, the Depen-
dent Normal (DN) rule (Terrades et al, 2009) was formulated
into a constrained quadratic programming problem, which
can be solved by nonlinear programming techniques (Lu-
enberger and Ye, 2008). Removing normal distribution as-
sumption on scores, Ma et al (2013a) proposed to add de-
pendency terms to each posterior probability, and expand
the product formulation as the Linear Classifier Dependency
Model (LCDM) by neglecting high order terms, i.e.

Pr(ωl |x1, · · · ,xM)

≈ P0[
M

∑
m=1

almPr(ωl |xm)+(1−M)Pr(ωl)]
(2)

where al1, · · · ,alM are the dependency weights. Then, the
optimal LCDM was learned by solving a standard linear pro-
gramming problem, which maximizes the margins between
genuine and imposter posterior probabilities.

2.2 Non-Probabilistic Score Level Fusion

Besides the probabilistic score-level fusion methods (Kittler
et al, 1998; Prabhakar and Jain, 2002; Dass et al, 2005; Ter-
rades et al, 2009; Ma et al, 2013a), the optimal weighting
method (OWM) (Ueda, 2000), LPBoost algorithms (Demi-
riz et al, 2002; Gehler and Nowozin, 2009) and reduced mul-
tivariate polynomial model (RM) (Toh et al, 2004b) can be
used to combine classifiers with multiple features by min-
imizing the empirical error of the training data. OWM and
LPBoost methods aimed at determining the correct weight-
ing for linear combination by minimizing the least square
error and L1 norm soft margin error, respectively. Since the
linear algorithms are not robust to nonlinear data distribu-
tion, the Reduced Multivariate polynomial (RM) was intro-
duced by Toh et al (2004b). However, the number of terms
will increase exponentially with the model order in the mul-
tivariate polynomial. Toh et al (2004b) proposed to approx-
imate the full polynomial by modified lumped multinomial.
Then, the optimal RM model was learned by a weight-decay
regularization problem in Toh et al (2004b).

Different from the supervised learning methods (Ueda,
2000; Demiriz et al, 2002; Toh et al, 2004b; Gehler and
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Fig. 1 Overview of the proposed Reduced Analytic Dependency Modeling (RADM) framework

Nowozin, 2009), the Signal Strength-based Combination (S-
SC) (He and Cao, 2012) and Robust Late Fusion (RLF)
(Ye et al, 2012) methods can discover the score relation-
ship based on the testing data without the help of label infor-
mation. SSC was derived based on the signal strength con-
cept and uncertainty degree for ensemble learning. With the
marginal distribution graph analysis in He and Cao (2012),
it was shown that SSC could increase the margin to sup-
port the final decision. On the other hand, Ye et al (2012)
proposed to convert the score vectors from each feature into
pairwise score relation matrices, whose entries represent the
comparative relationships of scores between any two test
samples. Under the implicit assumption that the relation ma-
trices can be decomposed into a shared rank-two matrix plus
sparse errors, the fused score vector was obtained by fitting
the recovered low-rank score relation matrix. Based on the
low-rank and sparse properties, the noise components could
be eliminated. In order to cooperate with the feature-level
information, a graph based regularization term is added in
the low-rank and sparse model. Then, the graph-regularized
robust late fusion (GRLF) method was proposed (Ye et al,
2012).

3 Reduced Analytic Dependency Modeling

After a brief review on existing score-level fusion algorithms,
this section presents the proposed Reduced Analytic Depen-
dency Modeling (RADM) method for robust fusion. We first
give an overview of the proposed method in Section 3.1.

Then, the detailed derivations of each step are discussed in
Sections 3.2-3.5. At last, we summarize the advantages of
the proposed method over existing fusion algorithms by ana-
lyzing the fusion robustness in Section 3.6. Since the deriva-
tion of the proposed method contains a number of mathe-
matical symbols, Table 1 summarizes the important ones to
be used in this paper.

3.1 Overview of the Proposed Method

The block diagram of the proposed method is illustrated in
Fig. 1 and consists of two stages: training and testing. In the
training stage, the input data is a set of classification score
vectors which can be constructed as follows. Given a set of
J training samples from each class ωl , l = 1, · · · ,L, multi-
ple features and classification scores for each sample can
be calculated. Each training sample can then be represented
by score vectors s jl , l = 1, · · · ,L for j = 1, · · · ,J. The train-
ing stage comprises two major steps: dependency modeling
and model learning. In the dependency modeling step, a new
and general score-level fusion model using analytic function
is proposed. In order to model the dependency, probabilis-
tic constraint is applied to the proposed score-level analytic
fusion model. Since the number of terms in the analytic fu-
sion model increases exponentially with the dependency or-
der, convergent property of the power series is employed to
reduce the number of terms in the analytic fusion model,
and thus the Reduced Analytic Dependency Model (RADM)
is developed. With the score vectors s jl , j = 1, · · · ,J, l =
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1, · · · ,L, the RADM generates a set of confidence vectors
z jl , j = 1, · · · ,J, l = 1, · · · ,L. Details of the score-level fu-
sion model using analytic function and dependency model-
ing with probabilistic constraint are discussed in Sections
3.2 and 3.3, respectively. In the model learning step, the
calculated confidence vectors z jl , j = 1, · · · ,J, l = 1, · · · ,L
are used to determine the optimal RADM coefficient vec-
tors al , l = 1, · · · ,L. We propose to learn the optimal reduced
model by minimizing the least square error to approximate
the dependency modeling constraint. At the same time, to
enhance discriminability, the objective function is further re-
fined by making use of the label information to ensure that
the genuine posterior is greater than the imposter ones. The
detailed derivations of the optimization problem to learn the
optimal coefficient vectors in the RADM are presented in
Section 3.4 while the algorithm for solving the optimiza-
tion problem is given in Section 3.5. In the testing stage,
when score vectors of a query object/pattern is presented,
query confidence vectors ztl , l = 1, · · · ,L are constructed us-
ing the proposed RADM. In the classification step, the pos-
terior probability of each enrolled class is calculated by mul-
tiplying ztl and al . The label of the query object/pattern is
assigned to the class with the maximum posterior probabil-
ity.

3.2 Score-Level Fusion Using Analytic Function

Let us consider a combination problem that, there are M dis-
tinct feature descriptors f1, · · · , fM for any sample O. De-
note feature representations x1, · · · ,xM as xm = fm(O). The
objective of feature fusion is to estimate the posterior prob-
ability Pr(ωl |x1, · · · ,xM) for better and robust classification.
We consider combining feature vectors by posterior proba-
bilities of each feature, Pr(ωl |xm). Let us denote the poste-
rior vector as sl = (sl1, · · · ,slM)T , where slm = Pr(ωl |xm).
Since prior probabilities are not related to feature represen-
tations, prior Pr(ωl) is a positive constant pl with respect to
x1, · · · ,xM . With these notations, the Product rule in equa-
tion (1) and LCDM in equation (2) can be rewritten as equa-
tions (3) and (4), respectively.

Pr(ωl |x1, · · · ,xM)

= P0
∏M

m=1 slm

pM−1
l

= P0 ·hProduct(sl)
(3)

Pr(ωl |x1, · · · ,xM)

≈ P0(
M

∑
m=1

almslm +(1−M)pl) = P0 ·hLCDM(sl)
(4)

As mentioned in Section 2, the Product rule is given by the
independent assumption, while the LCDM is derived under
the assumption that posterior probabilities of each classifier

will not deviate dramatically from the priors. With equa-
tions (3) and (4), the Product rule and LCDM can be for-
mulated as two different functions hProduct and hLCDM on
posterior probabilities sl1, · · · ,slM . This implies that differ-
ent fusion assumptions result in different fusion functions
on the posteriors. Generally speaking, the score-level fusion
model can be given by the multiplication of a function hl
for class ωl on sl1, · · · ,slM and a constant with respect to the
class label. Since equations (3) and (4) indicate that the con-
stant is equal to P0, we define the general fusion model as
the following equation,

Pr(ωl |x1, · · · ,xM) = P0 ·hl(sl1, · · · ,slM) (5)

In order to explicitly write out the fusion function hl ,
we propose to determine hl by general series. If hl is rep-
resented by divergent series, the fusion score could be in-
finite or swing between different values. Thus, hl needs to
be determined by convergent series for robustness. Consid-
ering the characteristics of probability, the estimated poste-
riors slm for m = 1, · · · ,M and l = 1, · · · ,L are positive af-
ter score normalization and the summation of slm over the
class index l is equal to one for fixed m. Thus, the range of
each posterior slm is larger than zero and less than one. For
the convergence of the series to ensure robustness, we em-
ploy power series (analytic function) to define the function
hl , since multivariate power series converges in the range
of (0,1) for each variable provided that the coefficients are
bounded, according to mathematical analysis (Rudin, 1976).
With the definition of multivariate power series (Krantz and
Parks, 2002), the analytic function hl can be expressed ex-
plicitly as the following equation,

hl(sl ;al) =
∞

∑
k=0

∑
|n|=k

alnsn
l (6)

where n = (n1, · · · ,nM)T is the vector of variable orders,
variable orders n1, · · · ,nM are non-negative integers, |n| =
n1 + · · ·+nM , sn

l = ∏M
m=1 snm

lm and al = (al0, · · · ,aln, · · ·)T is
the weighting coefficient vector in which 0 = (0, · · · ,0)T .

3.3 Dependency Modeling with Probabilistic Constraint

With the analytic fusion model given in equation (6), we
further investigate the model constraint and derive the de-
pendency model from probabilistic aspect.

According to Bayes’ rule (Feller, 1968), the posterior
probabilities satisfy the following equations,

Pr(ωl |xm) =
Pr(xm|ωl)Pr(ωl)

Pr(xm)

Pr(ωl |x1, · · · ,xM) =
Pr(x1, · · · ,xM|ωl)Pr(ωl)

Pr(x1, · · · ,xM)

(7)
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By the marginal property of joint density (Feller, 1968), the
conditional probability Pr(xm|ωl) can be calculated by inte-
grating the conditional joint density Pr(x1, · · · ,xM|ωl) over
random measurements except xm, i.e.

Pr(xm|ωl) =∫
Pr(x1, · · · ,xM|ωl)dx1 · · ·dxm−1dxm+1 · · ·dxM

(8)

On the other hand, rewriting the conditional joint density

given label ωl by equations (5) and (7), and P0 =
∏M

m=1 Pr(xm)

Pr(x1,··· ,xM)
as mentioned in Section 2.1, it becomes

Pr(x1, · · · ,xM|ωl) =
∏M

m=1 Pr(xm)

Pr(ωl)
hl(sl ;al) (9)

With notations of the posteriors slm = Pr(ωl |xm), substitut-
ing the conditional probability Pr(xm|ωl) in (7) and joint
density Pr(x1, · · · ,xM|ωl) in (9) into equation (8), we get
the model constraint as follows:

slm =∫
∏

m′ ̸=m
Pr(xm′)hl(sl ;al)dx1 · · ·dxm−1dxm+1 · · ·dxM

(10)

Based on the model constraint given by equation (10),
we further develop the dependency model by expanding it.
Let us consider the scores obtained by the m-th feature and
rewrite the fusion function (6) according to the order of slm
as,

hl(sl ;al) =
∞

∑
n=0

glmn(s̃lm;almn)sn
lm (11)

where s̃lm = (sl1, · · · ,sl(m−1),sl(m+1), · · · ,slM)T and glmn is
the coefficient of sn

lm given by an analytic function of s̃lm
with coefficient vector almn as defined by the following equa-
tion,

glmn(s̃lm;almn) =
∞

∑
k=n

∑
|n|=k,nm=n

aln ∏
m′ ̸=m

s
nm′
lm′ (12)

Substituting equation (11) into (10) and calculating the inte-
gration term by term, equation (10) becomes

slm =
∞

∑
n=0

Glmn(almn)sn
lm (13)

In equation (13), the integration function Glmn(almn) is given
by

Glmn(almn)

=
∫

∏
m′ ̸=m

Pr(xm′)glmndx1 · · ·dxm−1dxm+1 · · ·dxM
(14)

Comparing the left and the right hand sides in (13), we have
the following equations for l = 1, · · · ,L and m = 1, · · · ,M,

Glm1(alm1) = 1 (15)

Glm0(alm0) = 0,Glm2(alm2) = 0,Glm3(alm3) = 0, · · · (16)

According to the definition in (12), glmr(s̃lm;almr) is an
analytic function similar to hl(sl ;al) in equation (6) and the
score vector s̃lm can be considered as mappings from fea-
ture representations x1, · · · ,xm−1, xm+1, · · · ,xM to their pos-
terior probabilities. Therefore, the integration of the func-
tion ∏i ̸=m Pr(xi)glmr(s̃lm;almr) over feature representations
except xm, which is denoted by Glmr(almr), is a linear func-
tion on the coefficient vector almr. Without calculating the
integration, we can observe that alm0 = 0,alm2 = 0,alm3 =

0, · · · is a trivial solution to the equation system (16) for
m = 1, · · · ,M. Substituting this trivial solution into (11), we
have the following proposition. (Please refer to Appendix A
for the proof of this proposition.)

Proposition 1. Conditionally independent condition given
by equation (3) is equivalent to the situation that the solution
to equation system (16) is trivial, i.e.

hl(sl ;al) = p1−M
l

M

∏
m=1

slm

⇔ alm0 = 0,alm2 = 0,alm3 = 0, · · ·
(17)

This proposition gives an equivalent condition to the in-
dependent assumption from the structure of the solution to
equation system (16). Considering the negative and inverse-
negative propositions to the proposition (17), if the solution
to the equation system (16) is non-trivial, the dependency
between scores can be modeled. Consequently, we propose
to model the dependency by setting non-trivial solution to
equation system (16). In order to deal with the problem that
there is infinite number of coefficients in the dependency
model, the solution to the first N equations in (16) is set as
non-trivial, i.e.

hl(sl ;al) = hl(sl ;al ;N) =
MN

∑
k=0

∑
|n|=k

alnsn
l

s.t. Glm0(alm0) = 0,Glm1(alm1) = 1,

Glm2(alm2) = 0, · · · ,GlmN(almN) = 0,

m = 1, · · · ,M,n = (n1, · · · ,nM)T ,0 ≤ nm ≤ N

(18)

where N is a positive integer representing the dependency
order. The fusion function given by equation (18) can model
dependency between posteriors of order up to N.

The number of terms in the dependency model (18) is
(N + 1)M , which increases exponentially with N, so that it
may suffer from the problem of curse of dimension. Thus,
we reduce the dependency model by the convergent prop-
erty of the power series. According to the definition of con-
vergence of series (Rudin, 1976), for any positive number ε ,
there exists a positive integer K, such that the reminder of
the series is very small, i.e. |∑∞

k=K+1 ∑|n|=k alnsn
l | ≤ ε . If ε
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Algorithm 1 Construct confidence vector zl

Input: Posterior probability scores sl1, · · · ,slM and model
parameters K,N;

1: Set D = (0,1, · · · ,N)T and zl = (1,sl1,s2
l1, · · · ,sN

l1)
T ;

2: for m = 2,3, · · · ,M do
3: Set D̃ = (D,0), where 0 = (0, · · · ,0)T with the same

column dimension of D;
4: for n = 1,2, · · · ,N do
5: Update D̃ = (D̃;(D,n1)) which is the column con-

catenation of D̃ and (D,n1), where 1 = (1, · · · ,1)T

with the same dimension of D;
6: Update zl = (zl ;sn

lmzl) which is the column con-
catenation of zl and sn

lmzl ;
7: Delete the rows in D̃ and corresponding elements

in zl such that the summations of the rows in D̃ are
larger than K;

8: end for
9: Set D = D̃;

10: end for
Output: Confidence vector zl and index set D.

tends to zero, the analytic function can be approximated by
the following equation,

hl(sl ;al)≈ hl(sl ;al ;K) =
K

∑
k=0

∑
|n|=k

alnsn
l (19)

where K denotes the model order. Combining equations (18)
and (19), the Reduced Analytic Dependency Model (RADM)
is given by

hl(sl ;al)≈ hl(sl ;al ;N,K) =
K

∑
k=0

∑
|n|=k

alnsn
l

s.t. Glm0(alm0)≈ 0,Glm1(alm1)≈ 1,

Glm2(alm2)≈ 0, · · · ,GlmN(almN)≈ 0,

m = 1, · · · ,M,n = (n1, · · · ,nM)T ,0 ≤ nm ≤ N

(20)

Denote the confidence vector zl = (s0
l , · · · ,sn

l , · · ·)T , wh-
ere s0

l , · · · ,sn
l , · · · are the terms in equation (20). With these

notations, the fusion function in the RADM given by equa-
tion (20) can be written as hl(sl ;al ;N,K) = aT

l zl . The algo-
rithmic procedure to obtain zl in the RADM for class ωl is
presented in Algorithm 1.

3.4 Learning Optimal RADM Coefficients Using Label
Information

Given J training samples with labels y1, · · · ,yJ , the condi-
tional probability s jlm given label ωl can be calculated for
the j-th sample with the m-th feature. In order to estimate the

integration function Glmn in the reduced model (20), we sub-
stituting glmn(s̃lm;almn) in equation (12) into equation (14)
and get the following equation,

Glmn(almn)

=
∞

∑
k=n

∑
|n|=k,nm=n

aln ∏
m′ ̸=m

∫
Pr(xm′)s

nm′
lm′ dxm′

(21)

The integration in equation (21) can be empirically com-
puted by the summation of posteriors from the training sam-
ples j = 1, · · · ,J, i.e.∫

Pr(xm′)s
nm′
lm′ dxm′ ≈ 1

J

J

∑
j=1

s
nm′
jlm′ (22)

According to the reduced model (20) and the empirical es-
timation (22), the integration function Glmn in equation (21)
becomes

Glmn(almn)≈
K

∑
k=0

∑
|n|=k

alnclmnn

s.t. clmnn =

{
1

JM−1 ∏m′ ̸=m ∑J
j=1 s

nm′
jlm′ , nm = n

0, nm ̸= n

(23)

In equation (23), clmnn is the culmulation of terms with cor-
responding order vector n in the analytic function glmn over
training samples j = 1, · · · ,J. Since the terms for nm ̸= n are
not in the analytic function glmn, the culmulative value clmnn
is set to be zero for nm ̸= n.

According to the derivation in Section 3.3, the proba-
bilistic constraint given by the equation systems (15) (16)
becomes the approximation in the reduced model (20). In
order to learn the optimal coefficients in the RADM, we ap-
proximate the probabilistic constraint by minimizing the fol-
lowing normalized least square error

E(a) =
1

2LM(N +1)

L

∑
l=1

M

∑
m=1

N

∑
n=0

(aT
l clmn −bn)

2 (24)

where a is the column concatenation of a1, · · · ,aL, b1 = 1,
bn = 0 for n ̸= 1, and clmn is the cumulative confidence
vector with elements defined in equation (23), i.e. clmn =
(clmn0, · · · ,clmnn, · · ·)T .

Although the coefficient vector a in the RADM can be
determined by minimizing the error function (24), the learnt
model is obtained only based on the probabilistic constraint
and may not be able to classify all the training samples cor-
rectly. To enhance discriminability, it must satisfy the condi-
tion that the posterior of the true label is larger than those of
the others, i.e. Pr(y j|x j1, · · · ,x jM)> Pr(ωl |x j1, · · · ,x jM) for
ωl ̸= y j. Since the posteriors are computed by equation (5)
and P0 is a constant with respect to class label ωl , the dis-
criminant condition is given by the analytic functions as
hy j(s jy j ;ay j) > hl(s jl ;al) for ωl ̸= y j, where s jl represents
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the posterior vector of class label ωl given the j-th sam-
ple, i.e. x jm is the m-th feature vector for the j-th sample,
s jlm = Pr(ωl |x jm), and s jl = (s jl1, · · · ,s jlM)T .

Denote the differences between the genuine and imposter
scores in the analytic function for the j-th sample as q jl =
hy j(s jy j ;ay j)−hl(s jl ;al) for ωl ̸= y j. To optimize the classi-
fication performance, we propose to maximize the summa-
tion of the genuine and imposter differences q jl over j =
1, · · · ,J and ωl ̸= y j. On the other hand, the reduced model
hl(sl ;al ;K,N) in equation (20) approximates but is not ex-
actly equal to hl(s jl ;al). Thus, we minimize the least square
error between the true differences q jl and the differences of
the genuine and imposter scores in the reduced model at the
same time. Then, the objective function incorporating label
information from training data is defined as the following
equation,

EDis(a,q) =− 1
J(L−1)

J

∑
j=1

∑
ωl ̸=y j

q jl

+
1

2J(L−1)

J

∑
j=1

∑
ωl ̸=y j

((aT
y j

z jy j −aT
l z jl)−q jl)

2

(25)

where q represents the vector of score differences q jl , and
z jl is the confidence vector of label ωl given the j-th sample
as in equation (20), i.e. z jl = (s0

jl , · · · ,sn
jl , · · ·)T .

With the objective functions (24) for the dependency
constraint and (25) for the discriminative constraint, we pro-
pose to minimize the weighted combination of them to learn
the optimal RADM coefficients. On the other hand, a squared
regularized term is added in the objective function, so that
the fusion model suffers less from over-fitting problem. Th-
erefore, the final optimization problem becomes,

min
a,q

[E(a)+λEDis(a,q)+
1
2

µ(aT a+qT q)] (26)

where λ and µ are positive parameters balancing the dis-
criminative constraint and the regularizaton term.

3.5 Model Optimization

To solve the optimization problem (26), we convert the ob-
jective function in (26) to matrix formulation. We first con-
sider the objective function EDis(a,q) in equation (25) and
rewrite it as

EDis(a,q) =− 1
J(L−1)

L

∑
l=1

∑
l′ ̸=l

∑
y j=ωl

q jl′

+
1

2J(L−1)

L

∑
l=1

∑
l′ ̸=l

∑
y j=ωl

((aT
l z jl −aT

l′ z jl′)−q jl′)
2

(27)

Let us set the vector of differences between genuine and im-
poster scores as qll′ = (q j1l′ , · · · ,q jJl l′)

T , and the confidence
matrix as Zll′ = (z j1l′ , · · · ,z jJl l′) for y j = ωl in equation (27),
where Jl denotes the number of samples for class ωl . With
these notations, the objective function EDis(a,q) derived by
making use of the label information becomes (please refer
to Appendix B for the detailed derivation)

EDis(a,q) =
1
2

aT HDisa

+θ
L

∑
l=1

(
1
2

qT
l ql −aT Zlql −qT

l 1),

s.t. HDis = θ
L

∑
l=1

ZlZT
l ,

ql = (ql1, · · · ,ql(l−1),ql(l+1), · · · ,qlL)
T

Zl =



−Zl1
. . .

−Zl(l−1)
Zll · · · Zll Zll · · · Zll

−Zl(l+1)
. . .

−ZlL



(28)

where θ denotes the normalization factor 1
J(L−1) . Consider-

ing the other objective function (24), denote the matrix of the
cumulative confidence vectors with different dependency or-
ders as Clm = (clm0, · · · ,clmN) and let b= (b0, · · · ,bN)

T . The
error function E(a) in equation (24) related to the depen-
dency constraint can be reformulated as (please refer to Ap-
pendix C for the detailed derivation)

E(a) =
1
2

aT Ha−aT f+
1

2LM(N +1)

L

∑
l=1

bT b,

s.t. Hl =
1

LM(N +1)

M

∑
m=1

ClmCT
lm,

H =

H1
. . .

HL

 , f =
1

LM(N +1)

Cl1b
...

ClMb


(29)

With equations (28) and (29), we solve the optimization
problem (26) by computing the first derivatives with respect
to the model coefficient vector a and the vector ql of differ-
ences between the genuine and imposter scores of class ωl ,
respectively, and setting the derivatives to zeros. Then, we
get the following equations,

(H +λHDis +µI)a− f−λθ
L

∑
l=1

Zlql = 0 (30)

(λθ +µ)ql −λθ(ZT
l a+1) = 0 (31)
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Algorithm 2 Learning coefficient vector a in RADM.
Input: Scores s111, · · · ,sJLM , labels y1, · · · ,yJ , and positive

parameters λ ,µ;
1: Construct confidence vector z jl and corresponding in-

dex set D by Algorithm 1 for j = 1, · · · ,J and l =
1, · · · ,L;

2: Construct cumulative vector clmn as defined in equa-
tions (23) (24) with the index set D for y j = ωl , l =
1, · · · ,L, and m = 1, · · · ,M;

3: Set HDis = 0, fDis = 0 and θ = 1
J(L−1) ;

4: for l = 1, · · · ,L do
5: Compute Hl in equation (29);
6: Compute HDis = HDis +θZlZT

l in equation (28);
7: Compute fDis = fDis +θZl1 in equation (33);
8: end for
9: Combine H1, · · · ,HL to obtain H by equation (29);

10: Construct f by equation (29);
11: Obtain the optimal solution a by equation (33);
Output: Optimal coefficient vector a.

where I is the unit matrix with the same dimension as the
coefficient vector a. Denote the transformation matrix for
the coefficient vector a in equation (30) as Φ =H+λHDis+

µI. Substituting ql by equation (31) into (30), it has

a = (Φ − λ 2θ 2

λθ +µ

L

∑
l=1

ZlZT
l )

−1(f+
λ 2θ 2

λθ +µ

L

∑
l=1

Zl1) (32)

With the definition of HDis and θ in equation (28), the solu-
tion to the RADM is given by the following equation,

a = (H +
λ µ

λθ +µ
HDis +µI)−1(f+

λ 2θ
λθ +µ

fDis) (33)

where fDis = θ ∑L
l=1 Zl1 with θ = 1

J(L−1) .
At last, the algorithmic procedure to train the optimal

coefficient vector a in the RADM is summarized in Algo-
rithm 2.

3.6 Robustness Analysis of Fusion Performance

In this section, we summarize the advantages of the pro-
posed RADM over existing score-level fusion methods for
visual recognition by analyzing the fusion robustness as fol-
lows:

• Compared with the independent and non-probabilistic
fusion methods (Kittler et al, 1998; Ueda, 2000; Dem-
iriz et al, 2002; Toh et al, 2004b; Gehler and Nowozin,
2009), the proposed method is derived from probabilistic
properties and models dependency explicitly by setting
non-trivial solution to equation systems (15) (16). Since
the probabilistic properties are valid regardless of the

data distribution, the proposed method can better model
dependency to ensure the robustness.

• Compared with the fusion algorithms under normal as-
sumption (Dass et al, 2005; Terrades et al, 2009) and the
assumption that posteriors will not deviate very much
from the priors (Ma et al, 2013a), the RADM combines
classification scores without these assumptions. Conse-
quently, it can achieve more robust recognition perfor-
mance, when these assumptions are not valid.

• Compared with the unsupervised fusion algorithms (Ye
et al, 2012; He and Cao, 2012), the RADM utilizes the
label information to train a discriminative model. While
the unsupervised methods are unguided, the learnt score
relationship may not be able to minimize the empirical
classification error. Thus, the recognition performance
of the unsupervised methods is unpredictable and the
fusion robustness cannot be guaranteed. Since the pro-
posed method is developed without any assumption on
the posterior distribution, it can achieve strong gener-
alization ability. Thus, the testing performance of the
RADM can be robustly improved by minimizing the em-
pirical classification error.

4 Experiments

In this section, we statistically evaluate the performance and
robustness of the proposed RADM for visual recognition
by comparing it with eight state-of-the-art score-level fu-
sion algorithms on eight datasets for six different domains
of recognition problems namely 1) Digit Recognition, 2)
Flower Classification, 3) Face Recognition, 4) Human Ac-
tion Recognition, 5) Object Categorization and 6) Consumer
Video Understanding. The datasets and settings are intro-
duced in Section 4.1. The experimental results are reported
in Section 4.2 and Section 4.3. In order to evaluate the ro-
bustness of the proposed method, we employ robust non-
parametric statistical tests to analyze the recognition per-
formance in Section 4.4. At last, we demonstrate that our
method can robustly improve the recognition performance
by combining with a more-discriminative feature for action
recognition in Section 4.5.

4.1 Datasets and Settings

Since limited training data are available in practice, we do
not have sufficient data to learn individual models and the
fusion model on two independent training sets. To avoid bi-
ased estimation, we follow the two-step training scheme in
Gehler and Nowozin (2009). In the first step, cross valida-
tion (CV) is performed to select the best parameters for indi-
vidual models. Then, the best individual models are learned
by the training data with the best parameters. In the second
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step, the CV outputs (instead of scores from the best individ-
ual models trained using all the training data) corresponding
to the best parameters selected in the first step are used to
train the fusion model. If a validation set is not available,
CV is performed again with the CV outputs in the first step
to select the best fusion parameters. Otherwise, the fusion
parameters are selected by the validation set. This training
scheme ensures that each input for training the fusion model
is a prediction of an individual model which was not trained
using that sample. Since the testing data are out of the train-
ing set, this property in the two-step training scheme will
provide better generalization ability for testing as mentioned
in Gehler and Nowozin (2009).

Multiple feature Digit dataset (Breukelen et al, 1998)
contains ten digits from 0 to 9, and 200 examples for each
digit. Six features, namely Fourier coefficients, profile corre-
lations, Karhunen-Love coefficients, pixel averages, Zernike
moments and morphological features, are extracted and avail-
able on the website1. The experiments on this dataset was
performed by randomly selecting 20 samples of each digit
for training and the rest for testing. Five-fold CVs were used
to select the best parameters, and train the weights for clas-
sifier combination by the CV outputs.

Oxford 17 Flowers (Nilsback and Zisserman, 2006) data-
set contains 17 categories of flowers with 80 images per cat-
egory. Seven features including shape, color, texture, HSV,
HoG, SIFT internal, and SIFT boundary, were extracted us-
ing the methods reported in (Nilsback and Zisserman, 2006,
2008). Distance matrices of these features and three prede-
fined splits of the dataset (17× 40 for training, 17× 20 for
validation, and 17×20 for testing) are available on the web-
site2. Outputs of the five-fold CVs were used to trained the
fusion model. The best parameters were selected by the val-
idation set. This experiment was repeated three times using
the predefined splits of this dataset (Nilsback and Zisserman,
2006).

For face recognition, two publicly available face datasets,
CMU PIE (Sim et al, 2003) and FERET (Phillips et al, 2000),
were used for experiments. CMU PIE face dataset contains
68 subjects with 41,368 images captured under varying pose,
illumination and expression. We used 105 near frontal-view
face images for each individual, randomly selecting six for
training, four for validation and the rest for testing. In FERET
dataset, we selected 72 individuals with six near frontal-
view face images per person under different face expres-
sions. Six images for each individual were randomly sep-
arated into training, validation and testing sets with equal
size, i.e. two images for each set. The selected images with
different variations in CMU PIE and FERET datasets are

1 http://archive.ics.uci.edu/ml/datasets/Multiple+

Features
2 http://www.robots.ox.ac.uk/~vgg/data/flowers/17/

index.html

(a) CMU PIE

(b) FERET

Fig. 2 Example images in CMU PIE and FERET Face datasets

Fig. 3 Example images showing the six actions and four scenarios in
KTH dataset

shown in Fig. 2(a) and Fig. 2(b), respectively. Four types
of features, Eigenfaces (Belhumeur et al, 1997), Fisherfaces
(Belhumeur et al, 1997), Laplacianfaces (He et al, 2005)
and local binary patterns (LBP) (Ahonen et al, 2004) were
extracted in both two datasets. Parameters introduced from
these features were determined as suggested in their papers
(Belhumeur et al, 1997; Ahonen et al, 2004; He et al, 2005).
The best parameters of the fusion methods were selected by
the validation set and experiments were repeated ten times
on CMU PIE and three times on FERET dataset with six-
fold CVs.

For human action recognition, we compared the fusion
algorithms on Weizmann (Gorelick et al, 2007) and KTH
(Schuldt et al, 2004) human action datasets. Weizmann data-
set contains 93 videos from nine persons, each performing
ten actions. Eight out of the nine persons in this dataset were
used for training, and the remaining one was used for eval-
uation. This was repeated nine times and the recognition
rates were averaged. On the other hand, there are 25 sub-
jects performing six actions under four scenarios (as illus-
trated in Fig. 3) in KTH dataset. We followed the common
setting in Schuldt et al (2004) to separate the video set into
training (8 persons), validation (8 persons), and testing (9
persons) sets. In order to evaluate the robustness of the fu-
sion algorithms to different variations, we also performed
experiments under each scenario. Eight features including
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intensity, intensity difference, HoF, HoG, HoF2D, HoG2D,
HoF3D and HoG3D, were extracted from videos as reported
in Ma et al (2013a). In these two datasets, eight-fold CVs
were performed on the training data, and the CV outputs
were used to train the weights for classifier fusion. The best
parameters were selected by the CV outputs on Weizmann
and validation set on KTH dataset, respectively.

PASCAL VOC 2007 (Everingham et al, 2007) is one of
the benchmark datasets for visual object recognition in real-
istic scenes. There are are around 10,000 consumer images
of 20 different object categories, which are collected from
the photo-sharing website. With the default split, 5,011 im-
ages were used for training, while 4,952 images for testing.
Eight features reported in Guillaumin et al (2010), including
RGB, HSV, LAB, dense SIFT, Harris SIFT, dense HUE and
Harris HUE with 3×1 horizontal decomposition of images
as well as GIST descriptor, are available on the website3

and employed in the experiments. Five-fold CVs were per-
formed on the training data and the classifier fusion models.
The best parameters were determined by the CV results. In
order to reduce the impact of wiggles in the recall and pre-
cision curve, the fusion methods were evaluated by the in-
terpolated average precision as reported in Everingham et al
(2010).

Columbia Consumer Video (CCV) dataset (Jiang et al,
2011) is a recently developed benchmark for consumer video
analysis. This dataset contains 9,317 YouTube videos over
20 semantic categories, in which around half of the videos
are used for training and the other half for testing. In this ex-
periment, we used three online available features4, including
SIFT visual feature, spatial-temporal interest point (STIP)
visual feature, and Mel-frequency cepstral coefficients (MF-
CC) audio features reported in Jiang et al (2011), to evaluate
the fusion methods. We selected the best parameters, trained
the classifiers and fusion models by five-fold CVs. Follow-
ing Jiang et al (2011), the average precision was calculated
by the the uninterpolated recall and precision curve to eval-
uate the fusion methods.

Since the probabilities are hard to determine accurately
due to the problem of limited training samples, we used Sup-
port Vector Machines (SVM) (Canu et al, 2005) for each
feature and normalized the classification outputs by the dou-
ble sigmoid method (Jain et al, 2005) to approximate the
probabilities. Following the settings in Gehler and Nowozin
(2009), Guillaumin et al (2010) and Jiang et al (2011), ker-
nel SVMs were used for Oxford 17 Flowers, VOC 2007 and
CCV datasets, and the kernel matrices were defined as expo-
nential function exp(−d(x,x′)/η), where d is the distance
and η is the mean of pairwise distances. Linear SVMs were
employed for the other datasets. The parameter C introduced
in the soft margin SVMs was selected from {10−3, · · · ,103}.

3 http://lear.inrialpes.fr/pubs/2010/GVS10/
4 http://www.ee.columbia.edu/ln/dvmm/CCV/

Positive parameters λ and µ in equation (26) or (33) were
selected from {10−4, · · · ,104}, while the dependency order
N was selected from one to three and the model order K was
selected from one to eight with one step increment.

Eight state-of-the-art score-level fusion algorithms were
used for comparison, including Sum (Kittler et al, 1998),
IN (Terrades et al, 2009), DN (Terrades et al, 2009) and
LCDM (Ma et al, 2013a), LP-B (Gehler and Nowozin, 2009),
RM (Toh et al, 2004b), SSC (He and Cao, 2012), GRLF (Ye
et al, 2012). We used the implementations of IN, DN, LCDM5

and SSC6 provided by respective authors. RM was trained
using the code in Toh et al (2004a), while other methods
have been re-implemented. Parameters in LCDM, LP-B, RM,
SSC and GRLF were selected as follows. The soft margin
parameter ν in LCDM and LP-B are selected from 0.1 to
0.9 with 0.1 increment. The logistic filter parameter in SSC
and the regularization parameter in RM and GRLF were se-
lected from {10−4, · · · ,104}, while the model order in RM
was selected from one to eight with one step increment.

4.2 Comparison Results on Multi-Class Recognition
Performance

The recognition accuracies of the best single feature (Best-
Fea) and different combination methods on Digit, Flower,
CMU PIE, FERET, Weizmann and KTH datasets are shown
in Table 2. Comparing the performance between the best
feature and the fusion methods, we can see that recognition
accuracies of all the fusion methods are higher than that of
the best single feature on each dataset. This convince that the
recognition performance can be improved by combining dif-
ferent pieces of information used in this experiment. On the
other hand, the standard deviation (Std) of accuracies over
the six datasets reported in the last column of Table 2 show
that more robust results can be obtained by fusing multiple
complementary features.

Comparing the fusion algorithms, the proposed RADM
achieves the highest accuracies on all the six datasets with
the smallest standard deviation. Since the data distribution
varies with different datasets for different recognition tasks,
these results indicate that the RADM outperforms other fu-
sion methods and give more robust performance on different
datasets for different recognition tasks.

While results in Table 2 show the rank-one accuracies,
the Cumulative Match Characteristic (CMC) curve is an-
other measure to evaluate the multi-class recognition sys-
tems. CMC curves of the top four methods on CMU PIE and
FERET face datasets are plotted in Fig. 4(a) and Fig. 4(b),
respectively. From these two figures, it can be seen that the
RADM achieves not only the highest rank-one accuracy but

5 http://www.comp.hkbu.edu.hk/~jhma/
6 http://www.ele.uri.edu/faculty/he/
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XXXXXXXXMethod
Dataset

Digit Flower CMU PIE FERET Weizmann KTH Mean ± Std

BestFea 94.77 70.39 88.87 83.33 82.22 78.70 83.05 ± 8.38
Sum 96.23 85.39 91.21 86.11 84.44 84.72 88.02 ± 4.73
IN 95.63 85.49 93.31 88.19 85.56 84.26 88.74 ± 4.68
DN 94.93 84.22 93.91 87.73 84.44 83.80 88.17 ± 5.05
LCDM 96.79 86.27 93.01 88.89 85.56 85.19 89.29 ± 4.69
LP-B 96.57 85.78 92.00 87.65 84.44 85.19 88.61 ± 4.75
RM 96.51 85.49 94.14 90.05 84.44 88.89 89.92 ± 4.73
SSC 96.88 86.08 91.80 87.04 84.44 84.26 88.42 ± 4.97
GRLF 96.28 85.98 90.72 84.03 83.33 83.80 87.36 ± 5.15
Ours 96.98 87.75 94.34 90.97 85.56 90.28 90.98 ± 4.19

Table 2 Recognition accuracies (%) of different methods on six datasets

(a) CMC curve on CMU PIE (b) CMC curve on FERET

Fig. 4 CMC curves of the top four fusion methods on CMU PIE and FERET Face datasets

Method S1 S2 S3 S4 Mean ± Std
Sum 90.74 92.59 79.63 74.07 84.26 ± 8.88
IN 90.74 92.59 81.48 72.22 84.26 ± 9.38
DN 90.74 92.59 88.89 74.07 86.57 ± 8.47
LCDM 92.59 92.59 90.74 77.78 88.43 ± 7.15
LP-B 85.19 92.59 90.74 77.78 86.58 ± 6.65
RM 88.89 92.59 88.89 77.78 87.04 ± 6.41
SSC 90.74 92.59 83.33 74.07 85.18 ± 8.42
GRLF 96.30 94.44 83.33 77.78 87.96 ± 8.88
Ours 94.44 94.44 92.59 83.33 91.20 ± 5.32

Table 3 Recognition accuracies (%) of different methods on KTH
dataset with different scenarios

also the highest accuracies with different numbers of ranks.
This indicates that the proposed RADM gives the best and
robust results with different performance measures for multi-
class recognition.

Since there are four scenarios namely indoors (S1), out-
doors (S2), outdoors with different clothes (S3) and out-
doors with scale variations (S4) (as illustrated in Fig. 3)
in the KTH dataset, we evaluate the fusion methods under
these variations. The recognition accuracies under each sce-
nario and their average are shown in Table 3. From Table 3,
we can see that GRLF achieves the highest accuracies in

scenarios one and two. However, the performance of GRLF
degrades a lot with the clothes and scale variations in scenar-
ios three and four. Although the recognition accuracy of our
method also decreases under these two scenarios, the degree
of the deterioration is much smaller. This indicates that the
RADM gives more robust performance under different vari-
ations. Thus, it achieves the highest mean accuracy and low-
est standard deviation under these four scenarios as shown
in the last column of Table 3.

4.3 Comparison Results on Per-Class Recognition
Performance

The multi-class recognition results reported in the previous
section convince the performance and robustness of the pro-
posed method. In this section, we evaluate the fusion meth-
ods by the per-class recognition performance on VOC 2007
and CCV datasets.

The average precision (AP) with corresponding rank of
the fusion methods for each class in VOC 2007 and CCV
datasets is recorded in Table 4 and Table 5, respectively.
From these two tables, we can see that the proposed method
outperforms the other eight fusion methods in classifying 17
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Sum IN DN LCDM LP-B RM SSC GRLF Ours
Airplane 68.01 (4) 61.75 (9) 65.29 (6) 66.30 (5) 69.06 (3) 69.53 (2) 62.60 (8) 64.63 (7) 71.10 (1)
Bicycle 41.46 (6) 37.35 (8) 42.08 (5) 53.07 (2) 52.50 (4) 53.02 (3) 36.76 (9) 38.23 (7) 55.51 (1)
Bird 39.28 (9) 39.79 (7) 42.81 (4) 43.85 (3) 42.13 (5) 47.72 (2) 39.68 (8) 42.05 (6) 50.13 (1)
Boat 55.73 (8) 62.33 (3) 61.13 (6) 61.54 (5) 59.22 (7) 62.61 (2) 61.88 (4) 54.09 (9) 64.10 (1)
Bottle 24.37 (3) 22.90 (7) 22.61 (9) 23.69 (5) 23.17 (6) 24.33 (4) 22.68 (8) 27.34 (1) 25.40 (2)
Bus 42.07 (8) 44.60 (6) 47.83 (5) 54.51 (3) 54.40 (4) 55.10 (2) 43.24 (7) 41.98 (9) 57.64 (1)
Car 61.73 (9) 67.79 (7) 68.48 (2) 68.37 (4) 68.34 (5) 68.38 (3) 68.01 (6) 63.04 (8) 69.54 (1)
Cat 40.42 (7) 40.39 (8) 46.99 (5) 51.61 (2) 47.31 (4) 51.27 (3) 39.58 (9) 41.21 (6) 52.63 (1)
Chair 41.78 (8) 41.50 (9) 44.63 (5) 46.79 (4) 47.10 (2) 47.04 (3) 42.13 (7) 43.51 (6) 47.80 (1)
Cow 25.93 (9) 27.61 (6) 27.40 (7) 34.43 (2) 33.97 (3) 33.80 (4) 26.80 (8) 27.89 (5) 38.28 (1)
Table 38.15 (6) 37.89 (8) 35.45 (9) 40.92 (4) 42.23 (3) 42.47 (2) 38.00 (7) 39.13 (5) 45.58 (1)
Dog 33.13 (9) 39.63 (6) 39.68 (5) 41.35 (3) 38.15 (8) 41.45 (2) 39.61 (7) 41.07 (4) 42.06 (1)
Horse 65.78 (9) 69.05 (8) 71.96 (4) 72.08 (3) 71.42 (5) 72.29 (2) 69.66 (7) 70.97 (6) 73.37 (1)
Motorbike 52.44 (5) 44.57 (9) 47.33 (7) 54.60 (2) 53.54 (4) 54.44 (3) 45.55 (8) 48.36 (6) 55.96 (1)
Person 77.75 (9) 78.84 (7) 80.44 (3) 80.40 (5) 80.41 (4) 80.39 (6) 78.05 (8) 82.04 (1) 80.63 (2)
Plant 28.09 (4) 25.98 (8) 23.44 (9) 26.40 (5) 26.34 (6) 28.18 (3) 26.13 (7) 31.29 (1) 28.61 (2)
Sheep 25.35 (9) 31.75 (7) 31.32 (8) 32.52 (4) 32.61 (3) 31.78 (5.5) 31.78 (5.5) 32.92 (2) 35.72 (1)
Sofa 33.33 (8) 34.02 (6) 32.39 (9) 37.00 (3) 36.68 (4) 37.25 (2) 33.97 (7) 34.74 (5) 38.96 (1)
Train 59.70 (9) 62.02 (6) 64.45 (5) 68.59 (2) 67.59 (4) 68.25 (3) 61.80 (7) 60.99 (8) 70.23 (1)
Monitor 33.28 (9) 34.90 (6) 36.09 (5) 39.72 (4) 40.75 (2) 40.35 (3) 34.63 (7) 34.48 (8) 40.98 (1)
MAP 44.39 (7.4) 45.23 (7.1) 46.59 (5.9) 49.89 (3.5) 49.35 (4.3) 50.48 (3.0) 45.13 (7.2) 46.00 (5.5) 52.21 (1.2)

Table 4 Average precisions (%) with corresponding ranks of different methods on VOC 2007 dataset

Sum IN DN LCDM LP-B RM SSC GRLF Ours

Basketball 76.80 (2) 73.84 (7) 72.21 (9) 76.45 (3) 73.08 (8) 76.43 (4) 73.99 (6) 75.63 (5) 77.21 (1)
Baseball 56.38 (1) 54.17 (5) 53.74 (6) 55.10 (3) 50.70 (8) 54.74 (4) 53.70 (7) 48.84 (9) 56.30 (2)
Soccer 63.68 (4) 60.52 (8) 59.91 (9) 63.58 (5) 60.68 (7) 63.79 (3) 61.32 (6) 64.33 (2) 64.40 (1)
Skating 85.27 (3) 81.56 (6) 81.00 (9) 84.99 (4) 81.04 (8) 85.54 (2) 81.39 (7) 83.10 (5) 87.46 (1)
Skiing 75.57 (4) 72.92 (8) 72.51 (9) 75.38 (5) 73.03 (7) 76.30 (2.5) 73.56 (6) 76.30 (2.5) 77.83 (1)
Swimming 74.11 (2) 70.27 (6) 69.60 (9) 72.53 (4) 70.13 (7) 74.03 (3) 70.85 (5) 69.95 (8) 76.29 (1)
Biking 45.38 (6) 44.25 (8) 41.61 (9) 48.42 (3) 46.78 (5) 48.78 (2) 45.25 (7) 47.05 (4) 48.79 (1)
Graduation 44.03 (8) 44.45 (7) 42.01 (9) 48.70 (4) 47.38 (5) 49.21 (3) 46.60 (6) 50.27 (1) 49.81 (2)
Birthday 45.89 (8) 46.54 (4) 46.08 (7) 46.51 (5) 47.29 (3) 46.37 (6) 47.53 (1) 43.47 (9) 46.91 (3)
Reception 30.00 (9) 31.83 (8) 35.21 (4) 35.71 (3) 36.97 (1) 33.86 (7) 34.22 (6) 35.10 (5) 36.10 (2)
Ceremony 41.22 (9) 47.12 (6) 47.20 (5) 46.41 (7) 51.62 (2) 45.65 (8) 48.33 (4) 50.86 (3) 55.59 (1)
Dance 51.80 (9) 52.92 (7) 57.08 (5) 60.29 (1) 57.33 (3) 56.83 (6) 52.72 (8) 57.10 (4) 60.05 (2)
Music 23.98 (9) 31.61 (6) 32.19 (5) 29.41 (7) 36.07 (1) 28.78 (8) 32.36 (4) 33.00 (3) 34.33 (2)
NonMusic 70.87 (4) 68.30 (6) 66.51 (9) 69.75 (5) 67.32 (8) 71.54 (2) 67.35 (7) 70.91 (3) 72.09 (1)
Parade 67.10 (3) 65.45 (7) 64.73 (8) 67.22 (2) 66.43 (5) 66.97 (4) 65.86 (6) 63.39 (9) 67.75 (1)
Cat 74.84 (4) 72.70 (5) 69.59 (8) 71.11 (7) 69.25 (9) 75.28 (3) 71.52 (6) 75.67 (1) 75.49 (2)
Dog 67.05 (3) 65.00 (7) 63.81 (9) 67.00 (4) 65.11 (6) 67.54 (1) 63.99 (8) 65.93 (5) 67.22 (2)
Bird 68.77 (5) 66.54 (8) 65.78 (9) 69.56 (4) 67.33 (6) 70.13 (2) 66.69 (7) 69.92 (3) 70.74 (1)
Beach 73.78 (4) 70.76 (8) 70.81 (7) 74.46 (2) 71.20 (5) 73.99 (3) 70.06 (9) 71.18 (6) 74.96 (1)
Playground 59.73 (5) 57.56 (9) 58.84 (6) 61.34 (2) 58.70 (7) 60.73 (3) 58.05 (8) 60.24 (4) 61.58 (1)
MAP 59.81 (5.1) 58.92 (6.8) 58.52 (7.6) 61.20 (4.0) 59.87 (5.5) 61.32 (3.8) 59.27 (6.2) 60.61 (4.6) 63.04 (1.5)

Table 5 Average precisions (%) with corresponding ranks of different methods on CCV dataset

out of 20 classes on VOC 2007 and 12 out of 20 classes on
CCV dataset. Although other methods achieves the highest
APs for some categories, the RADM still gives close per-
formance for classification of these object or video classes.
These results convince that the RADM improves the per-
class recognition performance for most classes, so that the
overall performance is improved. Therefore, the proposed
RADM gives better and more robust performance in both
multi-class and per-class recognition.

Comparing the mean average precision (MAP) recorded
in the last rows of Table 4 and Table 5, the proposed RADM
outperforms the independent assumption based fusion meth-
ods, Sum and IN, by a remarkable improvement of 6.98% in
VOC 2007 dataset, while the improvement in CCV dataset
by the RADM over these two methods is smaller than that
in VOC 2007 dataset. Since features in CCV are more inde-
pendent than those in VOC 2007 due to the different modali-
ties of video and audio in CCV dataset, this indicate that the
independent assumption based fusion methods could give
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Sum IN DN LCDM LP-B RM SSC GRLF Ours
Digit 96.23 (7) 95.63 (8) 94.93 (9) 96.79 (3) 96.57 (4) 96.51 (5) 96.88 (2) 96.28 (6) 96.98 (1)
Flower 85.39 (8) 85.49 (6.5) 84.22 (9) 86.27 (2) 85.78 (5) 85.49 (6.5) 86.08 (3) 85.98 (4) 87.75 (1)
CMU PIE 91.21 (8) 93.31 (4) 93.91 (3) 93.01 (5) 92.00 (6) 94.14 (2) 91.80 (7) 90.72 (9) 94.34 (1)
FERET 86.11 (8) 88.19 (4) 87.73 (5) 88.89 (3) 87.65 (6) 90.05 (2) 87.04 (7) 84.03 (9) 90.97 (1)
Weizmann 84.44 (6) 85.56 (2) 84.44 (6) 85.56 (2) 84.44 (6) 84.44 (6) 84.44 (6) 83.33 (9) 85.56 (2)
KTH 84.72 (5) 84.26 (6.5) 83.80 (8.5) 85.19 (3.5) 85.19 (3.5) 88.89 (2) 84.26 (6.5) 83.80 (8.5) 90.28 (1)
KTH S1 90.74 (5.5) 90.74 (5.5) 90.74 (5.5) 92.59 (3) 85.19 (9) 88.89 (8) 90.74 (5.5) 96.30 (1) 94.44 (2)
KTH S2 92.59 (6) 92.59 (6) 92.59 (6) 92.59 (6) 92.59 (6) 92.59 (6) 92.59 (6) 94.44 (1.5) 94.44 (1.5)
KTH S3 79.63 (9) 81.48 (8) 88.89 (4.5) 90.74 (2.5) 90.74 (2.5) 88.89 (4.5) 83.33 (6.5) 83.33 (6.5) 92.59 (1)
KTH S4 74.07 (7) 72.22 (9) 74.07 (7) 77.78 (3.5) 77.78 (3.5) 77.78 (3.5) 74.07 (7) 77.78 (3.5) 83.33 (1)
VOC2007 44.39 (9) 45.23 (7) 46.59 (5) 49.89 (3) 49.35 (4) 50.48 (2) 45.13 (8) 46.00 (6) 52.21 (1)
CCV 59.81 (6) 58.92 (8) 58.52 (9) 61.20 (3) 59.87 (5) 61.32 (2) 59.27 (7) 60.61 (4) 63.04 (1)
MeanRank 7.0 6.2 6.5 3.3 5.0 4.1 6.0 5.7 1.2

Table 6 Recognition accuracies and mean average precisions (%) with corresponding ranks of different methods on all datasets

comparable results, if the fusion assumption can be satis-
fied in some recognition tasks, e.g. CCV dataset. However,
it cannot be guaranteed that the fusion assumption is valid
for all applications. Therefore, the performance of Sum and
IN degrades a lot in VOC 2007 dataset, when the indepen-
dent assumption is not valid. Since the RADM is derived
without any specific assumption, it robustly improves the
recognition performance under different data distributions
for different applications.

4.4 Statistical Analysis on Fusion Robustness

When comparing algorithms over multiple datasets, we may
use different measurements for different recognition tasks.
For example, this paper used recognition accuracy for Digit,
Flower, Face and Human Action datasets, while mean aver-
age precision (MAP) is used for PASCAL VOC 2007 and
Columbia Consumer Video (CCV) datasets. Since recog-
nition accuracy and MAP are with different commensura-
bilities, it may not be reasonable to compare the values of
them directly. To solve this problem, rank based statistics
are employed for comparison over multiple datasets instead.
As mentioned in (Dems̆ar, 2006), Friedman test (Friedman,
1937) with the corresponding post-hoc test (Dunn, 1961) is
a robust and non-parametric test, so we employ it for statis-
tical significance7 comparison of different fusion algorithms
over multiple datasets.

Comparison of Multiple Fusion Algorithms: In order
to perform these tests, the rank statistics are calculated in Ta-
ble 6. Before analyzing the statistical difference between the
proposed RADM and other fusion methods, the Friedman
test is used to check whether the average ranks of different

7 It should be noticed that significance in this paper refers to the sta-
tistical significance, but not the degree of improvement. In statistics,
a result is called statistically significant, if the difference in an experi-
ment is unlikely to be obtained by chance alone and is likely to be the
result of a genuine experimental effect (Sheskin, 2011).

fusion methods are statistically significantly different from
the mean rank. If this difference is statistically significant,
the post-hoc test namely Bonferroni-Dunn test (Dunn, 1961)
is employed to determine whether the proposed method sta-
tistically significantly outperforms others. The statistics in
these tests are computed in details as follows: (please refer
to Dems̆ar (2006) for more information about the computa-
tion of these statistics)

A. Evaluating whether the performance of all algorithms is
the same: Since there are totally nine fusion algorithms for
comparison, the mean rank is calculated by (1+ · · ·+9)/9=
5. In order to calculate the statistics in the Friedman test,
we rank the fusion algorithms for each test set (including
different scenarios in KTH dataset) separately as shown in
Table 6, i.e. the best performing algorithm gets the rank of 1,
the second best rank 2, and so on. In case of ties (like those
in Flower, Weizmann and KTH datasets), average ranks are
assigned. After that, the average rank of each algorithm is
computed and recorded in the last row of Table 6. Under
the null-hypothesis, which states that the performance of all
the algorithms is the same and equal to a rank 5, the refined
Friedman statistic FF with nine algorithms and 12 test sets
is calculated as follows:

χ2
F =

12×12
9× (9+1)

[(7.02 +6.22 +6.52 +3.32 +5.02

+4.12 +6.02 +5.72 +1.22)−9×52] = 43.7

FF =
(12−1)×χ2

F

12× (9−1)−χ2
F
= 9.2

(34)

where χ2
F is the original Friedman statistic and FF is the

refined one. Since the refined Friedman statistic FF follows
the F distribution with 9−1= 8 and (9−1)×(12−1)= 88
degrees of freedom and the critical value of F (8,88) for
significance level α = 0.05 is 2.1 < 9.2, we reject the null-
hypothesis, which means that the fusion results of different
methods are statistically significantly different from the av-
erage performance.
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Method Rank Difference
LCDM 2.1
RM 2.9
LP-B 3.8
GRLF 4.5
SSC 4.8
IN 5.0
DN 5.3
Sum 5.8

Table 7 Difference of average ranks between the proposed method and
other fusion algorithms

B. Evaluating whether the proposed RADM outperforms oth-
ers statistically significantly: Since the the null-hypothesis
in the Friedman test is rejected, the post-hoc test can be per-
formed to compare the proposed method with others. The
critical difference (CD), which measures whether the per-
formance of any two fusion methods is statistically signifi-
cantly different with each other in terms of the correspond-
ing average ranks, is defined as follows:

CD = cα

√
9× (9+1)

6×12
= 1.1× cα (35)

where cα is the critical values based on the Studentized range
statistic divided by

√
2.

It can be found in Dems̆ar (2006) that the critical value
in the Bonferroni-Dunn test for statistical significance level
α = 0.05 is 2.7 when the number of algorithms is nine, so
the corresponding CD is 1.1×2.7 = 3.0. The difference be-
tween average ranks of the proposed method and the other
eight fusion algorithms is summarized in Table 7. From Ta-
ble 7, we can see that the proposed RADM performs statisti-
cally significantly better than Sum, IN, DN, LP-B, SSC and
GRLF, since the rank differences are larger the the CD value
3.0. As mentioned in Section 2, Sum and IN are derived un-
der independent assumption. IN and DN utilize normal dis-
tribution, while SSC and GRLF are unsupervised methods
in which the empirical classification error has not been min-
imized to train a discriminative model. Although LP-B is
derived without independent assumption, it does not model
dependency explicitly as LCDM (Ma et al, 2013a). Conse-
quently, these statistical results show that modeling depen-
dency, relaxing assumption on distribution function and uti-
lizing label information can obtain better and more robust
performance for visual recognition.

For significance level α = 0.10, the critical value in the
Bonferroni-Dunn test is 2.5 with nine comparing algorithms
(Dems̆ar, 2006). Thus, the corresponding CD is 1.1×2.5 =
2.8 for α = 0.10. From Table 7, we can see that the proposed
RADM performs better than the other fusion methods except
LCDM for significance level α = 0.10.

Comparing with LCDM: In order to further compare the
proposed method with LCDM, we use the sign test in Dems̆ar

(2006) to compare the performance of two algorithms. Ac-
cording to Dems̆ar (2006), when the number of test sets is
12, an classifier is significantly better than another, if the
performance is better on at least 10 test sets for significance
level α = 0.05. Since the RADM outperforms LCDM on
11.5 (counting 0.5 for the tie on Weizmann dataset) out of
12 test sets, the improvement by the proposed method is sta-
tistically significant compared with that of LCDM by the
sign test. These results suggest that the RADM gives better
performance robust to different data distributions by better
modeling dependency without assumption on the posterior
distribution, compared with LCDM.

4.5 Fusion with Discriminative Feature

In this experiment, we evaluate the fusion methods by com-
bining multiple less-discriminative features with a more-dis-
criminative one. From Table 2, we can see that the high-
est fusion accuracy of 85.56% achieved on Weizmann and
90.28% on KTH dataset are not competitive compared with
state-of-the-art methods for human action recognition, e.g.
the supervised spatio-temporal neighborhood topology learn-
ing (SSTNTL) method (Ma et al, 2013b) achieved higher
recognition accuracies of 100% on Weizmann and 94.44%
on KTH dataset. On the other hand, as shown in Table 2
and Table 8, the SSTNTL remarkably outperforms the best
interest-points based feature extracted in previous experi-
ments, i.e. 82.22% on Weizmann and 78.70% on KTH. There-
fore, the SSTNTL can be considered as a much more dis-
criminative feature compared with the eight interest points
based features.

The recognition accuracies for combining the SSTNTL
and the eight interest-points based features are shown in Ta-
ble 8. Comparing the results from Tables 2 and 8, we can
see that the unsupervised fusion methods, Sum, SSC and
GRLF cannot achieve remarkable improvements by com-
bining with a more-discriminative feature, SSTNTL. On the
other hand, with the help of label information for training,
LCDM, LP-B and RM may discover the more-discriminative
feature for fusion. However, their recognition accuracies are
lower than that using SSTNTL only as shown in Table. 8. By
probabilistically modeling dependency using label informa-
tion without fusion assumptions, the proposed method not
only outperforms other fusion algorithms, but also achieves
100% accuracy on Weizmann dataset together with the SST-
NTL feature. On KTH dataset, our method is better than that
with the best feature, even it is very discriminative. This
convinces that the proposed method can robustly improve
recognition performance with multiple more-discriminative
and/or less-discriminative features.
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SSTNTL Sum IN DN LCDM LP-B RM SSC GRLF Ours
Weizmann 100.0 86.67 87.78 91.11 98.98 98.98 96.67 86.67 85.56 100.0

KTH 94.4 85.19 86.57 87.04 92.13 92.13 92.13 86.11 85.65 96.76

Table 8 Recognition accuracy (%) comparison by fusing with a more-discriminative feature

5 Conclusion

In this paper, we have designed and proposed a new frame-
work for score-level fusion, which can 1) model dependency
and 2) combine multiple pieces of information without any
assumption on the posterior distribution. According to the
range characteristics of posteriors and convergence of power
series, the fusion model is formulated as an analytic func-
tion on posteriors multiplied by a constant with respect to
the class label. With the analytic fusion model, we give an
equivalent condition to the independent assumption and de-
rive the Reduced Analytic Dependency Model (RADM) by
the marginal distribution property. Finally, the optimal coef-
ficients in the RADM is learned by incorporating the label
information from training data under the regularized least
square criterion to ensure the discriminative power.

Since the RADM is developed by general probabilistic
properties without assumption on the data distribution, ex-
perimental results show that the proposed method gives con-
vincing and robust performance on eight datasets for differ-
ent tasks of Digit, Flower, Face, Human Action, Object, and
Consumer Video recognition. The robust non-parametric sta-
tistical tests also demonstrate that the RADM performs sta-
tistically significantly better than existing fusion methods
for visual recognition. On the other hand, it is validated by
the experiments that 1) dependency modeling and 2) fusion
without assumption on the posterior distribution, are two el-
ements to ensure that a fusion model can achieve better per-
formance robust to different data distributions.

Although the RADM gives better and more robust per-
formance for visual recognition compared with other score-
level fusion methods, feature level contains more informa-
tion according to the data processing inequality (Cover and
Thomas, 2006). Therefore, we will further study the robust
feature-level fusion method for visual recognition in the fu-
ture. Along this direction, joint sparse representation meth-
ods (Yuan et al, 2012; Wang et al, 2013; Lan et al, 2014) will
be investigated to formulate into a probabilistic dependency
modeling framework. And, efficient methods, e.g. Wang et al
(2012), could be employed to solved the optimization prob-
lem.
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Appendix A: Proof of Proposition 1

We first show that conditionally independent condition im-
plies the solution to the equation system (16) is trivial, i.e.
alm0 = 0,alm2 = 0,alm3 = 0, · · · is a trivial solution to equa-
tion system (16) for m = 1, · · · ,M. If feature representations
are independent with each other given class label ωl , the an-
alytic function hl(sl ;al) becomes equation (3). Rewriting the
analytic function in (3) according to the order of slm, we get

hl(sl ;al) = glm1(s̃lm;alm1)slm (36)

where glm1(s̃lm;alm1) = p1−M
l ∏m′ ̸=m slm′ . This equation (36)

means that glmn(s̃lm;almn) ≡ 0 or equivalently almn = 0 for
n ̸= 1, i.e. the solution to equation system (16) is trivial.

On the other hand, given the solution to equation sys-
tem (16) is trivial, we need to show that the analytic func-
tion hl(sl ;al) is equal to equation (3). If almn = 0 for n ̸= 1,
then the analytic function hl(sl ;al) can be rewritten as equa-
tion (36) for m = 1, · · · ,M. This implies each term in the
power series hl contains all variables sl1, · · · ,slM and the or-
der of each slm cannot be larger than one. In this case, there
is only one non-zero term ∏M

m=1 slm in the analytic function
hl . In addition, according to the normalization equation (15),
the non-zero term ∏M

m=1 slm is normalized by the prior. And
the analytic function becomes equation (3). This complete
the proof of this proposition.

Appendix B: Derivation for EDis(a,q)

EDis(a,q)

=−θ
L

∑
l=1

∑
l′ ̸=l

∑
y j=ωl

q jl′

+
θ
2

L

∑
l=1

∑
l′ ̸=l

∑
y j=ωl

((aT
l z jl −a′Tl z jl′)−q jl′)

2

=−θ
L

∑
l=1

∑
l′ ̸=l

qT
ll′1+

θ
2

L

∑
l=1

∑
l′ ̸=l

∥(ZT
ll al −ZT

ll′a
′
l)−qll′∥2

=−θ
L

∑
l=1

qT
l 1+

θ
2

L

∑
l=1

(aT Zl −qT
l )(Z

T
l a−ql)

=
1
2

aT HDisa+θ
L

∑
l=1

(
1
2

qT
l ql −aT Zlql −qT

l 1)
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Appendix C: Derivation of the Matrix Formulation for
E(a)

E(a)

=
∑L

l=1 ∑M
m=1 ∥aT

l (clm0, · · · ,clmN)− (b0, · · · ,bN)∥2

2LM(N +1)

=
∑L

l=1 ∑M
m=1(aT

l Clm −bT )(CT
lmal −b)

2LM(N +1)

=
∑L

l=1[aT
l (∑

M
m=1 ClmCT

lm)al −2aT
l ∑M

m=1 Clmb+bT b]
2LM(N +1)

=
1
2

L

∑
l=1

aT
l Hlal −

L

∑
l=1

aT
l fl +

1
2LM(N +1)

L

∑
l=1

bT b

=
1
2

aT Ha−aT f+
1

2LM(N +1)

L

∑
l=1

bT b
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