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Abstract

Examples of autonomous multi-entity systems are plentiful, both in the natural and artificial worlds. Many

systems have been studied in depth and some models of these have been built in computational systems for problem

solving. Central to these computational systems is the notion of autonomy. This article proposes autonomy oriented

computation (AOC) as a complementary paradigm for solving hard computational problems and for characterizing

the behaviors of a complex system. .

Index Terms

Autonomy Oriented Computation (AOC); Synthetic autonomy; Emergent autonomy; Self-organization; Au-

tonomous entities; Multi-agent systems.

I. INTRODUCTION

Nature is full of complex systems that exhibit intelligent behavior and they have been studied extensively from

different angles and with different objectives. Some researchers want to understand the working mechanism of the

complex system concerned. Immunologists, for example, want to know the way human immune system reacts to

antigents [1]. Similarly, economists want to know the factors contributing to the ups and downs in share prices.

The knowledge gained in this way helps the scientists to predict future system behavior. Other researchers studying

complex system behavior want to simulate the observed complex behavior and formulate problem solving strate-

gies for hard computational problems such as global optimization. Computer scientists and mathematicians have

formulated various algorithms based on natural evolution for solving their problems at hand. In general, one wants

to be able to explain, predict, reconstruct and deploy a complex system.

Common techniques for complex systems modeling can broadly be divided into top-down and bottom-up ap-

proaches. Top-down approaches start from the high-level system and use various techniques such as ordinary

differential equations. These methods generally treat every part of a complex system homogeneously and tend to

model the average case well, where regional variation in behavior is minimal and can be ignored [2]. However, it

seems this is not always applicable. Bottom-up approaches, on the other hand, start from the smallest and simplest

element of the system based on the following characteristics of the entities in a complex system:

• Autonomous: the systems’ elements are rational individuals that will act independently. In other words, a

central controller for directing and coordinating individual elements is absent;

• Emergent: They exhibit, often not simple, behaviors, that are not present or pre-defined in the behavior of the

autonomous entities within complex adaptive systems;

• Adaptive: They often change their behavior in response to changes in the environment in which they are

situated; and

• Self-organized: They are able to organize the elements to achieve the above behaviors.

This article proposes autonomy oriented computation (AOC) as a complementary paradigm for solving hard

computational problems and for characterizing the behaviors of a complex system. The first goal of AOC is to
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reproduce life-like behavior in computation. With detailed knowledge of the underlying mechanism, simplified

life-like behavior can be used as model for a general-purpose problem solving technique. Replication of behavior

is not the end, but rather the means, of these computational algorithms.

The second goal of AOC is to understand the underlying mechanism of a real-world complex system by hy-

pothesizing and repeated experimentation. The end product of these simulations is a better understanding of or

explanations to the real working mechanism of the modeled system.

The third goal of AOC concerns the emergence of a problem solver in the absence of human intervention. In

other words, self-adaptive algorithms are desired.

The following is a list of common steps in AOC-based approaches:

i. observe macroscopic behavior of a natural system ;

ii. design entities with desired synthetic behavior;

iii. observe macroscopic behavior of the artificial system;

iv. validate the behavior of the artificial system against the natural counterpart;

v. modify (ii) in view of (iv);

vi. repeat (iii)-(v) until satisfactory;

vii. find out a model/origin of (i) in terms of (ii) or apply the derived model to solve problems.

A. Organization of the Article

The article is structured as follows. Definitions of the crucial concepts of behavior and autonomy are given

(Section II). Autonomy oriented computation (AOC) is then discussed where details of three major approaches to

AOC and their examples are given. Also discussed are issues related to the practical usage of AOC such as principles

of application, simulation environments and other paradigms related to AOC (Section III). Some research issues,

both theoretical and practical, are also described (Section IV). This article concludes with a summary of the main

points.

II. CONCEPTS AND TAXONOMIES

Complex systems modeling using a bottom-up approach centers around the external behavior and internal be-

havior of individual entities. The trickiest of all is finding the relationship between these two behavior. Autonomy

oriented computation adds a new dimension to the modeling process, i.e., modeling and deploying autonomy.

Broadly speaking, autonomy is an attribute of entities in a complex system and is the building block of an auton-

omy oriented computation algorithm. This section attempts to differentiate between different types of behavior and

their relationships. A definition for autonomy in the context of a computational system is also given below.

A. Types of Behavior

Entities in a complex system have a set of local behaviors and three kinds of external behaviors: purposeful

behavior, emergent behavior and emergent purposeful behavior.
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Definition 1 Local behavior is a set of rules that governs how the private attributes of a complex system entity are

modified. The rules are triggered based on some internal and/or external factors.

Definition 2 Purposeful behavior is the result of one or more entities acting together to achieve a goal. Such

behavior can be defined with the attributes and capabilities of the entities concerned.

Definition 3 Emergent behavior is some system behavior not inherent in the individual entities. It can only be

resulted from the interactions of individual entities or other emergent behaviors. Such behavior cannot be defined

simply by the attributes and capabilities of the entities concerned.

Definition 4 Emergent purposeful behavior is a goal-directed emergent behavior that is also not achievable purely

at the individual entity level.

Individual entities have their local behavior. Whether or not they are uniformly identical depends on the system

concerned. If the entities of a complex system are able to adapt, the local behavior of each entity are bound to be

different over time. As a result, the external behavior may also be changed. Worth noting is the fact that emergent

behavior may not arise just from the interactions between the basic elements but from the interactions between

subsystems.

Take an ant colony as an example, food foraging is an individual task as well as a group task [3]. Thus the

wandering around of ants is a purposeful behavior. Their ability to converge on a certain food source is an example

of emergent behavior. On the other hand, the ability of slime-molds to change form in the presence of an unfavorable

environmental condition is an example of emergent purposeful behavior.

B. Autonomy Defined

According to the American Heritage Dictionary of the English Language, autonomy is defined as the condi-

tion or quality of being (1) autonomous; independence, (2) self-government or the right of self-government; self-

determination and self-directed. All these relate to freedom from the control by others with respect to local or

internal affairs. In the context of Artificial Intelligence, autonomy has been one of the key notions in many research

fields such as Intelligent Agents and Artificial Life [4], [5], to name but a few. A similar definition can be stated as

follows.

Definition 5 Autonomy is an attribute of a self-governed, self-determined and self-directed entity with respect to

its own action and internal state, free from the explicit control of another entity.

This is an endogenous view of autonomy. In other words, the internal affair of an entity is protected from the

influence of others in the way similar to that of an object in the software engineering sense. However, only direct

perturbation is prohibited; indirect influence is allowed and encouraged. The underlying assumption is that each
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entity is able to make decisions for itself, subject to the limitations of the available information and its self-imposed

constraints.

Definition 6 Synthetic Autonomy is defined as an abstracted equivalent of the desired observable attribute of an

entity in a natural complex system and is the fundamental building block of an autonomy oriented computational

system.

Any computational system having synthetic autonomy exhibits its emergent or emergent purposeful behavior.

Similar to the messages that are passed between objects in an object-oriented program, an inter-entity interaction is

the ‘glue’ that helps to put the building blocks together to form a coherent system.

Definition 7 Emergent Autonomy is defined as the observable, self-induced attribute of an autonomy oriented

computational system built using entities having synthetic autonomy as the basic building block.

It is not difficult to see that a computational system can be derived from many levels of abstraction. If a human

society was to be modeled as a computational system, abstraction can possibly occur at the level of population,

individual, biological system, cell, molecule and atom. Note that autonomy according to Definition 5 is present at

all these levels. Moreover, the emergent autonomy obtained at, say, the cell level, is the foundation for the emergent

autonomy at the biological system level. With the above definitions, autonomy in the context of a computational

system can be stated as:

Definition 8 Autonomy in a computational system is an attribute of a self-governed, self-determined and self-

directed computational entity that exhibits emergent autonomy, built from computational entities having synthetic

autonomy.

This multi-level view of autonomy encompasses Brooks’ subsumption architecture [6] in that complex behavior

can be built up from multiple levels of simpler, and relatively more primitive, behavior.

III. GENERAL APPROACHES IN AUTONOMY ORIENTED COMPUTATION

Autonomy oriented computation (AOC) refers to computational approaches that employ autonomy as the core

model of any complex systems behavior. They aim at reconstructing, explaining and predicting the behavior of such

systems, which is hard to model or compute using top-down approaches. Local interaction between the autonomous

entities is the primary driving force of AOC. Formulation of an autonomy oriented computational system involves

an appropriate analogy, which normally comes from nature. Employing such an analogy, therefore, requires identi-

fication, abstraction and reproduction of certain natural phenomenon. The process of abstraction inevitably involves

certain simplification of the natural counterpart. An abstracted version of some natural phenomena is the starting

point of AOC such that the problem at hand can be recasted. There are three different approaches to AOC and they

are described in more detail, with examples, in the following sections.
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AOC-by-fabrication aims at replicating certain self-organized behavior observable in the real-world to form a

general-purpose problem solver. The operating mechanism is more or less known and may be simplified during the

modeling process. Research in Artificial Life is related to this AOC approach up to the behavior replication stage.

Nature-inspired techniques such as Genetic Algorithm and Ant system are typical examples of such an extension.

AOC-by-prototyping aims at understanding the operating mechanism underlying a complex system to be mod-

eled by simulating the observed behavior, through characterizing a society of autonomous entities. Examples of

this approach include the study of Internet ecology, traffic jams and Web log analysis. This AOC approach relates

to multi-agent approaches to complex systems in Distributed Artificial Intelligence.

AOC-by-self-discovery aims at the automatic discovery of a solution. The trial-and-error process of an AOC-

by-prototyping algorithm is replaced by autonomy in the system. In other words, the distance measure between

the desired emergent behavior and the current emergent behavior of the system in question becomes part of the

environmental information that affects the local behavior of an entity. Some evolutionary algorithms that exhibit

self-adaptive capability are examples of this approach.

AOC algorithms share a basic form with many possible variants. The following sections attempt to characterize

these three classes of AOC algorithms, where more detailed illustrations are given for each case.

A. AOC-by-Fabrication

AOC-by-fabrication is characterized by some known working mechanisms of a natural phenomenon to be ab-

stracted and upon which models are built. Works in the field of Artificial Life (ALife) provide a firm foundation for

such endeavor, as the definition of Alife shows.

“The study of man-made systems that exhibit behaviors characteristic of natural living systems.” [7]

“. . . a field of study devoted to understanding life by attempting to abstract the fundamental dynamical principles

underlying biological phenomena, and recreating these dynamics in other physical media – such as computers –

making them accessible to new kinds of experimental manipulation and testing. ” [8]

Some well known instances of ALife include visual arts [9], L-System [10], [11] and Tierra [12]. These systems

aim at replicating some natural behaviors.

Building on the experience of systems modeling, AOC algorithms are used for solving hard computational prob-

lems. For example, in the commonly used version of genetic algorithm [13] in the family of evolutionary algo-

rithms, the process of sexual evolution is simplified to selection, recombination and mutation, without the explicit

identification of male and female, for example, in the gene pool. Genetic programming [14] further modifies the

chromosome representation to trees. Evolutionary programming [15] and evolution strategy [16], on the other hand,

are closer to asexual reproduction with the addition of constraints on mutation and the introduction of mutation op-

erator evolution respectively. Despite these simplification and modification, evolutionary algorithms capture the

essence of natural evolution and are proven global optimization techniques. Another successful algorithm that has

been applied in similar domains is the Ant System [17]. It mimics the food foraging behavior of ants [3]. Other
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examples include the Selfish Gene Algorithm [18] and the Culture Algorithm [19] simulates the Selfish Gene princi-

ple [20] and the development of culture in a society, respectively. The following three examples aim to demonstrate

the steps in formulating and using AOC-by-fabrication algorithms.

1) Solving Computational Constraint Problems: Liu et al. [21], [22] have presented an autonomy oriented

approach called ERA (i.e., Environment, Reactive rules, and Agents) to solving constraint satisfaction problems

(CSPs). This approach is intended to provide a multi-agent formulation that can be used to handle general CSPs

and to find approximate solutions without too much computational cost.

Definition 9 A constraint satisfaction problem (CSP) consists of:

• A finite set of variables, X = {X1, X2, . . . , Xn}.
• A domain set, containing a finite and discrete domain for each variable: D = {D1, D2, . . . , Dn}, ∀i ∈ [1, n],

Xi ∈ Di.

• A constraint set, C = {C(R1), C(R2), . . ., C(Rm)}, where each Ri is an ordered subset of the variables, and

each constraint C(Ri) is a set of tuples indicating the mutually consistent values of the variables in Ri.

In the autonomy oriented approach, distributed entities represent variables and a two-dimensional grid-like envi-

ronment in which the entities inhabit corresponds to the domains of the variables. Thus, the positions of the entities

in such an environment constitute the solution to a CSP. The distributed multi-agent system self-organizes itself, as

each individual entity follows its behavioral rules, and gradually evolves toward a global solution state.

Autonomy Oriented Models for the Queens: Based on the two general principles of ‘survival of the fittest’ -

poor performers will be washed out, and ‘law of the jungle’ - weak performer will be eaten by stronger ones, the

AOC-by-fabrication method is applied to solve a benchmark constraint satisfaction problem [23]. The N-queen

problem aims to allocate N queens on an N × N chessboard such that no two queens are placed within the same

row, column and diagonal. Based on the rules of the problem, a model is formulated in the following manner.

Each queen is modeled as an autonomous entity in the system and multiple queens are assigned to each row in the

chessboard. This is to allow competition between the queens in the same row such that the queen with the best

strategy survives. The system calculates the number of violated constraints for each position on the grid. This

represents the environmental information for all queens for making movement decisions, which is restricted to

positions on the same row. Queens are given three movement strategies. The ‘randomized move’ strategy allows

the queen to select randomly a new position. The least-move strategy selects the position with the least number of

violations. The coop-move strategy promotes cooperation between queens by excluding positions that will attack

those queens that one wants to cooperate. These strategies are selected probabilistically.

An initial energy is given to each queen. A queen will ‘die’ if its energy falls below a predefined threshold.

Energy will change in two ways. When a queen moves to a new position that violates the set constraint with m

queens, it loses m units of energy. This will also cause those queens that attack this new position to lose 1 unit of

energy. The intention is to encourage the queens to find a position with the least violations. The ‘law of the jungle’
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Fig. 1. ( a) s0 at time step 0 (initialization). (b) s1 at time step 1. (c) s2 at time step 2. (d) s3 at time step 3, which is an exact

solution state [21].

is implemented by having two or more queens occupying the same grid position to fight for the occupancy. The

queen with the highest energy will win and eat the loser(s) by absorbing all the energy of the loser(s).

The above model is able to solve a 7,000-queen problem in few seconds using a moderate hardware configuration.

Experimental results show that the ‘survival of the fittest’ principle helps to find an optimal solution much more

quickly due to the introduction of competition. Moreover, randomized move is indispensable as it helps the system

to come out of local minima, although giving a high chance of making randomized moves will lead to chaotic

behavior. Finally, the probability of using least-move and coop-move should be synchronized and increased with

the size of the problem.

An Example [21]: Figure 1 presents some snapshots from an 8-queen problem experiment. Here each circle

signifies an entity. The number on the lattice gives the corresponding violation number. The darker the color of a

lattice, the larger the violation number of that position will be. First, in the initialization of time step 0 in Figure 1(a),

eight entities are randomly placed onto the rows. In this particular case, none of the entities is at a zero-conflict-

position. Five of them are at the positions of violation= 3. Two entities are at the positions of violation= 2. One
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entity is at the position of violation= 1. Obviously, the assignment according to this state is not a solution. For entity

a1 at position (4, 1), we can observe that entity a2 at (3, 2) and entity a3 at (2, 3) are both in the same diagonal as

a1, and entity a4 is in the same column as a1. So the position where a1 stays has the violation number of 3.

Between time step 0 and time step 1, most entities can move to a better position that reduces the violation

number. At time step 1, eight entities have moved to a better position. In this assignment, four variables (i.e., X3,

X6, X7, and X8) satisfy all the constraints applicable to them. Two pairs, 〈X1, X5〉 and 〈X2, X4〉, cannot satisfy

the constraints: X1 and X5 are in the same diagonal, and X2 and X4 are in the same column. Obviously, the

assignment in state s1 is much better than the assignment in state s0.

From time step 1 to time step 2, the following moves have occurred: s1 ⇒ a4 stays, a5 least-move to (6, 5), a3

stays, a6 stays, a2 stays, a7 stays, a1 stays, and a8 stays⇒ s2. In this assignment, six variables (i.e., X1, X3, X5,

X6, X7, and X8) satisfy all the constraints related to them, while the pair of 〈X2, X4〉 cannot satisfy each other.

From time step 2 to time step 3, the moves can be summarized as follows: s2 ⇒ a4 least-move to (8, 4) but all

other entities remain at the same positions⇒ s3. An exact solution state is reached.

2) Feature Search and Extraction: The specific search problem to be considered in this example is the following:

An environment, denoted by S, contains a homogeneous region with the same physical feature characteristics. This

region is referred to as a goal region. The feature characteristics of the goal can be evaluated based on some

measurements. Here, the term measurement is taken as a generic notion; the specific quantity that it refers to will

depend on the nature of applications. For instance, it may refer to the grey-level intensity of an image in the case

of image processing. The task of autonomous entities in S is to search the feature locations of the goal region. The

entities can recognize and distinguish feature locations, if encountered, and then decide and execute their next step

reactive behavior.

Autonomy Oriented Models in Feature Extraction: In the AOC-based approach, an entity checks its neighboring

environments, i.e., small circles as in Figure 2(a), and selects its behavior according to the concentration of an par-

ticular region elements. If the concentration is within a certain range, then the current location satisfies a triggering

condition. This further activates the reproduction mechanism of the entity.

Taking a border-tracing entity for example, if an entity of border sensitive class reaches a border position, then

this entity will inhabit at the border and proceed to reproduce both within its immediate neighboring region and

inside a large region, as illustrated in Figures 2(b) and (c).

Image Segmentation: Image segmentation requires identification of a homogeneous region within the image.

However, homogeneity can be at varying degree at different parts of the image. This presents problems to con-

ventional methods such as split-and-merge that segments the image by iterative partitioning of non-homogeneous

regions and simultaneous merging of homogeneous ones [25], [26]. An autonomy oriented approach has been used

to tackle the same task [27]. Autonomous entities are deployed to the 2-D representation of the image. Each entity

is equipped with the ability to assess the homogeneity of the region within a predefined locality. Specifically, homo-

geneity is defined by the relative contrast, regional mean and region standard deviation of the grey-level intensity.

When a non-homogeneous region is found, the autonomous entity will diffuse to another pixel in a certain direction
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(a)

(b)

(c)

Fig. 2. An illustration of the behaviors of cellular entities. (a) As an entity, which is marked as a solid circle, moves to a

new location in its local environment, it senses its neighboring locations, marked by dotted circles in this example. (b) When

a triggering condition has been satisfied, as the location of the entity is right next to the border of a shaded region, the entity

will self-reproduce some offspring entities within its local region. (c) At the following time step, the offspring will diffuse to

new locations. By doing so, some of them will encounter new border feature locations as well and thereafter self-reproduce

more entities. On the other hand, the entities that cannot find any border features after a given number of diffusion steps will be

automatically turned off [24].
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within the local region. In contrast, when an entity locates a homogeneous region within the range of the pixel it

presently resides, it replicates (breeds) itself to give rise to certain number of offspring and delivers them to its local

region in a certain direction.

The breeding behavior enables the newly created offspring to be distributed near the pixels where the region is

found to be homogeneous, so that it is more likely to find the extension to the current homogeneous region. Apart

from breeding, the entity will also label the pixel found to be homogeneous. If an autonomous entity fails to find

a homogeneous region during its life span (a predefined number of steps) or wandered off the search space during

diffusion, it will be marked inactive.

In summary, the stimulus from the pixels will direct the autonomous entities to two different behavioral tracts:

breeding and pixel labeling, or diffusion and decay. The directions of breeding and diffusion are determined by

their respective behavioral vectors, which contain weights (between 0 and 1) of all possible directions. The weights

are updated by considering the number of successful siblings in the respective directions. An entity is considered

to be successful if it has found one or more pixels that are within a homogeneous region during its life time. This

method of direction selection is somewhat similar to herding behavior that considers only local information. A

similar technique has also been applied to a feature extraction tasks such as border-tracing and edge detection [28].

An Example: In order to examine the effectiveness of multiple classes of entities in the simultaneous detection of

significant image segments, Liu et al. [24], [27], [28] have conducted several experiments in which various classes

of entities are defined and used to extract different homogeneous regions from an image, such as the example

given in Figure 3 (t = 0). For this image segmentation task, 1,500 entities (500 from each of three classes) are

randomly distributed over the given image. Figure 3 presents a series of intermediate steps during collective image

segmentation. Figure 3 (t = 50) gives the resultant markers as produced by the different classes of entities.

Computational Efficiency: In AOC-based image segmentation, the computational costs required can be estimated

by counting how many active entities are being used over time (i.e., the entities whose ages do not exceed a given

life span). For the above-mentioned collective image-segmentation task, we have calculated the total number of

active entities in each class that have been involved over a period of 50 time steps, as given in Table I. It can readily

be noted that the total number of active entities (i.e., computational steps) involved in extracting a homogeneous

region is less than the size of the given image, 526× 197 = 103, 622.

3) Synthesizing Collective Autonomy: Ant colonies are able to collect objects (such as food or dead ants)

and place them in particular places. Collective behaviors in a complex system offer the possibility of enhanced

task performance, increased task reliability, and decreased cost cover traditional complex systems. Much work

to date in collective robotics focuses on limited cases, such as flocking and foraging. Typical entities in such

experiments either use manually-built (non-learning) controllers [29], or perform learning in simulation [30] or

relatively simple physical domains/environments [31]. One way to generate robust collective behaviors is to apply

biologically-inspired adaptive algorithms at the team level, and on the individuals level, the environment plays a

central role in activating a certain basic behavior at any given time (It draws on the idea of providing the robots with
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(t = 0) (t = 1)

(t = 2) (t = 5)

(t = 10) (t = 50)

Fig. 3. Segmenting a landscape image that contains three complex-shaped regions [24].

TABLE I

THE NUMBER OF ACTIVE ENTITIES USED IN LABELING THE HOMOGENEOUS REGIONS OF A LANDSCAPE IMAGE.

Class # of active entities used

(time step = 1 ∼ 50)

Class-1 47,037

Class-2 75,473

Class-3 48,837

a range of basic behaviors and letting the environment determine which behavior is more suitable as a response to a

certain stimulus.). The integration of learning methods can contribute significantly to the design of a team of self-

programming robots for some predefined tasks. Those individual robots can automatically program task-handling

behaviors to adapt to the dynamic changes in a collective manner in their task environment.

World Modeling: Liu and Wu [32] have developed and evaluated an AOC-based method for collective world-

modeling with a group of mobile robots in an unknown or less structured environment. The goal is to enable the

group robots to cooperatively perform the map building task with fewer sensory measurement steps, that is, to

construct the potential field map as efficiently as possible. The following issues are addressed in developing the

proposed world-modeling method:

• How to formally define and represent the reactive behaviors of mobile robots and their underlying adaptation

mechanisms to enable the dynamical acquisition of the group behaviors?

• How to solve the problem of collective world-modeling (i.e., potential field map-building) in an unknown
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robot environment based on self-organization principles?

Artificial potential field (APF) theory states that for any goal-directed robot in an environment that contains

stationary or dynamically moving obstacles, an APF can be formulated and computed, taking into account an

attractive pole at the goal position of the robot and repulsive surfaces of the obstacles in the environment. Using

APF, any dynamic changes in the environment can be modeled by updating the original artificial potential field.

With APF, the robot can reach a stable configuration in its environment by following the negative gradient of its

potential field.

An important challenge in the practical applications of the APF methodology is that evolving a stable APF is a

time-consuming learning process, which requires a large amount of input data coming from the robot-environment

interaction. The distributed self-organization method for collective APF-modeling with a group of mobile robots

begins with the modeling of local interactions between the robots and their environment, and then applies a global

optimization method for selecting the reactive motion behaviors of the individual robots, with an attempt to maxi-

mize the overall effectiveness of collectively accomplishing a task.

The main idea behind self-organization based collective task-handling is that multiple robots are equipped with a

repository of behaviors in such a way as to create some desirable global order, (e.g., the fulfillment of a given task).

For instance, mobile robots may independently interact with their local environment. Based on their performance

(e.g., distributed proximity sensory measurements), some global world model of an unknown environment (i.e.,

global order) can be dynamically and incrementally self-organized.

Collective Autonomy: In the case of collective world-modeling, the self-organization method is designed as fol-

lows: Suppose that a robot moves to location P0 and measures its distances to the surrounding obstacles of its envi-

ronment in several directions (N ). These measurements are recorded in a sensing vector, S0 =
[

D0
1, D

0
2, · · · , D0

i , · · · , D0
N

]

,

with respect to location P0. The robot will then associate this information to its adjacent locations in the environ-

ment by estimating the proximity values in the neighboring locations. The estimated proximity of any location Pj

inside the neighboring region of P0 to a sensed obstacle will be calculated as follows: D̂
j
i = D0

i − ρj · cosβ (i =

1, 2, · · · ,N ), where β = α
(i)
0 −αj . α

(i)
0 and αj denote the polar angle of the sensing direction and that of location

Pj, respectively. D̂
j
i is an estimate for Pj based on the ith direction sensing value. D0

i is the current measure-

ment taken from P0 in the ith direction. Thus, the estimated proximity values for location Pj can be written as:

Ŝj =
[

D̂
j
1, D̂

j
2, · · · , D̂j

i , · · · , D̂j
N

]

. We define a confidence weight for each element of Ŝj , that is, a function of the

distance between a robot and location Pj, or specifically, wj = e−ηρ2

j , where η is a positive constant. ρj is the

distance between the robot and location Pj.

The potential field estimate at location Pj will be computed as follows: Û t
j =

∑N

i=1 e−λD̂
j

i , where λ is a positive

constant. Thus, at time t, a set of potential field estimates, Ωj
t = {Û t1

j , Û t2
j , · · · , Û tk

j }, can be derived by k robots

with respect to location Pj; that is,

Ωj
t ←− Ωj

t−1

⋃

Q (1)
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where Ωj
t−1 denotes the set of potential field estimates for location Pj at time t− 1, andQ = Û tk

j , where subscript

k indicates that the potential value is estimated based on the measurement of the kth robot. Ωj
t is associated with a

confidence weight set: W
j
t = {wt1

j , wt2
j , · · · , wtk

j }.
Hence at time t, an acceptable potential field value can readily be calculated as follows:

U t
j =

{

Û ti

j ∃i ∈ [1, k] , wti

j = 1,
∑k

i=1 Û ti

j · w̄ti

j otherwise
(2)

where w̄ti

j denotes a normalized weight component of W
j
t , i. e., w̄ti

j =
w

ti
j

∑

k

n=1
w

tn
j

.

Adaptation: In order to optimize the efficiency of the above-mentioned self-organization based collective task-

handling, we need an adaptation mechanism for distributed autonomous robots to dynamically generate and modify

their group cooperative behaviors based on some group performance criteria. The selected (i.e., high-fitness) coop-

erative behaviors are used to control the individual robots in their interactions with the environment.

In order to evaluate the group fitness, we identify two situations involved in the evolution: One is spatial diffusion

when the inter-distance between robots i and j, dij , is less than or equal to a threshold, T2, and another is area

coverage when dij > T2. In either situation, we can use a unified direction representation of robot proximity,

denoted by θi, that indicates a significant proximity direction of all proximity stimuli to robot i. Having identified

the two situations in group robots, we can reduce the problem of behavior evolution into that of acquiring two

individual reactive motion behaviors: One for spatial diffusion and another for area coverage, respectively. Both

reactive behaviors respond to proximity stimuli as defined in terms of a unified significant proximity direction.

The fitness function will consist of two terms: one is called general fitness, denoted by fg , and another is called

special fitness, denoted by fs. The general fitness term encourages the group robots to explore the potential field in

new, less confident regions, and at the same time, avoid repeating the work of other robots. It is defined as follows:

fg =

m
∏

i=1







(1−max{wtk

i })
me
∏

j=1

4

√

dij − T1







, (3)

where max{wtk

i } denotes the maximal confidence weight corresponding to the location of robot i. m denotes the

number of robots that are grouped together during one evolutionary movement step (of several generations). me

denotes the number of robots that do not belong to m and have just selected and executed their next behaviors. dij

denotes the distance between robots i and j, which is greater than a predefined distance threshold, T1.

Two special fitness terms will be defined corresponding to the performance of spatial diffusion and area coverage:

fs1 =

md−1
∏

i=1

md
∏

j=i+1

√

dij − T2 (spatial diffusion) and (4)

fs2 =

√
∆V

∏mc

i=1 ζi

(area coverage), (5)

where md denotes the number of spatially-diffusing robots whose inter-distances dij have become greater than the

distance threshold, T2. ∆V denotes the total number of locations visited by a group of mc area-covering robots
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based on their selected motion directions. ζi denotes a significant proximity distance between robot i and other

robots in the environment.

4) Summary: The AOC-by-fabrication examples shown above have the following common characteristics:

1. There is a population of homogeneous individuals, each is characterized by a set of behavior rules, and individ-

uals differ only by the parameters of the behavior rules;

2. The composition of the population changes over time, by the process analogous to birth (amplification of the

desired behavior) and death (elimination of the undesired behavior);

3. Interaction between individuals is local, neither global information nor central executive to control the behavior

selection is needed;

4. Behavior selection is probabilistic;

5. The environment is dynamic and acts as the center of information relating to the current status of the problem

and as place holder for information sharing between individuals;

6. Local goal of individual drives the selection of local behavior;

7. Global goal is represented by a universal fitness function which gives a measure of the progress of the computa-

tion.

B. AOC-by-Prototyping

With the help of a blueprint, engineers can build a model of a system in an orderly fashion. When insufficient

knowledge about the mechanism how the system works, it is difficult, if not impossible, to build such a model.

Assumptions about the unknown workings have to be made in order to get the process starts. Given some observable

behavior of the desired system, designers can verify the model by comparing that of the model with the desired

features. This process will have to be repeated several times before a good, probably not perfect, prototype is

found. This is AOC-by-prototyping. Apart from obtaining a working model of the desired system, an important

by-product of the process is the discovery of the mechanisms that are unknown when the design process first started.

This view is shared by researchers developing and testing theories about society and social phenomena [33], [34].

Others have also used similar methods to study highway traffic flow [35], find solutions to traffic jam [36], [37],

crowd control in sports grounds [38] and crowd dynamics in a smoky room where fire has broken out [39].

1) Understanding Self-Organized Regularities: The Internet is growing in size, i.e., number of Web pages,

everyday. At the same time, more and more people are getting ‘connected’. A good understanding of the browsing

behavior of all Web surfers has many important implications to network designers and portal engineers.

Regularity Characterization: Researchers have identified several interesting, self-organized regularities related

to the Web, ranging from the growth and evolution of the Web to the usage patterns in Web surfing. Many regulari-

ties are best represented by characteristic distributions following either a Zipf-like law [40] or a power law. That is,

if probability P of a variant taking value k is proportional to k−α where α is from 0 to 2. A distribution presents a

heavy tail if its upper tail declines like a power law [41].
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Random-walk models [42], [43] and Markov-chain models [44], [45] have been used to simulate statistical

regularities as empirically observed from the Web. However, these models do not relate the emergent regularities

to the dynamic interactions between users and the Web, nor do they reflect the inter-relationships between user

behavior and the contents or structure of the World Wide Web. The issues of user interest and motivation to

navigate on the Web are among the most important factors that directly determine the navigation behaviors of users

[46].

With an AOC-based approach to regularity characterization, Liu and Zhang [47], [48] have taken one step further

by proposing a new computational model of Web surfing that takes into account the characteristics of users, such

as interest profiles, motivations, and navigation strategies. By doing so, they attempt to answer the following

questions:

• Is it possible to experimentally observe regularities similar to empirical Web regularities if we formulate the

aggregation of user motivation? In other words, is it possible to account for empirical regularities from the

point of view of motivation aggregation?

• Are there any navigation strategies or decision-making processes involved that determine the emergence of

Web regularities, such as the distributions of user navigation depth?

• Will different navigation strategies or decision-making processes lead to different emergent regularities?

• Will the distribution of Web contents as well as page structure affect emergent regularities?

In order to answer the above questions, they have developed a white-box model. The features of this autonomy

oriented model are: First, it incorporates the behavioral characteristics of Web users with measurable and adjustable

attributes; second, it exhibits the empirical regularities as found in Web log data; and third, the operations in the

model correspond to those in the real-world Web surfing.

AOC-Based Regularity Characterization: In the AOC-based regularity characterization, we view users as in-

formation foraging entities inhabiting in the Web space. The Web space is a collection of websites connected by

hyperlinks. Each website contains certain information contents, and each hyperlink between two websites signifies

certain content similarity between them. The contents contained in a website can be characterized using a multi-

dimensional content vector where each component corresponds to the relative information weight on a certain topic.

In order to build an artificial Web space that characterizes the topologies as well as connectivities of the real-world

Web, we introduce the notion of an artificial website that may cover contents related to several topics and each

topic may include a certain number of Web pages. Such a website may also be linked to other websites of similar or

different topics through URLs. Thus, the Web space is generated by assigning topics to each Web page according

to a certain statistical distribution. The variance of the distribution controls how similar all the pages are.

As users are the main subject to be studied, each of them are simulated in the system by associating with them an

interest vector, again generated randomly based on a statistical distribution with certain variance. Therefore, there

is a parameter to control the degree of overlap in interest between users.
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Motivational Support Aggregation: When an information searching entity finds certain websites in which the

content is close to its interested topic(s), it will become more ready to forage to the websites at the next level, that

is, it gets more motivated to surf deeper. On the other hand, when the entity does not find any interesting information

after some foraging steps or it has found enough contents satisfying its interests, it will stop foraging and leave the

Web space. In order to model such a motivation-driven foraging behavior, here we introduce a support function, St,

which serves as the driving force for an entity to forage further. When the entity has found some useful information,

it will get rewarded, and thus the support value will be increased. As the support value exceeds a certain threshold,

which implies that the entity has obtained a sufficient amount of useful information, the entity will stop further

foraging. In other words, the entity is satisfied with what it has found. On the contrary, if the support value is too

low, the entity will lose its motivation to forage further and thus leave the Web space.

Specifically, the support function is defined as follows:

St+1 = St + θ ·∆Mt + φ ·∆Rt (6)

where
St: support value at time step t,

∆Mt: motivational loss at time step t,

∆Rt: reward received at time step t,

θ, φ: weights of motivation and reward, respectively.
Validation of Autonomy Oriented Models: In order to validate their autonomy oriented model, Liu and Zhang

[47], [48] have conducted several experiments. In the experiments, two measurements are of particular interests:

the surfing-depth (step) distribution and the rank-frequency distribution of link clicks. The frequency of link clicks

refers to the number of times for which a link is passed through by the entities. It is also called link-click-frequency.

In the experiments, foraging entities are categorized into three different groups: recurrent user who is familiar with

the Web structure, rational user who is new to the website but knows clearly what he/she is looking for, and random

user who has no strong intention to get anything and just ‘wander’ around.

Figures 4 and 5 present the statistical distributions of foraging depth and link-click-frequency obtained for recur-

rent and rational entities, respectively.

It is interesting to observe from Figures 4(b) and 5(b) that the distributions of link-click-frequency exhibit a power

law. A very similar result on the distribution of website popularity has been empirically observed and reported in

[49].

Liu and Zhang [47], [48] have also used real-world Web log datasets to compare their corresponding empirical

distributions with those produced by the information foraging entities. The first dataset is NASA Web log that

recorded all HTTP requests received by the NASA Kennedy Space Center Web server in Florida from 23:59:59

August 3, 1995 to 23:59:59 August 31, 1995. The distributions of user surfing depth and link-click-frequency for

the NASA dataset are shown in Figures 6(a) and (b), respectively.

From the above-mentioned synthetic and empirical results, we can note that the autonomy oriented models can
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Fig. 4. Recurrent entities. (a) Cumulative distribution of entity foraging depth (step), where ‘·’ corresponds to experimental data and ‘−’

corresponds to a linear-regression fitted line. The tail of the distribution follows a power-law distribution with power βc = −1.843 and the

residual of linear regression σ = 0.01. δ denotes entities’ satisfaction rate (i.e., the ratio of the number of satisfied entities to the total number of

entities what have surfed on the Web). (b) Distribution of link-click-frequency (link click refers to the total times for which entities pass through

a link). The tail follows a power-law distribution with power βl = −1.396, as obtained by weighted linear regression [47].
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Fig. 5. Rational entities. (a) Cumulative distribution of entity foraging depth (step), where ‘·’ corresponds to experimental data and ‘−’

corresponds to a linear-regression fitted line. The tail of the distribution follows a power-law distribution with power βc = −2.179 and the

regression residual σ = 0.02. δ denotes entity’s satisfaction rate. (b) Distribution of link-click-frequency. The distribution follows a power-law

distribution with power βl = −1.987, as obtained by weighted linear regression [47].
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Fig. 6. Distributions based on real-world NASA Web log data. (a) Cumulative distribution of user surfing step. The distribution follows a heavy

tail with the tail’s scale of βc = −2.669. The linear-regression residual s is about 1.17. (b) Distribution of link-click-frequency. It agrees well

with a power law of power βl = −1.62, as obtained by weighted linear regression [47].

readily generate power-law distributions in surfing step and link-click-frequency, which are similar to those from

the real-world, and hence they offer a white-box explanation to the self-organized Web regularities.

In addition to the distributions of user steps in accessing pages and link-click-frequency, they are also interested

in the distribution of user steps in accessing domains or topics − an issue of great importance that has never been

studied before. Figure 7 presents the distributions of steps in accessing domains by recurrent and rational entities,

respectively. From Figure 7, we can readily conclude that the cumulative probability distribution of entity steps in

accessing domains follows an exponential function.

They have further obtained an empirical dataset that records user behavior in accessing the domains of a website.

The dataset is a Web log file for the Microsoft corporate website, recording the domains or topics of www.microsoft.com

that anonymous users visited in a one-week timeframe in February 1998. The distribution of user steps in accessing

domains is shown in Figure 8. If we compare Figure 7 with Figure 8, we can note that the domain-visit regularity

generated by our model characterizes the empirically observed domain-visit regularity well.

Using the autonomy oriented models described above, several critical factors that affect a user experience can

also be analyzed by altering some parameters of the models. For instance, it has been revealed that there exists an

optimal accessibility (distance) between two Web pages.

2) Summary: AOC-by-prototyping can be seen as an iterated application of AOC-by-fabrication with the addi-

tion of parameter tuning at each iteration. The difference between the desired behavior and the actual behavior of a

prototype then becomes the guideline to parameter adjustment. The process can be summarized, with reference to

the summary of AOC-by-fabrication in Section III-A.4, as follows:

1. Behavior rules can be changed from one prototype to the next;
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Fig. 7. Entities visiting domains. (a) Cumulative distribution of foraging depth in accessing domains by recurrent entities, where ‘·’ corresponds

to experimental data and ‘−’ corresponds to a linear-regression fitted line. The distribution follows an exponential function with exponent

βd = 0.892 and residual σ = 0.08. (b) Cumulative distribution of foraging depth in accessing domains by rational entities. The distribution

follows an exponential function with a smaller exponent βd = 0.357 and residual σ = 0.02 [47].

2. Interaction rules can be changed from one version to the next;

3. There is an additional step to compare the desired behavior with the current emergent behavior;

4. A new prototype is built by adopting steps 1 and 2 above and repeating the whole process.

C. AOC-by-Self-Discovery

AOC-by-self-discovery emphasizes the ability of an AOC-based computational system to find its own way to

achieve what AOC-by-prototyping can do. The ultimate goal is to have a fully automated algorithm that can adjust

its own parameters for different application domains. In other words, the AOC itself becomes autonomous.

Adaptive evolutionary algorithms [50]-[53] have been proposed that automatically tune some of the parameters

related to the algorithms, such as mutation rate [16], [54]-[58], crossover rate [59], [60], crossover operator [61],

[62], mutation operator [63]-[66], and population size [58]. They usually track changes in progress measures such

as online and offline performance [52], the ratio of average fitness to best fitness, and the ratio of the worst fitness

to average fitness, among others.

Meta-EA is another group of self-improving EA that does not rely on the specific instruction of the designer [67].

An EA [68]-[71] or another intelligent system [72]-[75] is used to control a population of EA in the way similar to

an EA optimizing the parameters of the problem at hand.

Other examples of AOC-by-self-discovery include the evolution of emergent computation where a GA is used

to evolve the rules of a cellular automata for a synchronization task [76]-[78] and for generating test patterns for

hardware circuit [79]. A variant of the latter example employs a selfish gene algorithm [80].
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Fig. 8. Real-world Microsoft Web log data. Cumulative distribution of user step in accessing domains. The distribution follows an exponential

function with βd = −0.141. The regression residual σ is about 0.137 [47].

1) Global Optimization: Global optimization [81] aims at finding the optimal solution to a function F (x) where

x = {x1, x2, ..., xn}T is an n-dimensional vector representing the parameters of function. The optimal solution is

then represented by F (x∗) such that

F (x∗) < F (x) ∀x (7)

Many algorithms have been developed over the years to tackle this problem [82]-[84]. This is a challenging

task because: First, the landscape of the function to be optimized in unknown and search algorithms are likely to be

trapped in suboptimal solutions; second, the dimensionality of the function presents problems to a search algorithm.

The task is further complicated if one needs to adjust the various parameters of the search algorithms.

Search by Diffusion: Inspired by diffusion in nature, Tsui and Liu [85], [86] have developed an AOC-based

method, called Evolutionary Diffusion Optimization (EDO), to tackle the global optimization task. A population

of entities are used to represent candidate solutions to the optimization problem in hand. The goal is to build a

collective view of the landscape of the search space by sharing information between entities. Specifically, each en-

tity performs search in its local proximity and captures the ‘direction’ information of the landscape in a probability

matrix – the likelihood estimate of success with respect to direction of motion for each object variable.

Autonomy Oriented Evolutionary Diffusion Model: Evolutionary diffusion optimization (EDO) defines three

types of local behavior for each entity, namely diffuse, reproduce and aging. Free ranging entities that are searching

for a position better than its birthplace are called active entities. Those entities that have already become parents

are called inactive entities.

Entities in EDO explore uncharted locations in the solution space by diffusion. Rational move refers to the kind of

diffusion where an entity modifies its object vector by drawing a random number for each dimension of the object

vector. Each random number is then used to choose between the set of fixed steps according to the probability

matrix. Adjustment is then made by adding the product of the number of steps and the size of a step to the entry
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in question in the object vector. This process is repeated until all dimensions of the object vector are covered. The

updated object vector then becomes the new position of the entity in the solution space.

As an entity becomes older, it becomes eagerer to find a better position. It, therefore, will probabilistically decide

to act wild and take a Random Walk with probability given by exp(− lifespan−age
α

) where α is a scaling factor. An

entity will first choose randomly a direction of diffusion for each dimension, i.e, either no change, towards the

upper bound, or towards lower bound. In case a move is to be made, a new value between the chosen bound and the

current value is then picked randomly. The process ends when all the dimensions of the object vector are updated.

At the end of an iteration, the fitness of all active entities are compared with that of their parents, which have

(temporarily) become stationary. All entities with higher fitness will reproduce via asexual reproduction – a repro-

ducing entity replicates itself a number of times and send the new entities off to a new location by rational move.

Parents and their offspring share the same probability matrix. It is only when an entity becomes a parent then a new

probability matrix will be created for it, which is an exact copy of the parent’s updated one. Sharing the probability

matrix between parents and siblings enables entities from the same family to learn from each other’s successes as

well as failures.

Aging is the process by which consistently unsuccessful entities are eliminated from the system. This is controlled

by a lifespan parameter. Exception are granted to those entities whose age has reached the set limit but has above-

average fitness. On the other hand, entities whose fitness is at the lower 25% of the population will be eliminated

before their lifespan expire.

Adaptation: Search algorithms need a scheme to implement the strategy that says:‘good’ moves need to be

rewarded while ‘bad’ moves should be discouraged. All entities in EDO maintain a close link between parents and

offspring via sharing the probability matrix. Therefore, it is very easy for EDO to implement the above strategy and

EDO has two feedback mechanisms for updating the probability matrix of parent. Positive feedback increases the

value of the entry in the probability matrix that corresponds to the ‘good’ moved. The update rule is:

p′ij =
pij + δ

1 + δ
, (8)

where pij refers to the probability of object variable i and step multiplier j that relates to the previous movement(s)

and δ is an fixed adjustment factor. In contrast, negative feedback reduces the relevant probabilities that relate to

the ‘bad’ move using:

p′ij = pij × (1− δ). (9)

While negative feedback is exercised after each diffusion, positive feedback can only take place after an entity has

become a parent. Note also that all probabilities are normalized using their respective sum after updating.

EDO also adapts the step size parameter, which decides the amount of change during diffusion, over time based

on the performance measurement of the population. Step size is reduced if the population has not improved over a

period of time. Conversely, if the population has been improving continuously for some time, step size is increased.

The rationale is that the entities in the neighborhood of a minimum need to make finer steps for careful exploitation,

while using a larger step size during a period of continuous improvement attempts to speed up the search.
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Fig. 9. Distribution of entities in the solution space for optimizing the 2-D version of F1. Plot (a)-(l) shows the range between ±100 in both

axes. The range for plots (m)-(p) are ±0.5, ±0.06, ±0.02and ±0.01, respectively. The number of entities shown in plots (m)-(p) are 4 out of 5,

5 out of 5, 4 out 6 and 11 out of 14, respectively.
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An Example: Figure 9 shows the distribution of entities used to optimize F1(x) =
∑2

i=1 x2
i . Initially, five entities

were positioned randomly in the solution space - three with x-value around -80, one around -20 and one around

zero - but none is within the central 20 by 20 zone around the origin. As the search progresses to generation 10,

more and more entities appear inside the central zone. This trend continues between generation 10 and generation

80.

The diameter of the occupied area increases between generations 10 and 30 due to entities exploring the solution

space, and shrinks between generations 30 and 80 when the direction information is being learned. It can also be

observed that there is an increase in the number of entities along the axes, which can be considered as suboptimal

solutions since one of the two variables is at its lowest value with respect to F1.

The number of entities peaks at around generation 80 but dropped drastically in the next 10 generations. This

is because entities not around the origin or along the axes have much lower fitness than the population average

and are gradually eliminated. The second phase of search sees entities along the axes being eliminated as they are

occupying a suboptimal position. As the entities continue to move towards the origin, entities that are further away

from the origin are eliminated. The last four plots in Figure 9 zoom in to the origin with an increasing scale where

the majority of the best entities are located.

2) Summary: Full automation of the prototyping process is achieved by having an autonomous entity to control

another level of autonomous entities. The examples described above show that AOC-by-self-discovery is indeed a

viable proposition. The steps for engineering this kind of AOC algorithm is the same as those stated in Section III-

A.4 with the addition of one rule:

1. Systems parameters are adapted according to some performance measurement.

D. Related Work

Autonomy oriented computation certainly shares commonality with other research areas. This section attempts

to draw attentions to some clear distinctions between them.

Artificial Life emphasizes the simulation of life in a computer setting. It, therefore, falls short of its use as a

computational method for problem solving. On the other hand, an AOC does not necessarily need to produce life-

like behavior as natural phenomena are usually abstracted and simplified. Agent Based Simulation (ABS) shares

a similar goal with AOC-by-prototyping – finding an explanation to observed phenomena. Again, there is no

computational problem to be solved in ABS.

There are at least three examples of multi-entity computational system. Multi-agent Systems for distributed de-

cision making [87], [88] is one example. Works in this field attempt to solve a computational task by delegating

responsibilities to groups of entities. These entities usually are heterogeneous entities and different groups have

different roles. For example, in the Zeus collaborative agent building framework, entities are divided into utility

entities, such as name server, facilitators and visualizer, and domain-level agents [89]. In relation to this, behavior

of individual is preprogrammed and can sometimes be complex. Complicated issues such as negotiation and coor-
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dination are of paramount importance. All these are usually part of the systems design and hence require a lot of

human intervention.

Another example of multi-entity computation is Ecology of Computation [90], [91] where a population of hetero-

geneous computational system shares partial solutions to the common problem at hand. These individual problem

solvers tackle the problem with different methods and , therefore, have different internal representation of the prob-

lem/solution. While it is shown that this approach is efficient in solving a problem, the coordination needs to be

articulated carefully so that different internal representations can be translated properly.

Distributed Constraint Satisfaction Problem (distributed CSP) [92]-[94] was proposed to solve CSP problems

in a distributed manner. Specifically, the asynchronous backtracking algorithm assigns a variable to an agent and

a directed graph called a constraint network is constructed to represent the relationships between the variables.

The asynchronous weak-commitment search algorithm enhanced the above algorithm by adding a dynamic priority

hierarchy. In the event of conflicts, the hierarchy structure is changed so that a sub-optimal solution can be con-

structed first and then the final solution incrementally. This is different from the AOC approach where competition

and behavior amplification are used to discover the best strategy for an autonomous entity. Furthermore, AOC does

not need this hierarchy to find a solution as all autonomous entities are treated equally and only local neighbors

(might change over time) matter in checking conflicts. While the distributed CSP algorithms are event-driven (act

upon the receipt of messages from other agents), AOC is clock-driven with synchronous update.

Swarm Intelligence [95], [96] is another good demonstration of AOC-by-fabrication in that it emphasizes the

social insect metaphor for problem solving through local interaction of relatively simple entities. It has not yet

been applied to areas that other AOC approaches have been used, such as using it to explain complex behavior and

discovery of problem solvers.

E. Engineering Issues

Autonomy oriented computation can be viewed as a methodology for engineering a system for solving hard com-

putational problems. Various approaches of AOC systems differ, in terms of engineering, in at least five different

aspects. Firstly, it is often the case in AOC that analogies are drawn from the natural or physical world. Therefore,

the working mechanism becomes the key basis of modeling. Secondly, having a detailed knowledge of the work-

ing mechanism means more detailed work by the designer of the AOC systems in implementing the algorithms.

Thirdly, the uncertainty with the outcome of the computational system varies according to the knowledge of the

actual mechanism. Fourthly, the computational cost of any AOC algorithm is expected to be higher than an cus-

tomized algorithm for a particular problem as AOC algorithms tend to be problem independent. Finally, the whole

problem solving process depends upon the complexity of the problem as well as the degree of understanding of the

problem. Figure 10 contrasts the relative rank of the AOC approaches according to the above five criteria.

Following the AOC-by-fabrication approach requires detailed knowledge of the working mechanism and high

degree of designer’s involvement to implement it. On the other hand, systems built this way require the least
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Fig. 10. The relative rank of each AOC approach according to different engineering issues, 1 being the easiest and 3 the hardest.

computational cost and it is safe to say that they will work. The overall time needed to build such systems is also at

the minimum.

Building an AOC-by-self-discovery system, on the other hand, does not require much knowledge about the

working mechanisms because most of them are not known. As a result, the designer does not need to spend too

much time crafting the system. The cost is shifted to computational time where the system discovers for itself what

need to be tuned and it naturally takes a long time to achieve the task. It follows that the risk of failure (not able to

find a solution) is the highest with an AOC-by-self-discovery system.

The level of difficulty in constructing an AOC-by-prototyping system is in between the aforementioned two, as

some information is already known. The need for designer’s involvement is also limited by this. More computa-

tional power and time than an AOC-by-prototyping system are generally needed and incur higher risk of failing to

find a solution.

Any computational algorithms can be assessed in at least the following areas: efficiency, generality, robustness,

completeness and computational cost. Efficiency measures the effectiveness of an algorithm to find an optimal

solution and how quickly such a solution is found. Generality measures the applicability of the algorithm to dif-

ferent problem domains. Robustness concerns the sensitivity of an algorithm in terms of its parameter settings.

Completeness of an algorithm assesses its ability to search the solution space. Finally, computational cost refers to

the algorithm’s requirement on computer cycles before a solution is found. It can be a combination of CPU time

and memory.

Autonomy oriented computation is a general problem solving methodology as it is not designed for a particular

problem. AOC algorithms can also be considered complete as it is able to cover the ‘more promising’ areas of the

solution space effectively. On the front of efficiency, AOC algorithms can usually find a ‘good enough’ solution
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within a very short period of time. Given enough time, the global solution could be found. Directly related

to this is the computational cost. AOC algorithms usually have a population of elements and requires a lot of

computation cycles for evaluating each candidate and accumulate enough positive feedback to make a solution

stand out. Robustness is usually high but sometimes is hampered by the formulation of the solution and the fitness

function, as it directly affects the quality measure of a solution and indirectly the progress.

F. Guiding Principles

Fig. 11. Schematic diagram of an autonomous entity.

1) Elements of an AOC System: An AOC algorithm contains, naturally, a population of autonomous entities and

the rest of the system is referred to as the environment. An autonomous entity consists of a detector (or a set of it),

an effector (again, there can be a set of it) and a repository of local behavioral rules (see Figure 11).

The detector receives information related to the neighbors and the environment. In the simulation of a flock of

birds, this information includes speed, direction they are heading and the distance between the entities in question.

Details of the content and format of this information need to be defined according to the system to be modeled or

the problem to be solved. The notion of neighbor can be defined in terms of position (the bird in front, to the left

and to the right), distance (a radial distance of two grids), or both (the birds up to 2 grids in front). Environmental

information conveys the status of certain feature that is of interest to the autonomous entity, for example, the

presence of food. The environment can also help to carry sharable local knowledge.

The effector of an autonomous entity refers collectively to the device for expressing actions. These actions can

be either changes in an internal state, displaying certain behavior externally or making changes to the environment

in which the entity inhibits. An important role of the effector, as part of the local behavior model, is to facilitate

implicit information sharing between autonomous entities.

Central to an autonomous entity is the behavior rules that governs how it should act or react to the information
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collected by the detector from the environment and its neighbors. These rules decide to what state should this

entity change and also what local knowledge should be released via the effector to the environment. An example of

sharable local knowledge is the pheromone in the Ant system. This information is untargeted and the communica-

tion via the environment is undirected; any ant can pick up the information and react according to its own behavior

model.

In order to adapt itself to the problem without being explicitly told in advance, an autonomous entity needs to

modify its behavior rules over time. This is the learning capability of the individual.

It is worth noting that randomness plays a part in the decision making process of an autonomous entity, despite the

presence of a rule set. This is to allow an autonomous entity to explore uncharted territories even in the presence of

mounting evidence that it should exploit a certain path. On the other hand, randomness helps the entity to resolve

conflict in the presence of equal support to the suggestions to act in different manner, and avoid being stuck by

choosing an action randomly.

The environment acts as the domain in which autonomous entities roam. This is a static view of the environment.

The environment of an AOC algorithm can also act as the ‘noticeboard’ where the autonomous entities can post and

read local information. In this dynamic view, the environment is changing all the time. For example, StarLogo [97]

has patches in the environment that know how to grow food or evaporate ants’ pheromone. Sometimes it provides

feedback to the entity regarding their actions. For example, in the N-queen constraint satisfaction problem, the

environment can tell a particular queen how many constraints are violated in its neighborhood after a move is taken.

This, in effect, translates a global goal to a local goal for individual entities. The environment also keeps the central

clock that helps to synchronize the actions of all autonomous entities, if necessary.

2) Characteristics of AOC Algorithms: While the three approaches to autonomy oriented computation varies

in their goals, they represent a natural progression from detailed engineering work to an automated process. The

following principles attempts the characterize the major features in an AOC-based system.

Homogeneity Complex systems are made up of self-similar individuals that have similar behavior rules. Their

rule-set may differ only in the parameters of the rules but not in the structure of the rules.

Simplicity Behavior model of each individual in the population is simple.

Locality Interaction is strictly local although the notion of locality can be physical as well as logical.

Implicity Another form of interaction comes from the implicit knowledge sharing between individuals via

a common environment. This environment can also have dynamical behaviors such as spreading

the shared news or aging the news contributed by the individuals.

Uncertainty Behavior such as rule selection is not purely deterministic. There is usually a certain degree of

randomness in the decision-making process.

Amplification Desirable behavior is amplified while undesirable ones are eliminated via mechanisms such as

birth and death. This is also the result of positive feedback from the environment.

Recursion Complex behaviors are aggregated from simpler ones through many iterations.

Openness New types of entities can be added seamlessly into the complex systems.
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Fig. 12. Block diagram of major components of an AOC that need to be defined.

3) The Autonomy-Modeling Process: Formulation of an AOC algorithm involves three phases (see Figure 12).

The first phase, natural system identification, can be viewed as the precursor to actual systems modeling and con-

cerns the selection of an appropriate analogy from the natural and physical world. There are two tasks involved:

identify desired behavior and identify system parameters. Choosing the right analogy is the key to the success

of the AOC-based system and the right system usually presents itself through its behaviors. Once an appropriate

analogy is chosen, details such as the number of entities to run and the length of time to run the simulation need to

be decided.

The second phase, artificial system construction, involves all elements in the AOC-based system. This phase

is divided into two major sub-phases: autonomous entity modeling and environment modeling. The identify con-

tributing entities task is the first and the most important task in this phase. Designers are required to choose the

level of detail to be modeled, that is appropriate to the problem at hand. The define neighborhood task defines a

distance measurement in the solution space within which local interactions can occur and local information can be

collected. The define sharable knowledge task defines what kind of information and in what form will the entities

share with others in their neighborhood. The last task concerning the entities is define local behavior rules, which

defines the ways an autonomous entity reacts to various information it collected within its neighborhood and the

way it adapts its behavior rules.

The tasks that concerns the environment are identify environment characteristics and define environmental feed-

back. The former task concerns the role the environment plays in conveying the knowledge shared between the
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autonomous entities. The latter task handles the results of the actions an autonomous entity enacted onto the envi-

ronment.

The third phase, performance measurement, concerns the evaluation criteria for comparing the artificial system

manifested by the AOC-based system with its natural counterpart. This relates to problem-solving and provides an

indication to modify the current set of individual behavior rules. The end of this phase will trigger the next cycle, if

necessary, and involves modifications to some or all AOC elements defined in the previous cycle.

G. Measure of Performance

Randomness is an important factor in any self-organizing system such as those formulated using the AOC prin-

ciples. On the one hand, it helps the autonomous entities to explore new areas in the solution space. On the other

hand, it introduces certain degree of uncertainty regarding the outcome of the simulations. Therefore, it is important

to have a concrete assessment of the progress in an AOC-based system.

Emergence is a property of an AOC that is not pre-programmable. Therefore, it is not possible to measure

it directly from the parameters that characterize the system and its elements. Wright et al. [98] have suggested a

measure of emergence by likening a self-organized system with a set of non-linear springs and dampers to represent

the local interaction between the entities. It was argued that factors such as spatial and velocity coherence in a flock

of birds are two observable behaviors due to the same underlying mechanism. It was further argued that there is a

strong correlation between abrupt behavior changes and emergent behaviors while the system parameters are being

changed smoothly. Therefore, these factors need to be considered together. A Hamilitonian model using Shannon

entropy is formulated and a dimensionality measure Ω is defined based on the entropy, which is linked directly to

the phase transition hypothesis and has been used as feedback to a GA to guide the adaptation.

Ronald et al. have defined a qualitative emergence test [99] based on two different viewpoints and a surprise

factor. Specifically, from the designer’s point of view, a design languageL1 is used to describe the local interactions.

From the observer’s point of view, the observed behavior is described by an observation language L2. Surprise is

defined as the difference between the expected outcome of the L1 as perceived by the observer and the observation

by the observer using L2.

Complexity of an AOC may has direct implication on whether a problem is solvable or not. Standish [100] has

pointed out that the complexity of a complex system is context dependent. It can be measured by the entropy of

the system that is characterized by the length of the description of the system, the size of the alphabet needed to

encode the description and the size of all equivalent descriptions. This principle has been applied to measure the

complexity of the artificial life system Tierra [101]. Nehaniv has also defined a hierarchical complexity measure for

a biological system [102]. A maximal complexity measure is defined as the least number of active computing levels

required in order to build a finite transformation semigroup hierarchically from simple components. It increases as

the computing power increase but in a bounded manner.

Evolvability of an AOC-based system refers to its ability to evolve an optimal solution [103]. Zhang and Shi-

mohara [104] have defined an index (entropy measure) in the experiments with Tierra to measure the evolutionary
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action over time. This index is a weighted entropy of size distribution of Tierran organism. The weight func-

tion is set to be the ratio of Tierran size in adjacent time steps. The experimental results show that during the

period of strong evolutionary action, the entropy increases. The entropy would then drop to a low level and stay

there when evolutionary action dampens. Nehaniv has proposed measuring evolvability as the rate of complexity

(defined above) increase [105]. By considering complexity in longer terms, it was shown that the proposed evolv-

ability measure is bounded between one and one plus the complexity of the ancestor of the individual in question,

depending on the type of steps that have occurred during the evolution from the said ancestor to the said individual.

H. Simulation Environments

Performing experiments with AOC requires either writing tailor-made programs or using a simulation environ-

ment. This section reviews two publicly available and widely used environments.

StarLogo1 [97] is a simulation environment for explorations of collective behavior. It is a parallel implement

of the Logo programming language. StarLogo was first developed on a Mac platform but a Java-based version

has been released. It is designed to run on a single machine. A StarLogo world consists mainly of two classes of

objects: the environment and the creatures. The environment is a grid of patches that are dynamic and can perform

functions like diffusing pheromone. The patches can be inhibited by many autonomous creatures called turtles, or

other species named by the programmer. Each turtle as well as patch can be programmed with certain behavior.

The status of any patch and turtle can be queried and the objects related to patches can be altered by any turtle.

Status update of all object in StarLogo is synchronous. The latest version of StarLogo comes with a visualizer

where users can design the world of the simulation and interact with the system using buttons and slidebars. Many

simulations have been implemented such as termites, slime molds, traffic jam, among others. It is a good starting

point to experiment with AOC. However, computational systems have not yet been reported.

SWARM2 [106], [107] is a larger scale simulation environment where users can perform simulations of complex

systems. The basic unit is a swarm, which is a collection of entities with a schedule of events over the entities. Many

swarms can be defined in the system and a swam may consists of other swarms. This is similar to the hierarchical

relationship between emergent autonomy and synthetic autonomy without the requirement of emergent behavior.

Everything in the SWARM, including the environment, are entities with specific behaviors. This provides high

degree of flexibility for engineers to experiment with different setups. There are three free libraries in SWARM

and they make the modeling process easier by hiding a lot of simulation-specific technicalities such as order of

action execution and visualization, allowing modelers to concentrate on the problem-specific issues change as

agent behavior and events of a particular simulation.

IV. RESEARCH ISSUES

Research in Autonomy Oriented Computation has been active in the past decade or so with many successful

applications. However, many areas need to be explored in order to exploit the benefits of AOC. This section

1website: http://www.media.mit.edu/starlogo
2website: http://www.swarm.org
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sketches some directions, both theoretical and practical, of future research.

A. Theoretical Issues

1) Concept, Methodology & Theory: New approaches to system dynamics and performance measurement are

particularly needed so that clearer guidelines can be developed to help practitioners gain better insights into AOC,

and AOC-by-self-discovery in particular. Measures of emergence, evolvability and self-organization, tractability

and scalability of AOC are useful for tracking the progress of AOC. Theory on the formation of roles and so-

cial structure in a community of AOC-based systems would expand the capability of a homogeneous AOC-based

systems to heterogeneous ones.

2) Algorithm Comparison: Strengths and weaknesses of AOC need to be formally assessed by comparing with

other multi-agent paradigms to establish a clear insight into the benefits of AOC. Benchmark problems should also

be identified for this purpose.

B. Practical Issues

There are a few decisions need to be made when implementing autonomy oriented computation. They include:

hardware and software environment, update schedule, management services and visualization. This section dis-

cusses the relevancy of these issues to the three approaches of AOC.

1) Hardware and Software Environment: Autonomy oriented computation usually involves more than one ob-

ject in the system. These objects include the autonomous entities and the dynamic environment. Implementing the

computational system in a single processor machine requires the support of virtual parallelism. Modern operating

systems and programming languages support multi-threading. This allows slicing up CPU cycles and allocates them

to the individual processes that represent objects in the system. When multiple processors are available, individuals

can be allocated to different processor on the same machine or across the network of processors with the support

of some facilities such as Parallel Virtual Machine (PVM)3 [108] and Message Passing Interface (MPI)4 [109].

However, it requires a central control program to coordinate task allocation and result consolidation. This makes

the parallel implementation of, for example, a genetic algorithm possible without requiring an expensive parallel

machine.

With the popularity of network programming, mobile agents can be sent to run on any machine over the Internet,

provided permissions are granted by the host. Running simulated evolution in this way has been attempted [110]

and is a good starting for those pursuing this line of research.

2) Update Schedule: An individual entity changes its state at every step based on its current state and that of its

neighbors. In a synchronous update scenario, the current state of all individuals are frozen to allow all individuals

to obtain state information and change their state, if appropriate. The current state of the whole system is then

updated and the system clock ticks, marking the beginning of the next time step. In a parallel implementation,

3website: http://www.epm.ornl.gov/pvm/
4website: http://www.erc.msstate.edu/labs/hpcl/projects/mpi/
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synchronization might become an overhead too big to handle. Asynchronous update can therefore allow processes

on each processor to proceed as if it were a single processor machine. However, the choice of an update schedule

and the choice of a hardware platform are related. If a multi-process hardware environment is chosen, synchronous

update would slow the simulation down as all processes have to start and stop at the same time.

3) Management Services: With the large number of autonomous entities in the system, autonomy oriented com-

putation needs to keep track of the creation and deletion of objects. Moreover, a centralized messaging mechanism

is needed to facilitate message passing between objects. A central clock is also required to help the entities to

synchronize with state updates, no matter it is synchronous or asynchronous. Some centralized whiteboard may

also be needed if the entities were to share information in an implicit way and to contain a global view of the

system’s status. This whiteboard may also be used to simulate the dynamic environment in systems such as the Ant

system [17].

4) Visualization: Visualization is a good way for people running simulations to ‘see’ what is going on with the

experiment. Items of interest that are related to autonomy include actual movement, state, actions taken, fitness,

age, etc. On the other hand, some global information such as population size, best fitness, average fitness, etc,

alongside any progress measurements such as measure of emergence, evolvability, diversity and convergence, are

also of interest to modelers. Visual display of all such information is of tremendous help to modelers to obtain a

quick view of the system.

V. SUMMARY

We have outlined in this article a new computational paradigm called Autonomy Oriented Computation. The

usage of AOC is vast as judged from many examples described above. AOC has three general approaches with

different objectives. AOC-by-fabrication is similar to construction with a blueprint where a known phenomenon is

abstracted and replicated as a computational problem solving technique. AOC-by-prototyping presents a trial-and-

error approach to finding explanations to some observations via an autonomy oriented system. Human involvement

is certainly intensive to fine-tune system parameters. AOC-by-self-discovery, on the other hand, is an autonomous

problem solver that can tune its own settings to suit the problem at hand. It requires less human intervention than

AOC-by-prototyping but represents the highest degree of uncertainty as not until a solution is found, it is difficult

to tell when it will stop.

This article has also discussed issues related to the implementation of an AOC algorithm and has compared AOC

with some related work. There are still many issues to be addressed by the research community, some of which

have also been described. This article has just scratched the tip of an iceberg and hope to stimulate more interests

in this excitingly new field.
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Eds., pp. C7.1:1–15. Institute of Physics Publishing and Oxford University Press, 1997.

[52] J. J. Grefenstette, “Optimization of control parameters for genetic algorithms,” IEEE Transactions on Systems, Man and Cybernetics,

vol. 16, no. 1, pp. 122–128, 1986.

[53] Robet Hinterding, Zbigniew Michalewicz, and A. E. Eiben, “Adaptation in evolutionary computation: A survey,” in Proceedings of the
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