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Abstract—The healthcare system is undergoing a 

transformation from reactive care to proactive and 

preventive care.  Patients or health consumers are actively 

acquiring knowledge to manage their health and seeking 

supports from their peers in addition to receiving 

healthcare support from healthcare professionals.  74% of 

American adults use the internet, of which 80% have 

looked online for healthcare information [6].  With the 

popularity of social media, many health consumers are also 

exchanging informational and emotional support with 

peers who have similar health conditions or diseases.  The 

large volume of health consumer contributed content 

provides valuable resources for healthcare informatics 

research.  It is worth to note that the information in the 

health consumer contributed content is timelier than the 

traditional resources such as electronic health records, 

centralized reporting systems, and pharmaceutical 

databases because health consumers often discuss their 

concerns with peers before any of them are reported in the 

traditional resources [22].  In this article, we review a few 

important healthcare informatics research issues that are 

centered on the patient contributed content and concerns.    

 

Index Terms — Social media analytics, healthcare 

informatics, consumer health vocabulary, social support, 

drug safety signal detection, topic detection, 

recommendation systems. 

I. INTRODUCTION 

EALTH and wellbeing plays an important role in our 

societies.  Improving the health and wellbeing of people is 

a main goal accomplished through both government and 

private healthcare organizations [21].  In the recent years, we 

have also observed the increasing effort of health consumers or 

patients in managing their own health proactively and 

preventively.  Health consumers are actively educating 

themselves about health and wellness in order to maintain a 

healthy body or prevent diseases.  Patients are going to Internet 

to acquire knowledge about their health conditions or 

treatments by identifying authoritative information from 

popular health web sites such as WebMD and PubMed.  When 

the resources are limited, health consumers and patients are 

also going to social media sites such as MedHelp and 

PatientsLikeMe to seek and offer supports with their peers who 

have similar health conditions or diseases [23].  Many patients 

are sharing experiences with their peers and offering advice and 
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opinions to support one another.  In this article, we are focusing 

on five specific issues: (a) consumer health expressions, (b) 

social support, (c) community topic detection and 

recommendation systems, (d) drug safety signal detection, and 

(e) symptom profiling and clustering.     

II. CONSUMER HEALTH EXPRESSIONS 

Despite the fact that patients and health consumers are actively 

seeking and exchanging healthcare information on the Internet, 

identifying the relevant and useful information is very 

challenging to most patients and health consumers. It is because 

health consumers and health professionals often use different 

vocabularies to express health related topics [10,29,30,31].  

While health professionals are trained to use professional 

language, which can be easily identified from the healthcare 

professional ontologies such as UMLS and MeSH, to describe 

the health issues, health consumers use a variation of 

vocabularies to express their health concerns depending on 

their cultural, educational, social, and economic backgrounds.  

The language gap creates a huge barrier between the 

communications of health consumers and health professionals 

as well as between the communications of health consumers 

with substantially different backgrounds.  For example, a 

patient experiencing nose bleeding may not be able to find 

relevant authoritative information when the scientific 

publications are using the professional term “epistaxis” to 

describe the symptom.  Similarly, some patients may express 

the symptom as nose bleeding while some others may express it 

as bloody nose.  The variation of expressions adopted by health 

consumers makes it difficult to communicate and search 

information online simply by keyword matching.    

Many researchers have devoted to develop Consumer Health 

Vocabularies (CHVs) to capture the expressions used by health 

consumers and map these vocabularies to healthcare 

professional ontologies.  Zeng et al. has developed the first 

generation of CHV [31].  However, a substantial amount of 

manual effort is required in their effort.  In addition, the 

consumer health expressions are evolving from time to time.  

As a result, CHV needs to be maintained continuously in order 

to capture new expressions that have not been included in 

CHVs yet.   

In the recent years, more efforts have been made to utilize the 

health consumer contributed content in social media to identify 

the new consumer health expression semi-automatically or 

automatically.  Jiang and Yang have utilized co-occurrence 

analysis to extract consumer health expressions by expanding 

to the original CHV [7,8,9].  Co-occurrence analysis is used 

because two or more words that tend to occur in similar 

linguistic context tend to resemble each other in meaning.  In 

the co-occurrence analysis, we find that most health consumer 
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expressions are bi-grams.  By using the expanded consumer 

health expressions, we can extract up to ten times more relevant 

online discussion threads on a particular health issue such as the 

adverse drug reaction heart disease.  By mapping the expanded 

consumer health expressions to UMLS, health consumers can 

identify authoritative information more effectively or health 

professionals or researchers can extract the patient concerns 

from health consumer contributed content in a timely manner.  

The extracted content through using expanded consumer health 

expressions are also useful for many knowledge discovery 

applications such as drug safety signal detection, symptom 

analysis, topic detection and recommendation systems, which 

will be discussed in the later sections.   

III. SOCIAL SUPPORT 

Social support has been proven to be important in healthcare 

intervention.  Social media provides a platform for health 

consumers to make connection with others without time and 

geographical constraints.  Hence the limitations of the 

traditional social support groups that meet regularly at 

dedicated locations can be removed to support a broader 

community.  In our previous study, it is found that a substantial 

amount of informational support and nurturant support are 

found in healthcare social media such as MedHelp and QuitNet 

[1,2,3,4].   

Informational support offered by health consumers provides 

information related to treatment or coping with diseases.  The 

information includes advice to cope with situations, referrals to 

other resources, facts that reassessing situations, opinions on 

issues but not necessarily based on facts, and personal 

experiences.  In a previous study, we found that most 

informational supports are found in online discussion forum 

setting [1].   Among all different types of informational support, 

personal experiences are the most popular, followed by advice 

and opinions [1].  Referrals and facts are relatively less popular.  

Nurturant supports are expressions that show signs of 

listening, expressing sympathy or the importance of 

relationship.  There are three major types nurturant supports, 

including (a) esteem support that gives positive comments to 

validate the recipient’s self-concept and alleviate feelings, (b) 

emotional support that gives expressions to support the 

recipient’s feeling or reciprocates emotion, and (c) networking 

support that focuses on connecting recipients to others with 

similar situation to broaden social networks.  More nurturant 

supports are found in private settings such as the journal section 

of the personal profile pages, where health consumers often 

discuss their own health status [2]. Among all types of nurturant 

support, emotional support is the most popular followed by 

networking support and esteem support [2].  

The interaction patterns in informational support and 

nurturant support are different [33,35].  Health consumers with 

health status in the later stages tend to offer informational 

support to other health consumers with health status in the 

earlier stage.  For example, in the QuitNet forum, health 

consumers who have quitted smoking for a longer time tend to 

offer informational support to health consumers who have just 

started to quit or have quitted for a relatively shorter time.  

However, health consumers tend to offer nurturant support to 

other health consumers who have similar health status.   

IV. COMMUNITY TOPIC DETECTION AND 

RECOMMENDATION SYSTEMS 

The discussions in healthcare social media sites are valuable 

resources to discover the timely patient concerns.  We have 

applied dynamic stochastic blockmodeling and temporal 

Dirichlet process to detect hidden communities [12].  Such 

detection model is able to detect the evolving communities 

since the discussion groups may expand, shrink, split, or merge 

as the discussions are going on.  By monitoring the emerging 

topics and evolving communities, it is helpful to capture the 

issues raised in social media [15]; and hence, makes helpful 

recommendations [13], provides timely support to health 

consumers and identifies new research problems.  

ACTONNECT is a web-based search engine that aims to 

enable patients, clinicians, researchers, and others to conduct 

searches of health information gleaned from dozens of patient 

forums and social media sites and share their results graphically 

[18].  It has received the first place conceptual model in the 

PCORI Patient-Research Matching Challenge in 2013 

Although there is a large number of users in healthcare social 

media sites, the online social networks are usually sparse.  Each 

user may only interact with a limited number of peers while 

missing many other peers who have common interests or 

healthcare concerns. As a result, health consumers are often not 

connected to those peers who may offer them the best 

information or the nurturant support they need.  Through 

understanding the user intent and the social support types the 

health consumers are involved (as discussed in the previous 

section), we are able to match health consumers with one 

another to enrich their interactions in healthcare social media 

sites.  In light of this, we investigate an automatic process of 

classifying user intent and social support types with the human 

annotated content as the training data set [33,34].  In the 

classifier, we adopt content analysis and health status as 

features.  The result is promising and it shows that the 

classification performance can be improved when health status 

are adopted. 

By analyzing the interaction patterns, we have also proposed 

the UserRank algorithm to rank the user influence in healthcare 

social media sites [14].  The health consumers who are most 

active in social media are not necessarily the most influential 

[20].  Instead, the influence is a measure of how much impact a 

health consumer has made to the community.  By identifying 

the influential users as well as the explicit and implicit 

relationships [19], we can utilize the healthcare social network 

to disseminate the timely and important information to the 

target users.   

V. DRUG SAFETY SIGNAL DETECTION 

Drug safety signal detection is important in postmarketing 

drug safety surveillance because many potential adverse drug 

reactions cannot be identified in premarketing review process.  

5% of hospital admissions are attributed to adverse drug 

reactions and many deaths are reported every year.  Current 

drug safety detection techniques relies heavily on resources 

such as centralized reporting systems, electronic health records, 

and pharmaceutical databases.  However, there is a high 

under-reporting ratio in the centralized reporting system such 

as FDA Adverse Event Report System (FAERS) due to the 
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nature of passiveness.  Many adverse drug experiences reported 

by the health consumers are not necessarily recorded in 

electronic health records by the health professionals unless 

sophisticated evaluations are made.  In the recent years, there is 

an increasing effort of detecting the drug safety signals using 

social media as the resources.  

Yang et al. have adopted the expanded health consumer 

expressions (as discussed in Section II) to discover the 

discussions on adverse drug reactions on social media sites 

[24].  By extending the previous effort, Yang et al. have 

developed association mining [25] and heterogeneous network 

mining techniques [27] to detect the adverse drug reactions of 

particular drugs [17] and to detect the drug-drug interactions of 

any given two drugs [28].  Not only social media data is 

promising in detecting drug safety signals, they have also 

conducted temporal analysis and found that the techniques can 

detect the adverse drug reactions earlier than FDA alters by 

several years [26].  It can be explained by the fact that health 

consumers are actively discussing the adverse drug experiences 

on social media sites before any traditional resources have 

records of such adverse drug reactions.  The heterogeneous 

network mining techniques also indicate the meaningful paths 

that involve users, drugs, adverse drug reactions and diseases, 

which are helpful to present the relationships of drug-drug 

interactions.  For example, some drug-drug interactions cannot 

be observed by their direct relationships but the interactions can 

be detected when two drugs are prescribed to patients who have 

multiple diseases.  The heterogeneous network mining is also 

potential for investigating drug repositioning or off-label use of 

drugs.   

VI. SYMPTOM PROFILING AND CLUSTERING 

There have been many clinical longitudinal studies trying to 

understand how symptoms are developing over time and how 

symptoms are correlated.  In particular, in cancer treatments, a 

symptom cluster is defined as three or more concurrent and 

related symptoms frequently found in patients.  Symptom 

clustering is drawing attention in the recent years.  It is because 

co-existing symptoms may share a common underlying 

etiology [5,10].  For example, biomarkers such as serum 

cortisol, melatonin, and serotonin are all related to a cluster of 

symptoms including fatigue, sleep, and depressive moods 

during chemotherapy. Examining co-existing symptoms is 

more efficient and effective than coping with symptoms one by 

one.   It is found that understanding the co-variation in 

symptoms is helpful in the discovery of physiological 

mechanisms that lead to the manifestation of disease and side 

effects of treatment.  Previous studies also suggest that 

intervention improves multiple symptoms concurrently.  As a 

result, there are both clinical and physiological interests in 

studying symptom clustering.   

Clinical studies usually require a lot of effort in recruiting 

subjects and the same group of subjects may not always be 

available for a longitudinal study due to the time and 

geographical constraints.  Social media data is an alternative 

source for symptom clustering.  Yang et al. have recently 

conducted a comparative study of symptom clustering on 

clinical and social media data for breast cancer [16].  In the 

study, it is found that there is a substantial agreement between 

the results derived from the social media data and from the 

clinical study data.  However, there are also some significant 

discrepancies.  In general, we find that there are a couple of 

clusters with a large number of symptoms and there are also 

clusters with only one single symptom when the clinical data is 

used.  It can be explained by the fact how the data is collected.  

In the clinical study, each subject was given a long list of 

symptoms and was asked to check the symptoms that each had 

experienced.  In such case, the subjects were able to examine 

the symptoms one by one and checked all those that they had 

experienced regardless if they had serious concerns on the 

checked symptoms.  On the other hand, the users in healthcare 

social media sites were voluntarily discussing the symptoms 

that they concerned. As a result, general symptoms were not 

discussed as frequent in social media.  Clusters of symptoms 

can be easily identified and the symptoms are more evenly 

distributed to the clusters when social media is used. The highly 

correlated symptoms are grouped into the same clusters.  In the 

future, we are also interested to investigate the symptom 

profiles of patients and how they are correlated.   

VII. CONCLUSION 

In this article, we have discussed five emerging issues of 

patient-centered healthcare informatics research by harnessing 

healthcare social media.  Health consumer expressions are 

essential to understand the concepts that health consumers are 

concerning.  It is a continuous effort in expanding the health 

consumer expressions as the vocabularies used in social media 

are evolving.  Social support, which helps to engage users 

interactions, plays an important role in healthcare social media 

sites.  The underlying social network are useful in 

understanding the interaction patterns and identifying the 

influential users; and hence valuable for disseminating timely 

and important healthcare information.  Not only the health 

consumer expressions are evolving, the hidden communities in 

healthcare social media sites are evolving.  By capturing the 

dynamic communities, we are able to understand the evolving 

issues raised by health consumers.  Recommendations can also 

be made effectively to the health consumers in order to enrich 

the user interactions.  Social media data is also useful in 

knowledge discovery applications such as drug safety signal 

detection and symptom profiling and clustering.  It can 

supplement the traditional resources such as centralized 

reporting system, electronic health records, and clinical and 

pharmaceutical databases.  There are also many opportunities 

of harnessing the social media platforms in patient-centered 

healthcare informatics research that have not been explored yet.  

By integrating healthcare sensor data and mobile applications 

with social media data, a large volume of healthcare data can be 

collected and more sophisticated analysis can be developed to 

understand the impact of medical treatments and medications 

on patients’ health conditions.  Patient-centered healthcare 

management system can also be developed to support health 

consumers in managing their own health and wellbeing.  Health 

consumers are becoming more proactive and preventive.  They 

want to be equipped with knowledge and personalized data 

analytics to make their own healthcare decisions.  As we 

continue in these efforts, a smart and connected health era may 

not be too far away.   
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Trends in Interactive Knowledge Discovery
for Personalized Medicine:

Cognitive Science meets Machine Learning
Andreas Holzinger, Member, IEEE

Abstract—A grand goal of future medicine is in modelling
the complexity of patients to tailor medical decisions, health
practices and therapies to the individual patient. This trend
towards personalized medicine produces unprecedented amounts
of data, and even though the fact that human experts are excellent
at pattern recognition in dimensions of ≤ 3, the problem is
that most biomedical data is in dimensions much higher than 3,
making manual analysis difficult and often impossible. Experts
in daily medical routine are decreasingly capable of dealing with
the complexity of such data. Moreover, they are not interested
the data, they need knowledge and insight in order to support
their work. Consequently, a big trend in computer science is
to provide efficient, useable and useful computational methods,
algorithms and tools to discover knowledge and to interactively
gain insight into high-dimensional data. A synergistic combi-
nation of methodologies of two areas may be of great help
here: Human–Computer Interaction (HCI) and Knowledge Dis-
covery/Data Mining (KDD), with the goal of supporting human
intelligence with machine learning. A trend in both disciplines
is the acquisition and adaptation of representations that support
efficient learning. Mapping higher dimensional data into lower
dimensions is a major task in HCI, and a concerted effort of
computational methods including recent advances from graph-
theory and algebraic topology may contribute to finding solutions.
Moreover, much biomedical data is sparse, noisy and time-
dependent, hence entropy is also amongst promising topics. This
paper provides a rough overview of the HCI-KDD approach and
focuses on three future trends: graph-based mining, topological
data mining and entropy-based data mining.

Index Terms—HCI-KDD, interactive knowledge discovery, ma-
chine learning, graph-based data mining, topological data mining,
entropy-based data mining

I. INTRODUCTION

EXPERTS in the life sciences have to deal with large
amounts of complex, high-dimensional, heterogenous,

noisy, and weakly structured data sets [1], [2], and large
amounts of unstructured information [3].

This ”Big Data” [4] in the medical domain is driven by the
trend towards precision P4-medicine (Predictive, Preventive,
Participatory, Personalized) [5], [6], and has resulted in an
explosion in the amount of generated data sets, in particu-
lar ”-omics” data, for example from genomics, proteomics,
metabolomics, epigenetics, transcriptomics, lipidomics, flux-
omics, phenomics, microbiomics, etc. [7], [8], [9]. The trend
is in moving from a reactive to a proactive medicine and P4-
medicine is closely related to systems approaches to disease

A. Holzinger is lead of the research unit HCI-KDD at the Institute for
Medical Informatics, Statistics and Documentation, Medical University Graz,
Austria, Web: hci-kdd.org e-mail: a.holzinger@hci-kdd.org

and content analytics tools [10], [11]. The well-known chal-
lenges with such data include the complexity of feature dimen-
sions (scaling and mapping problems), the heterogeneity of the
data (problems of data integration, data fusion), the change
over time, and most of all the classic medical data problem:
uncertainty of the data quality, false, incomplete data and the
danger of modelling artifacts. The often mentioned problem
of large amounts of data is rather an advantage with machine
learning approaches: Big data actually can provide benefits,
as in the biomedical domain, we look often at only a few
hundred training examples, so there is the danger of random
guessing. Having millions of training samples will raise the
precision. The issue of large data sets connects to this question:
”What constitutes predictable structures in the world?” as
something might be predictable but not comprehensible [12].
Machine learning researchers study algorithms being capable
of learning from data and because learning is an important
aspect of intelligent behavior, machine learning has become a
modern and central aspect of research in artificial intelligence.
The most obvious example of learning occur in humans, so
there is a natural bridge between research in machine learning
and cognitive science, which is strongly related to HCI.

The paradigmatic shift, from classical science, where you
first have the question and then collect the data, to data
sciences, where you first have the data and then ask questions
[13]. The main challenge in this new approach is to ask
relevant questions so to find relevant structural patterns and/or
temporal patterns (”knowledge”) in such data, because those
are often hidden and not directly accessible to the expert [14].

This paper is organized as follows: In section 2 some key
terms are briefly explained. In section 3 the basic idea of
the HCI-KDD approach is presented, along with the seven
research areas involved, however, in the following we con-
centrate briefly on only three of them: In section 4 on graph-
based data mining, in section 5 on topological data mining
and in section 6 on entropy-based data mining, concluding
by emphasizing that the combination of such approaches may
bring added values. In the limited space given, such vast topics
can only be touched, so the goal of this tutorial is to provide
a coarse overview, to motivate and stimulate further research
and to encourage to test crazy ideas.

II. GLOSSARY AND KEY TERMS

• Algebraic Topology: is concerned with computations of
homologies and homotopies in topological spaces [15].
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• Alpha Shapes: family of piecewise linear simple curves
in the Euclidean plane associated with the shape of a finite
set of points [16]; i.e. α-shapes are a generalization of
the convex hull of a point set: Let S be a finite set in R3

and α a real number 0 ≤ α ≤ ∞; the u-shape of S is a
polytope that is neither necessarily convex nor necessarily
connected. For α → ∞ the α-shape is identical to the
convex hull of S [17]; important e.g. in protein-related
interactions [18].

• Betti Number: can be used to distinguish topological
spaces based on the connectivity of n-dimensional sim-
plicial complexes: In dimension k, the rank of the k-th
homology group is denoted βk, useful in the presence
of noisy shapes, because Betti numbers can be used as
shape descriptor admitting dissimilarity distances stable
under continuous shape deformations [19].

• Graph mining: is the application of graph-based meth-
ods to structural data sets [20], a survey on graph mining
can be found here [21].

• Homomorphism: is a function that preserve the opera-
tors associated with the specified structure.

• Homotopy: Given two maps f, g : X → Y of topological
spaces, f and g are homotopic, f ' g, if there is a con-
tinuous map H : X× [0, 1]→ Y so that H(x, 0) = f(x)
and H(x, 1) = g(x) for all x ∈ X [22].

• Homology: (and cohomology) are algebraic objects as-
sociated to a manifold, which give one measure of
the number of holes of the object. Computation of the
homology groups of topological spaces is a central topic
in topology; if the simplicial complex is small, the
homology group computations can be done manually; to
solve such problems generally a classic algorithm exists
[23].

• Human–Computer Interaction: study, design and de-
velopment of the interaction between end users and
computers; this classic definition goes back to the work of
Alan Newell and Herbert Simon (refs), and HCI research
has in the last decades focused almost exclusively on
ergonomics of the user interface, while the HCI-KDD
approach concentrates almost exclusively on human–data
interaction.

• Information Entropy: is a measure of the uncertainty in
a random variable. This refers to the Shannon entropy,
which quantifies the expected value of the information
contained in a message.

• Manifold: is a fundamental mathematical object which
locally resembles a line, a plane, or space.

• Network: Synonym for a graph, which can be defined
as an ordered or unordered pair (N,E) of a set N of
nodes and a set E of edges [24]. Engineers often mention:
Data + Graph = Network, or call at least directed graphs
as networks; however, in theory, there is no difference
between a graph and a network.

• Pattern discovery: subsumes a plethora of machine
learning methods to detect complex patterns in data sets
[25]; applications thereof are, for instance, graph mining
[26] and string matching [27].

• Persistent Homology: Persistent homology is an alge-

braic tool for measuring topological features of shapes
and functions. It casts the multi-scale organization we
frequently observe in nature into a mathematical formal-
ism [28].

• Simplicial Complex: is made up of simplices, e.g. a
simplicial polytope has simplices as faces and a simplicial
complex is a collection of simplices pasted together
in any reasonable vertex-to-vertex and edge-to-edge ar-
rangement. A graph is a 1-dim simplicial complex.

• Small world networks: are generated based on certain
rules with high clustering coefficient [24], [29] but the
distances among the vertices are rather short in average,
hence they are somewhat similar to random networks
and they have been found in several classes of biological
networks, see [30].

• Topological Entropy: is a nonnegative real number that
is a measure of the complexity of a dynamical system
[31].

III. THE HCI-KDD APPROACH

The HCI-KDD approach [32] is a beneficial synergistic
combination of methodologies and approaches of two ar-
eas that offer ideal conditions towards unraveling some of
the ”big data” problems mentioned above: Human-Computer
Interaction (HCI) and Knowledge Discovery/Data Mining
(KDD), with the goal of supporting human intelligence with
computational intelligence - by bringing the human into the
loop. This approach appreciates both what humans can do
best and what computers can do best. A good example for
demonstrating the strengths of humans over sophisticated
computers is GO, which is a board game from China more
than 2,000 years old. It still remains a challenge for computers
[33], [34]. Humans are very good at pattern recognition in
the low-dimensional space, although humans do not see in
three spatial dimensions directly, but via sequences of planar
projections. Humans spend a lot of their life time to learn
how to infer three-dimensional spatial data from these paired
planar projections. Years of practice have tuned a remarkable
ability to extract global structures from representations in
lower dimension [35]. Kernels in machine learning have a
high relevance for understanding issues of generalization and
similarity in cognitive science. It is very interesting that
most similarity measures considered by psychologists were
examples of positive definite kernels, for which a rich body of
mathematical theory exists [36]. Consequently, kernel methods
can be seen as a unifying theoretical tool showing how
several competing and seemingly incommensurate theories in
cognitive science (exemplar models versus perceptron models)
can be put together [37]. Arguably, the problem of learning
represents a gateway to understanding intelligence in both
brains and machines, to discovering how the human brain
works and to develop intelligent algorithms, which learn from
data and improve their competencies - the same as children
do [38].

On the other hand, computers can be very beneficial in
dealing with high-dimensional data, where we can make use of
the benefits of computational topology [39], e.g. by replacing
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Fig. 1. This image, created originally by A. Holzinger as logo for his
group hci-kdd.org, shall emphasize the importance of the manipulating data
in the high-dimensional computational space in Rn and highlights the reality
that current devices only allow data visualization in R2. Consequently, a
major challenge for Human–Computer Interaction is to map data from high-
dimensional spaces into lower-dimensional spaces.

a set of point cloud data with a simplicial complex, which
converts the data into global topological objects. To combine
the most desirable of these formidable talents might highly
benefit the knowledge discovery process [32], [40] however,
the most critical and most difficult part is in interaction and
visualization (see Figure 1).

The original idea of the HCI-KDD [41] approach (Fig-
ure 2) is in combining aspects of the best of two worlds:
Human–Computer Interaction (HCI), with emphasis on per-
ception, cognition, interaction, reasoning, decision making,
human learning and human intelligence, and Knowledge Dis-
covery/Data Mining (KDD), dealing with data processing,
computational statistics, artificial intelligence and particularly
with integrative machine learning [42]. The most important
aspect is the human-in-the-loop approach. Meanwhile it is ac-
knowledged that in many domains computational approaches
can not be completely automated - especially in the biomedical
domain. The domain knowledge of the expert is of extreme
importance and the grand goal is to enable them to interac-
tively manipulate their data, so that they can interactively ask
questions to their data sets. An early example for such an
approach was given in the medical radiology domain: The
clinically useful information in an image typically consists of
gray level variations in highly localized regions of the x-ray
image and to extract such regions automatically by standard
image processing techniques is a hard problem. To bring
the physician-in-the-loop means that the expert delineates the
pathology bearing regions and a set of anatomical landmarks
in the image. To the so marked regions, low-level computer
vision tools and image processing algorithms can be applied
to extract attributes related to the variations in gray scale [43].
A more recent emphasise of interaction of that kind can be
found in [44] and [45].

Whilst interactive knowledge discovery encompasses the
horizontal process ranging from physical aspects of data (left
in Figure 2) to the human aspects of information processing
(right in Figure 2), data mining can be seen vertically and deals
specifically with methods, algorithms and tools for finding
patterns in the data. In the HCI-KDD approach, seven (the new

Fig. 2. The big picture of the HCI-KDD approach: KDD encompasses the
whole horizontal process chain from data to information and knowledge;
actually from physical aspects of raw data, to human aspects including
attention, memory, vision, interaction etc. as core topics in HCI, whilst DM as
a vertical subject focuses on the development of methods, algorithms and tools
for data mining (Image taken from the hci-kdd.org website, as of December,
19, 2014)

magical number 7) essential research areas can be determined
as outlined in Figure 2, including: Area 1: Data integration,
data fusion and data mapping; Area 2: mining algorithms and
Area 6: data visualization [46], [47], [48]. The remainder
of this paper focuses on three hot topics, Area 3: Graph-
based Data Mining (GDM) [49], [50], [51], [52]. Area 4:
Entropy-based Data Mining (EDM) [53], [54], and Area 5:
Topological Data Mining (TDM) [55].

In the biomedical domain as in some other domains issues
of Area 7: privacy, data protection, safety and security are
mandatory [56].

IV. GRAPH-BASED DATA MINING

Graphs have been used in the life sciences for quite a
time and there is a new trend to combine graph theory,
machine learning, and statistical data analysis to arrive at a
new field, network analysis, to explore complex biomedical
graph data. Large-scale generation of genomics, proteomics,
metabolomic etc. and signaling data allows the construction
of networks that provide a new framework for understanding
the molecular basis of physiological and pathological states.
Networks and network-based methods have been used in
biology to characterize genomic and genetic mechanisms as
well as protein signaling; diseases are researched as abnormal
perturbations of critical cellular networks. Onset, progression,
and intervention in complex diseases including cancer and
diabetes can be analyzed today using network approaches.
Once the system is represented by a graph = network, methods
of graph theory can be applied to find novel insights, important
system properties, in structure, time and function. Various
statistical and machine learning methods have been developed
for this purpose and have already been applied to networks
[57], [58]. Graph theory provides powerful tools to map data
structures and to find novel connections between single data
objects [24], [59]. A mapping of already existing and in
medical practice approved knowledge spaces as a conceptual
graph (as e.g. demonstrated in [50] and a subsequent visual and
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graph-theoretical analysis can bring novel insights on hidden
patterns in the data, which exactly is the goal of knowledge
discovery. Another benefit of a graph-based data structure is
in the applicability of methods from network topology and
network analysis and data mining, for example the small-world
phenomenon [60], [61], and cluster analysis [62], [63].

The first question is ”How to get a graph?”, or simpler ”How
to get point sets?”, because point cloud data sets (PCD) can
be used as primitives for such approaches. The answer to this
question is not trivial [64], apart from “naturally available”
point clouds, e.g. from laser scanners [65], protein structures
[66], or text mapped into a set of points (vectors) in Rn

[67]. Looking at the last example, graphs are intuitively more
informative as example words/phrase representations [68], and
graphs are the best studied data structures in computer science,
with a strong relation to logical languages [69]. The beginning
of graph-based data mining approaches was two decades ago,
some pioneering work include [70]–[72]. According to [69]
there are five theoretical bases of graph-based data mining
approaches such as (1) subgraph categories, (2) subgraph
isomorphism, (3) graph invariants, (4) mining measures and
(5) solution methods. Furthermore, there are five groups of
different graph-theoretical approaches for data mining such
as (1) greedy search based approach, (2) inductive logic
programming based approach, (3) inductive database based
approach, (4) mathematical graph theory based approach and
(5) kernel function based approach [73]. However, the main
disadvantage of graph-theoretical text mining is the compu-
tational complexity of the graph representation, consequently
the goal of future research in the field of graph-theoretical
approaches for text mining is to develop efficient graph mining
algorithms which implement effective search strategies and
data structures [68].

In [74] a graph-theoretical approach for text mining is
used to extract relation information between terms in ”free-
text” electronic health care records that are semantically or
syntactically related. Another field of application is the text
analysis of web and social media for detecting influenza-like
illnesses [75].

Moreover there can be content-rich relationship networks
among biological concepts, genes, proteins and drugs devel-
oped with topological text data mining like shown in [76].
According to [77] network medicine describes the clinical ap-
plication field of topological text mining due to addressing the
complexity of human diseases with molecular and phenotypic
network maps.

A recent example is PEGASUS, an open source graph min-
ing library, which performs typical graph mining tasks such as
computing the diameter of a graph,the radius of each node and
finding connected components. PEGASUS is implemented on
the HADOOP platform, the open source version of MAPRE-
DUCE. Many graph mining operations (Page Rank, spectral
clustering, diameter estimation, connected components etc.)
are a repeated matrix-vector multiplication; in PEGASUS the
authors use a primitive, called generalized iterated matrix-
vector multiplication, which is optimized and achieved good
performances tested with a Web graph with 6,7 billion edges
[78].

V. TOPOLOGICAL DATA MINING

Closely related to graph-based methods are topological data
mining methods; for both we need point cloud data sets - or
at least distances - as input. A set of such primitives forms
a space, and if we have finite sets equipped with proximity
or similarity measure functions simq : S

q+1 → [0, 1], which
measure how “close” or “similar” (q+1)-tuples of elements of
S are, we speak about a topological space. A value of 0 means
totally different objects, while 1 corresponds to equivalent
items. Interesting are manifolds, which can be seen as a topo-
logical space, which is locally homeomorphic (that means it
has a continuous function with an inverse function) to a real n-
dimensional space. In other words: X is a d-manifold if every
point of X has a neighborhood homeomorphic to Bd; with
boundary if every point has a neighborhood homeomorphic to
B or Bd

+ [79].
A topological space may be viewed as an abstraction

of a metric space, and similarly, manifolds generalize the
connectivity of d-dimensional Euclidean spaces Bd by being
locally similar, but globally different. A d-dimensional chart at
p ∈ X is a homeomorphism φ : U → Rd onto an open subset
of Rd, where U is a neighborhood of p and open is defined
using the metric. A d-dimensional manifold (d-manifold) is a
topological space X with a d-dimensional chart at every point
x ∈ X [80].

For us also interesting are simplicial complexes (”simpli-
cials”) which are spaces described in a very particular way,
the basis is in Homology. The reason is that it is not possible
to represent surfaces precisely in a computer system due
to limited computational storage; thus, surfaces are sampled
and represented with triangulations. Such a triangulation is
called a simplicial complex, and is a combinatorial space
that can represent a space. With such simplicial complexes,
the topology of a space from its geometry can be separated.
Zomorodian [80] compares it with the separation of syntax
and semantics in logic.

Topological techniques originated in pure mathematics, but
have been adapted to the study and analysis of data during the
past two decades. The two most popular topological techniques
in the study of data are homology and persistence. The
connectivity of a space is determined by its cycles of different
dimensions. These cycles are organized into groups, called
homology groups. Given a reasonably explicit description of a
space, the homology groups can be computed with linear alge-
bra. Homology groups have a relatively strong discriminative
power and a clear meaning, while having low computational
cost. In the study of persistent homology the invariants are in
the form of persistence diagrams or barcodes [81].

In data mining it is important to extract significant features,
and exactly for this, topological methods are useful, since they
provide robust and general feature definitions with emphasis
on global information, for example Alpha Shapes [17].

A recent example for topological data mining is given
by [82]: Topological text mining, which builds on the well-
known vector space model, which is a standard approach in
text mining [83]: a collection of text documents (corpus) is
mapped into points (=vectors) in Rn. Moreover, each word
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can be mapped into so-called term vectors, resulting in a very
high dimensional vector space. If there are n words extracted
from all the documents then each document is mapped to a
point (term vector) in Rn with coordinates corresponding to
the weights. This way the whole corpus can be transformed
into a point cloud data set. Instead of the Euclidean metric
the use of a similarity (proximity) measure is sometimes
more convenient; the cosine similarity measure is a typical
example: the cosine of the angle between two vectors (points
in the cloud) reflects how “similar” the underlying weighted
combinations of keywords are. Amongst the many different
text mining methods (for a recent overview refer to [84]);
topological approaches are promising, but need a lot of further
research.

Due to finding meaningful topological patterns greater in-
formation depth can be achieved from the same data in-
put [85]. However, with increasing complexity of the data to
process also the need to find a scalable shape characteristic is
greater [86]. Therefore methods of the mathematical field of
topology are used for complex data areas like the biomedical
field [86], [81]. Topology as the mathematical study of shapes
and spaces that are not rigid [86], pose a lot of possibilities
for the application in knowledge discovery and data mining, as
topology is the study of connectivity information and it deals
with qualitative geometric properties [87].

One of the main tasks of applied topology is to find and
analyse higher dimensional topological structures in lower
dimensional spaces (e.g. point cloud from vector space model
as discussed in [85]). A common way to describe topolog-
ical spaces is to first create simplicial complexes, because
a simplicial complex structure on a topological space is an
expression of the space as a union of simplices such as
points, intervals, triangles, and higher dimensional analogues.
Simplicial complexes provide an easy combinatorial way to
define certain topological spaces [87]. A simplical complex
K is defined as a finite collection of simplices such that
σ ∈ K and τ , which is a face of σ, implies τ ∈ K, and
σ, σ′ ∈ K implies σ ∩ σ′ can either be a face of both σ and
σ′ or empty [88]. One way to create a simplical complex is to
examine all subsets of points, and if any subsets of points are
close enough, a p-simplex (e.g. line) is added to the complex
with those points as vertices. For instance, a Vietoris-Rips
complex of diameter ε is defined as V R(ε) = σ|diam(σ) ≤ ε,
where diam(ε) is defined as the largest distance between two
points in σ [88]. Figure 2 shows the Vietoris-Rips complex
with varying ε for four points with coordinates (0,0), (0,1),
(2,1), (2,0). A common way a analyse the topological structure
is to use persistent homology, which identifies cluster, holes
and voids therein. It is assumed that more robust topological
structures are the one which persist with increasing ε. For
detailed information about persistent homology, it is referred
to [88].

VI. ENTROPY-BASED DATA MINING

In the real medical world, we are confronted not only
with complex and high-dimensional data sets, but usually
with sparse, noisy, incomplete and uncertain data, where the

VR (1) VR (2) VR (√5)

Fig. 3. Vietoris-Rips complex of four points with varying ε [88].

application of traditional methods of knowledge discovery and
data mining always entail the danger of modeling artifacts.
Originally, information entropy was introduced by Shannon
(1949), as a measure of uncertainty in the data. To date, there
have emerged many different types of entropy methods with a
large number of different purposes and applications. Here we
mention only two:
Graph Entropy was described by [89] to measure structural
information content of graphs, and a different definition, more
focused on problems in information and coding theory, was
introduced by Körner in [90]. Graph entropy is often used for
the characterization of the structure of graph-based systems,
e.g. in mathematical biochemistry, but also for any complex
network [91]. In these applications the entropy of a graph is
interpreted as its structural information content and serves as a
complexity measure, and such a measure is associated with an
equivalence relation defined on a finite graph; by application of
Shannons Eq. 2.4 in [92] with the probability distribution we
get a numerical value that serves as an index of the structural
feature captured by the equivalence relation [92].

Topological Entropy (TopEn), was introduced by [93] with
the purpose to introduce the notion of entropy as an invariant
for continuous mappings: Let (X,T ) be a topological dynami-
cal system, i.e., let X be a nonempty compact Hausdorff space
and T : X → X a continuous map; the TopEn is a nonnegative
number which measures the complexity of the system [94].

Hornero et al. [95] performed a complexity analysis of
intracranial pressure dynamics during periods of severe in-
tracranial hypertension. For that purpose they analyzed eleven
episodes of intracranial hypertension from seven patients. They
measured the changes in the intracranial pressure complexity
by applying ApEn, as patients progressed from a state of
normal intracranial pressure to intracranial hypertension, and
found that a decreased complexity of intracranial pressure
coincides with periods of intracranial hypertension in brain
injury. Their approach is of particular interest to us, because
they proposed classification based on ApEn tendencies instead
of absolute values.

Pincus et al. took in [96] heart rate recordings of 45
healthy infants with recordings of an infant one week after an
aborted sudden infant death syndrom (SIDS) episode. They
then calculated the ApEn of these recordings and found a
significant smaller value for the aborted SIDS infant compared
to the healthy ones.

Holzinger et al. (2012) [97] experimented with point cloud
data sets in the two dimensional space: They developed a mod-
el of handwriting, and evaluated the performance of entropy
based slant and skew correction, and compared the results to
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other methods. This work is the basis for further entropy-based
approaches, which are very relevant for advanced entropy-
based data mining approaches.

VII. CONCLUSION, OPEN QUESTIONS AND FUTURE
OUTLOOK

Advances in knowledge discovery in complex, high-
dimensional data sets need a concerted effort of various
topics, ranging from data preprocessing, data fusion, data
integration and data mapping to interactive visualization within
a low-dimensional space. For this reason, graph-based and
topological methods are very useful, since they provide robust
and general feature definitions and may support a ”global
information view”. A promising area of future research is in
graph-theoretical approaches for text mining, in particular to
develop efficient graph mining algorithms which implement
robust and efficient search strategies and data structures [68].
Such approaches can be combined with techniques from ma-
chine learning, e.g. multi-agents and evolutionary algorithms
[98], [99], [49]. However, there remain many open questions,
for example about the graph characteristics and the isomor-
phism complexity [69]. Not only such specific questions are
challenging, there are some grand challenges directly involved,
e.g. there is much work available on feature selection

As [37] pointed out, there is a large literature on feature
selection in machine learning, especially in conjunction with
kernel methods, but there are many more methods that could
potentially be useful for identifying features, or corresponding
similarity measures and in many situations in the real-world
a human category learner has to learn the right features (or
the right similarity measure), at the same time as he or she
learns the categories [100] and machine learning methods can
provide hypotheses on how a human learner might achieve
this.

It is interesting that much work in cognitive science and
machine learning has focused on either supervised or unsuper-
vised learning, i.e. scenarios where either the category labels
for all of the stimuli or for none of the stimuli are provided.
However, in the real world semi-supervised learning can be
beneficial [101].

A definitive challenge when mining high-dimensional data
is in measuring distances, e.g. for clustering, outlier detection,
similarity measures etc.) as interesting patterns might occur in
different subspaces.

A further promising research route is to combine such meth-
ods with entropy-based approaches, which have extensively
been applied for analyzing sparse and noisy time series data,
but so far have not yet been applied to weakly structured data
in combination with techniques from computational topology.
Consequently, the inclusion of entropy measures for discovery
of knowledge in high-dimensional biomedical data is a big
future issue, opening a lot of challenging research routes [53].

The grand vision for the future is to effectively support
human learning with machine learning. The human brain is
an extremely complex organ and can perform many tasks
efficiently and effective by (human) learning, particularly
when humans are faced with problems that they were faced

throughout human evolution (recognizing the Grizzly bear
behind you), so we have to keep in mind that our brain can
be seen as a statistical decison-making organ, however, only
those tasks, which were most important during evolution, are
handled most optimal.

The HCI-KDD network of excellence is proactively sup-
porting this vision in bringing together experts with diverse
background, but sharing a common goal. A recent output of
the network can be found here [102] (for more information
please refer to www.hci-kdd.org).
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Classification Rules in Methods of Clustering
Sadaaki Miyamoto, Member, IEEE,

Abstract—While classification rules are essential in supervised
classification methods, they are not noticed well in methods of
clustering. Nevertheless, some clustering techniques have clear
rules of classification, while they are not obvious in other
methods. This paper discusses classification rules or classification
functions in the former class including K-means, fuzzy c-means,
and the mixture of distributions, and shows theoretical properties
that exhibit the nature of a method in this class. In contrast,
linkage methods of agglomerative hierarchical clustering do not
appear to have classification rules. We show, however, the single
linkage method has the rule of nearest neighbor classification,
while other linkage methods not. An advanced method using
positive-definite kernels is also discussed.

Index Terms—Agglomerative hierarchical clustering, K-
means, fuzzy K-means, mixture of distributions, classification
rules, inductive property.

I. INTRODUCTION

DATA clustering, or simply clustering, is becoming one
of major tools for analyzing large scale data in this

world of the ‘big data’. Many years ago, clustering techniques
have supplementary roles to supervised classification. Due to
the increase of necessities to survey and examine huge and
unorganized data collections, we are confronting with more
unsupervised cases, and thus unsupervised classification is
being noted to be important.

Although there are various methods of unsupervised classi-
fication, we discuss solely clustering which has a long history
in this class of methods. At least its age is more than 60 years,
and on the other hand new methods are developed and various
applications are actively studied.

Most papers on methods of clustering have a simple struc-
ture:

1) Propose a new algorithm.
2) Apply it to a number of examples and compare results

with those by typical existing methods.
3) Show that the proposed method is superior to the com-

pared old methods.
Many studies have been like this, but a fundamental question
is: is this way of discussion really useful?

Such discussions may expand methods of clustering, but do
not serve deeper understanding of methods of clustering, for
which theoretical studies are needed.

Theoretical considerations are minor in foregoing literature
but important studies have been done: a typical example is
K-means++ [2] where the efficiency of the K-means [9] is
improved and theoretical properties on the efficiency of the
algorithm is discussed.

S. Miyamoto is with the Department of Risk Engineering,
University of Tsukuba, Ibaraki 305-8573 Japan email: (see
http://www.risk.tsukuba.ac.jp/miyamoto/index.html).

In this paper we do not consider the efficiency of algorithms,
but we study theoretical properties of well-known classes of
methods.

What we focus upon is classification rules in some methods
of clustering. A classification rule obviously exists in a method
of supervised classification, whereas it is ambiguous or unclear
in clustering, since clustering implies generation of classes on
a set of given objects and nothing more, and thus to have a
classification rule does not seem to be a matter of interest.
Classification rules are, however, essential to understand the-
oretical properties of methods of clustering, which we will
show in this paper.

We consider two well-known classes of methods for this
purpose: first class is the K-means and related methods; sec-
ond class is the agglomerative hierarchical clustering including
different linkage methods.

Some methods in these classes have clearly defined clas-
sification rules, while others not. Note also that classification
rules may include fuzzy rules or probabilistic rules.

Most discussions in this paper is methodological and exam-
ples are simple and for the purpose of illustration.

The rest of this paper is organized as follows. Chapter 2
discusses the K-means and related methods. Not only fuzzy
K-means [3], [5] but also the model of mixture of distribu-
tions [10] are considered to be related methods to the K-
means. Chapter 3 studies agglomerative hierarchical clustering
where the single linkage and other linkage methods [6] are
contrasted. Chapter 4 finally concludes the paper.

To save space, we omit the proofs of the propositions;
they are not difficult and readers may refer to the literature,
e.g., [13].

II. K-MEANS AND RELATED METHODS

We begin with giving notations. X = {x1, x2, . . . , xN} is
the set of objects for clustering, in which xk (k = 1, 2, . . . , N )
is a point in Rp, xk = (xk,

1 , . . . , xp
k)

⊤ ∈ Rp. Rp is the p-
dimensional Euclidean space with the Euclidean norm ∥x∥ =√
x⊤x.
Clusters of X denoted by G1, . . . , GK are subsets of X that

form a partition of X:
K∪
i=1

Gi = X, Gi ∩Gj = ∅ (i ̸= j). (1)

However, this property holds only for hard clusters. When we
consider fuzzy clusters and probabilistic clusters, the above
property should be weakened.

A. The Basic K-Means

The name of K-means comes from the well-known paper
of MacQueen [9], but the basic algorithm of the K-means

IEEE Intelligent Informatics Bulletin December 2014 Vol.15 No.1



16 Feature Article: Classification Rules in Methods of Clustering

mentioned in the literature is simpler than the one described
in [9]. Actually the name of K-means indicates a class of
related algorithms instead of a single algorithm.

We first describe a prototypical procedure for K-means:
A Prototype Procedure for K-Means
1) Generate initial clusters randomly.
2) Determine a prototype vector for each cluster.
3) Allocate each object to the nearest prototype
4) If clusters are convergent, stop. Else go to Step 2).

The above procedure is not an algorithm in a strict sense, since
how prototypes are determined is not described.

The reason why we describe this prototype is that different
algorithms are expressed as variations of this prototypical
procedure; hence they are regarded as members of a family
related to K-means prototype. Note also that the number of
clusters K should be decided beforehand.

1) The hard K-means: The K-means, which is also called
hard K-means, uses centroids, in other words, centers of
gravity as the prototypes:

vi =
1

|Gi|
∑

xk∈Gi

xk (2)

where |Gi| is the number of elements in Gi.
Hence the algorithm KM of the K-means becomes as

follows:
KM1: Generate initial clusters G1, . . . , GK randomly.
KM2: Calculate cluster prototypes vi (1 = 1, . . . ,K) by

(2).
KM3: Allocate every object xk ∈ X to the cluster of the

nearest prototype:

xk → Gi ⇐⇒ i = arg min
1≤j≤K

∥xk − vi∥2 (3)

KM4: If clusters are convergent, stop. Else go to Step KM2.
Another way to determine cluster prototype is in Kohonen’s
SOM [8]: the VQ (vector quantization) algorithm can be used
for clustering, where a learning scheme

v
(t+1)
i = v

(t)
i + α(t)(xk − v

(t)
i ) (4)

is used for cluster prototypes. Note that t is the number
of iterations and α(t) is the learning parameter; xk in this
equation is the last element allocated to cluster Gi.

2) Fuzzy K-means: Fuzzy K-means [5], [3] is a variation
of the K-means, where cluster prototypes are fuzzy centroids
vi. Instead of the nearest allocation, fuzzy nearest allocation
using membership uki is used:

uki =

 K∑
j=1

(
∥xk − vi∥2

∥xk − vj∥2

) 1
m−1

−1

(5)

vi =

∑
k

(uki)
mxk∑

k

(uki)
m

(6)

where m > 1 is a fuzzifying parameter. It has been shown
that as m → 1, the solutions approach to those of the K-
means [13]. The algorithm of fuzzy K-means repeats (5)

and (6) until convergence, and hence fuzzy K-means can be
regarded as a variation of the K-means.

3) Mixture of Distributions: Usually the model of the
mixture of distributions is different from the K-means and
fuzzy K-means, but this model can be related to those in
a sense. Let us take the most typical case of the Gaussian
mixture.

Let us also suppose that covariances for clusters are known
and given by

σ2I =
1

2λ
I, (7)

where λ is a given positive parameter and I is the identity
matrix. This assumption appears a bit strange but is convenient
for our purpose.

Then the parameter estimation is only for the averages of
the Gaussian distribution. Let vi is the mean vector and let
uki = P (Gi|xk). Using the EM algorithm [10], we have

uki =
exp(−λ∥xk − vi∥2)

K∑
j=1

exp(−λ∥xk − vj∥2)

, (8)

vi =

∑
k

ukixk∑
k

uki

. (9)

The algorithm repeats (8) and (9) until convergence. Note that
these equations are similar to those for fuzzy K-means. Thus
the Gaussian mixture in this restricted form is regarded as a
variation of K-means.

4) Fuzzy K-means and Gaussian mixture: We can observe
relations between the Gaussian mixture and fuzzy K-means
in more detail. For this purpose we review the formulation
of fuzzy K-means, which is an alternate optimization of the
following objective function:

J(U, V ) =
K∑
i=1

N∑
k=1

(uki)
m∥xk − vi∥2, (m > 1), (10)

with simplified notations of membership matrix U = (uki)
and matrix V collecting the prototypes: V = (v1, . . . , vK). A
constraint is imposed upon U :

M = { U = (uki) :
c∑

j=1

ukj = 1, ∀j; ukj ≥ 0,∀k, j }. (11)

The alternate optimization means that, with a give random
initial value of U and/or V , we optimize J(U, V ) with respect
to U with the previously determined V , and then we optimize
J(U, V ) with respect to V with the previously determined U ,
until convergence. As a result the solutions (5) and (6) are
obtained and thus we repeat (5) and (6).

We introduce here another objective function:

JE(U, V ) =
K∑
i=1

N∑
k=1

{
uki∥xk − vi∥2 + λ−1uki log uki

}
,

(12)
where λ > 0. This function has been considered as a variation
of fuzzy K-means by a number of researchers [12], [13]. By
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the alternate optimization described above using JE(U, V )
instead of J(U, V ), and with the same constraint (11), we
have the solutions (8) and (9). Thus the restricted form of
the Gaussian mixture is equivalent to fuzzy K-means using
JE(U, V ), which is sometimes called entropy-based fuzzy K-
means.

General Gaussian mixture model has the covariance matrix
in addition to the mean vector. For this general case we
still have similar relations in which generalized entropy-based
fuzzy K-means express a generalization of the solutions
derived from the EM algorithm [7], of which we omit the
details for simplicity. See, e.g., [7] or [13].

B. Classification Rules in K-Means and Related Methods

We consider the method of hard K-means again and study
classification rule associated with it.

1) Voronoi regions as classification rule: Let us introduce
characteristic function ui(x) for cluster Gi: For each xk ∈ X ,

ui(xk) = 1, xk ∈ Gi, (13)
ui(xk) = 0, xk /∈ Gi. (14)

Thus ui : X → {0, 1}. For such a function defined on
a discrete set X , it is difficult to observe a mathematical
property. However, extending ui to the whole space Rp is
straightforward, as we will see below.

A key for this extension is the Voronoi region (see Fig. 1)
which is actually referred to in vector quantization [8]. Thus
the K-means is understood as the algorithm to generate
Voronoi regions with centers of the cluster prototypes.

Let us denote the Voronoi regions be Wi(V ) (i = 1, . . . ,K)
with centers V = (v1. . . . , vK):

Wi(V ) = {x ∈ Rp : ∥x−vi∥ ≤ ∥x−vj∥, ∀j, j ̸= i }. (15)

Assume that the K-means algorithm is repeated and the
converged cluster prototypes are V̄ . Also suppose that the
obtained clusters are G1, . . . , GK . We then have

Gi = Wi(V̄ ) ∩X, i = 1, . . . ,K. (16)

Thus the extended function ui : R
p → {0, 1} is:

ui(x) = 1, x ∈ Gi, (17)
ui(x) = 0, x /∈ Gi. (18)

They are respectively derived from (13) and (14) by replacing
object symbol xk with variable symbol x.

2) Mixture of distributions and fuzzy K-means: Let us
move to the discussion of the mixture of distributions. The
basic model of the mixture of distributions is as follows:

P (Gi|x) =
p(x|Gi)P (Gi)∑K

j=1 p(x|Gj)P (Gj)
(19)

where p(x|Gi) is the probability density with the condition of
class Gi; P (Gi) is the prior probability of class Gi. As the
result P (Gi|x), the posterior probability that x belongs to class
Gi, is calculated. This equation is common between supervised

3
v

4
v

5
v

1
v

2
v

5
v

Fig. 1. A simple example of Voronoi regions with six centers on a plane.

and unsupervised classifications. Thus P (Gi|x) is actually
the probabilistic allocation rule, whereby the probabilistic
membership of xk to Gi is obtained by substituting x = xk.

Let us turn to fuzzy K-means and consider what we have
in relation to the mixture of distributions. As in the case of
the K-means, let us replace object symbol xk by variable x
in (5). We then have uki → Ui(x):

Ui(x) =

 K∑
j=1

(
∥x− vi∥2

∥x− vj∥2

) 1
m−1

−1

. (20)

The entropy-based method has another fuzzy rule

UE
i (x) =

exp(−λ∥x− vi∥2)
K∑
j=1

exp(−λ∥x− vj∥2)

, (21)

by replacing xk in (8) by x. This equation can also be derived
as UE

i (x) = P (Gi|x) using the Gaussian mixture with fixed
variances (7) as above.

3) Theoretical properties: The Voronoi regions are rela-
tively clear but the properties of the probabilistic and/or fuzzy
allocation rules are not trivial, which we study in this section.

We first note that the probabilistic or fuzzy rules are closely
related to Voronoi regions.

When we use probabilistic or fuzzy clustering, we often
want to have hard reallocations of the objects. In such a case
reallocation rule using the maximum of fuzzy memberships is
natural:

ui(x) = 1 ⇐⇒ i = arg max
1≤j≤K

Ui(x), (22)

where ui(x) is the final hard allocation rule and Ui(x) is a
fuzzy or probabilistic allocation rule.

We then have the following propositions.
Proposition 1: The characteristic function ui(x) derived

from (22) defines the Voronoi region: Wi(V ), where V is
the collection of prototypes derived from (6) or (9). The same
property holds for UE

i (x).
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Proposition 2: Ui(x) given by (20) satisfies

max
x∈Rp

Ui(x) = Ui(vi) = 1, (23)

lim
∥x∥→∞

Ui(x) =
1

K
. (24)

On the other hand, UE
i (x) which has been derived from

the entropy-based fuzzy K-means does not have the above
properties in Proposition 2. Generally,

UE
i (vi) < 1 (25)

and moreover

sup
x∈Rp

UE
i (x) > UE

i (vi). (26)

The behavior of UE
i (x) as ∥x∥ → ∞ is more complicated

than that of Ui(x). We need a new definition for this purpose.
Definition 1: A set of points v1, . . . , vK is called to have a

general position when no three points of them are on a same
line.

When cluster centers v1, . . . , vK are in a general position,
no two boundaries of the Voronoi regions are parallel.

In addition, note that some Voronoi regions are bounded
in the sense that a sufficiently large sphere can include the
region, while others are unbounded.

We now have the next proposition.
Proposition 3: Assume that cluster prototypes v1, . . . , vK

are in a general position. Let V = (v1, . . . , vK). If the Voronoi
region Wi(V ) is bounded, then the corresponding fuzzy rule
satisfies

lim
∥x∥→∞

UE
i (x) = 0, (27)

whereas if the Voronoi region Wj(V ) is unbounded, then the
corresponding fuzzy rule satisfies

lim
∥x∥→∞

UE
j (x) = 1, (28)

provided that x moves inside the region Wj(V ).
4) Implications of fuzzy rules: We thus observe theoretical

properties of probabilistic or fuzzy rules. We see they give
Voronoi regions when clusters are made hard. This means that
fundamental property of allocating objects are same for hard
and fuzzy K-means. In other words, cluster boundaries are
piecewise linear. If we want to have clusters with nonlinear
boundaries which we call here nonlinear clusters for simplicity,
we should use other methods.

There are two methods to have nonlinear cluster boundaries:
one is to use additional variables [13] which we omit here to
save space. Another is to use positive-definite kernel functions
which we describe below.

C. Kernel-Based Clustering

The development of support vector machines [15], [14]
stimulated the use of positive definite kernels [14]. Application
of kernels to K-means clustering is described as follows.

1) High-dimensional mapping: Remember that X is a sub-
set of Rp. Assume H be another Euclidean space which may
be finite or infinite dimensional. The norm of H is denoted
by ∥ · ∥H and its inner product is ⟨·, ·⟩H . Let Φ: Rp → H
a function which is called a high-dimensional mapping. We
assume that Φ(x) itself is unknown but its inner product
⟨Φ(x),Φ(y)⟩H is represented by an explicit function:

K(x, y) = ⟨Φ(x),Φ(y)⟩H . (29)

A typical example is the Gaussian kernel:

K(x, y) = exp(−λ∥x− y∥2). (30)

Let us consider a variation of the objective function of fuzzy
K-means:

J(U,W ) =
K∑
j=1

N∑
k=1

(ukj)
m∥Φ(xk)− wi∥2H (31)

where m ≥ 1: when m > 1, the above function is for kernel-
based fuzzy K-means; when m = 1, it implies hard K-means.
Note that W = (w1, . . . , wK) is the collection of prototypes
in H .

The alternate optimization with respect to U and W cannot
be carried out, since

wi =

∑
k ukiΦ(xk)∑

k uki
(32)

cannot be calculated due to unknown Φ(xk).
The alternate optimization is hence replaced by the iterative

calculation of U and D(xk, wi) = ∥Φ(xk)− wi∥2H :

D(xk, wi) = ∥Φ(xk)− wi∥2H

= K(xk, xk)−
2∑K

k=1(uki)m

N∑
l=1

(uli)
mK(xl, xk)

+
1

(
∑K

k=1(uki)m)2

N∑
j=1

N∑
l=1

(ujiuli)
mK(xl, xj),

(33)

while the membership is given by the same equations as
before:

uki =

 K∑
j=1

(
D(xk, wi)

D(xk, wj)

) 1
m−1

−1

(m > 1) (34)

uki =

{
1 ⇐⇒ i = arg min

1≤j≤K
D(xk, wi)

0 otherwise
(m = 1)

(35)

Note that not only the function Φ(x) but also the space H
need not be explicitly given in this derivation.

2) Fuzzy classification rule: The fuzzy classification rule
of kernel-based clustering is derived from replacing xk by x
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in (33) and (34):

D(x,wi) = ∥Φ(x)− wi∥2H

= K(x, x)− 2∑K
k=1(uki)m

N∑
l1

(uli)
mK(x, xl)

+
1

(
∑K

k=1(uki)m)2

N∑
j=1

N∑
l1

(ujiuli)
mK(xl, xj),

(36)

Ui(x) =

 K∑
j=1

(
D(x,wi)

D(x,wj)

) 1
m−1

−1

(m > 1) (37)

The hard classification rules are omitted, since they are easy
to derive from (35).

3) Another algorithm of kernel-based clustering: In ad-
dition to the above method, there is another algorithm. Let
K = (K(xi, xj)) be N × N matrix derived from a given
kernel function. Note that K 1

2 is well-defined using the square
root of the positive eigenvalues, as all eigenvalues are non-
negative. Assume that ei (1 ≤ i ≤ N ) be ith elementary
vector: e1 = (1, 0, 0, . . .), e2 = (0, 1, 0, . . .), and so on.

Let yk = K 1
2 ek, and substitute yk into xk (xk ← yk).

Repeat the ordinary formula (5) and (6) until convergence. In
short, we use the ordinary algorithm to Y = (y1, . . . , yN ).
Then what we have is the same as the ones by (34):

Proposition 4: Let ûki be the solution by putting xk = yk =
K 1

2 ek in (5) and (6). Then we have ûki = uki, where uki is
the solution of (34).

The proof is omitted, but readers can easily check that the
solutions are the same.

4) Inductive and non-inductive clustering: Where is the
difference between the methods to derive ûki and uki in the
last proposition?

Note that Φ: Rp → H , whereas the map xk 7→ K 1
2 ek

is defined on X with the range RN . In this way, although
the solutions are the same, the domains of definition and the
ranges are different. This means that the former method has
the fuzzy rule of classification Ui(x) defined on Rp, while the
latter does not have a classification rule outside of X .

We have seen that a family of methods related to the K-
means has classification rules defined over the whole object
space. Thus when a new object occurs after clustering, each
method can classify it to a certain cluster.

The last algorithm, in contrast, does not have such a
classification rule. It simply generates clusters of X but a new
object cannot be classified.

The former method is called here inductive clustering, while
the latter is called non-inductive. This name is after Vapnik’s
concept of inductive inference and transductive inference in
semi-supervised learning [4]. Thus methods related to the K-
means are inductive, while the last algorithm is that of non-
inductive clustering.

We see another class of methods and consider whether they
are inductive or not.

III. AGGLOMERATIVE HIERARCHICAL CLUSTERING

Another class of methods popular in various application
fields is agglomerative hierarchical clustering which outputs
dendrograms [1], [6]. This class of methods is very old but
the number of users in applications are maybe as large as those
of the K-means.

We assume that a distance between points D(x, y) in this
section is defined in some way, and it need not be an Euclidean
distance or squared Euclidean distance.

The general procedure of agglomerative hierarchical cluster-
ing is in the following, where D(G,G′) is a distance between
clusters, which will be defined after the procedure. Note also
that the procedure has a given real parameter α.

1) Let initial clusters be individual objects Gi = {xi}, i =
1, . . . , N , and let the number of clusters be K = N .

2) Find the pair of clusters of minimum distance:

(Gp.Gq) = arg min
1≤i,j≤K

D(Gi, Gj) (38)

3) If D(Gp, Gq) > α, then stop the merging and output
clusters G(α) = {Gh, . . . , Gl} and the clustering pro-
cess as a dendrogram and stop.

4) Merge: Gr = Gp∪Gq . Delete Gp.Gq and add Gr to the
collection G of clusters. Reduce the number of clusters
K = K − 1.

5) If K = 1, then output the trivial cluster G = {X} and
the clustering process as a dendrogram and stop.

6) Update distances D(Gr, Gj) for all other clusters Gj in
G. Go to step 2).

Note that this procedure has two different kinds of outputs: an
output is G = {Gh, . . . , Gl} and another is a dendrogram (a
dendrogram is undefined here, but readers can refer to standard
texts of clustering like Everitt et al. [6]).

There are different methods of updating D(Gr, Gj) which
are called linkage methods. We consider three linkage methods
below.
Single linkage: The distance is defined to be the minimum of
distances between two points in the two clusters:

D(G,G′) = min
x∈G,y∈G′

D(x, y) (39)

Frequently, an updating formula which calculates D(Gr, Gj)
from D(Gp, Gj) and D(Gq, Gj) is used:

D(Gr, Gj) = min{D(Gp, Gj), D(Gq, Gj)} (40)

Complete linkage: The distance is defined to be the maximum
of distances between two points in the two clusters which can
be contrasted with the single linkage:

D(G,G′) = max
x∈G,y∈G′

D(x, y) (41)

The corresponding updating formula is as follows:

D(Gr, Gj) = max{D(Gp, Gj), D(Gq, Gj)} (42)

Average linkage: The distance is defined to be the average of
distances between every combination of two points in the two
clusters:

D(G,G′) =
1

|G||G′|
∑

x∈G,y∈G′

D(x, y) (43)
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where |G| is the number of elements in G. The corresponding
updating formula is as follows:

D(Gr, Gj) =
|Gp|
|Gr|

D(Gp, Gj) +
|Gq|
|Gr|

D(Gq, Gj). (44)

|Gr| = |Gp|+ |Gq| (45)

There are other two linkage methods of the centroid method
and the Ward method, but we omit the detail of them.

It appears that these linkage methods do not have the
inductive property, in other words, they do not have a particular
classification rule for classifying another object. As we see in
the next section, however, the single linkage method has a
sound classification rule.

A. Inductive property of the single linkage

Unlike other linkage methods, the single linkage method
is known to have a number of good theoretical properties: It
is essentially equivalent to the minimum spanning tree of a
weighted graph [1] and the max-min transitive closure of a
fuzzy relation [11].

The single linkage method is closely related to the nearest
neighbor classification rule, as shown by the definition of the
distance (39).

Let us redefine the collection of clusters G of the output;
as it has parameter α and it is applied to set X , we write the
output as:

G(α;X) = {Gh, . . . , Gl}. (46)

Suppose that we have a new object y to some cluster. We find
the nearest neighbor z ∈ Gi of y and allocate y to Gi. This
rule is written here as

G(α;X)← y. (47)

Note that

G(α;X)← y = {Gh, . . . , Gi ∪ {y}, . . . Gl}. (48)

We have the following.
Proposition 5: Let

α > min
x∈X

D(x, y). (49)

We then have

G(α;X ∪ {y}) = G(α;X)← y. (50)

In other words, clusters obtained from the single linkage with
adding y to X before the algorithm starts and the allocation
of y after clusters of X are obtained leads to the same result,
provided that (49) holds. Note that if α is too small and (49)
does not hold, then {y} forms an isolated cluster in the left
hand of (50).

This means that the single linkage clustering includes the
nearest neighbor allocation rule as its essence. Hence we can
say that the single linkage method has an inductive property.

Figure 2 is a complicated figure in which 20 points with
numbers 1 − 20 on the plane are objects for clustering. The
segments connecting these points forms minimum spanning
trees for the three clusters. They have been derived from the
minimum spanning tree connecting all points by deleting three

longest segments from it. Thus we have three clusters. It is
known that these three clusters are obtained using the single
linkage. Curved arcs are with the radius of a certain value of
α, and the regions inside the arcs mean that when y is given
within a region, y is allocated to the respective cluster, and
(49) and (50) are satisfied. The dotted segments show unions
of the Voronoi regions for the three clusters. If y is given in a
region of the union of the Voronoi region, y will be allocated
to the respective cluster, but (50) is not satisfied in general.
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Fig. 2. Three clusters generated from 20 points by the single linkage. The
regions surrounded by curves satisfy (50), while those regions outside of the
curves and within the dotted lines produce isolated points that finally belong
to the respective clusters.

What about the other linkage methods? We can define
a furthest neighbor allocation rule related to the complete
linkage method and an average allocation rule related to the
average linkage method. However, a result like the one in
Proposition 5 is not derived. Hence we cannot say the other
two methods have the inductive property.

IV. CONCLUSION

Methods related to the K-means, kernel-based K-
means, and agglomerative hierarchical clustering have been
overviewed. The discussion is focused upon classification rules
which include fuzzy rules and probabilistic rules. Methods
with such rules are called inductive, while those without
classification rules are called non-inductive.

We omitted complicated discussions of exceptional cases,
e.g., when an object is on a prototype, or it is on the boundary
of more than one Voronoi regions for simplicity, as such
detailed discussion for exceptional cases will not alter the
essential part of the present results.

The motivation for such clustering rules is mainly method-
ological: investigation of theoretical properties of rules will
help deeper understanding of the method under consideration.
However, such a methodological consideration will help us
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when we want to choose a suitable method of clustering in a
variety of applications.

Other subjects related to classification rules related to
clustering discussed in this paper were omitted due to page
limitation. Readers will find other methods and applications
in [13].
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Abstract—In this paper we present two methodologies 

based on a systematic exploration to recognize three 

fundamental movements of the human forearm (extension, 

flexion and rotation) performed during an archetypal 

activity of daily-living (ADL) - ‘making-a-cup-of-tea’ by 

four healthy subjects and stroke survivors. The recognition 

methodologies have been further implemented in hardware 

(ASIC/FPGA) which can be embedded on a resource 

constrained WSN node for real-time detection of arm 

movements. We propose that these techniques could be 

used as a clinical tool to assess rehabilitation progress in 

neurodegenerative pathologies such as stroke or cerebral 

palsy by tracking the number of times a patient performs 

specific arm movements (e.g. prescribed exercises) with the 

paretic arm throughout the day.    

 

Index Terms — Clustering, WSN, CORDIC, ASIC, FPGA, 

movement recognition. 

 

I. INTRODUCTION 

ITH a large number of stroke survivors in the world 

suffering from physical and cognitive disabilities, there 

is a strong requirement to improve the ambulatory care model 

within the home settings for achieving enhanced rehabilitation 

at reduced costs [1]. In this research work, we look into the 

domain of upper limb rehabilitation by detecting specific upper 

limb movements during activities of daily living (ADL). The 

three movements investigated, along with examples of their 

daily occurrence, were: extension/flexion of the forearm (reach 

and retrieve object); rotation of the forearm about the elbow 

(drinking action); and rotation of the arm about the median axis 

(opening a door, using a key or pouring action). These 

movements were chosen since they comprise a significant 

proportion of the activities performed with our upper limb in 

daily life [2]. The development of wireless low-cost 

miniaturized, wearable sensors has enabled recording of 

kinematic movement in natural environments over long 

durations thereby aiding in unobtrusive patient monitoring 

using a minimal number of sensors. In view of its long term 

operability it is imperative to choose low complexity data 

processing techniques that are executed on the sensor nodes 

itself, to yield energy efficient solutions [3]. We implement two 

approaches to recognize the arm movements – (1) clustering 

and minimum distance classifier and (2) tracking the 

 
 

orientation of the inertial sensor and mapping the transition in 

the orientations to the investigated movements. We further 

implement the two arm recognition methodologies on an ASIC 

and FPGA, which can be embedded on a resource constrained 

wireless sensor node (WSN) for real-time operations. These are 

discussed briefly in the following section. 

For this study, movements are performed by four healthy 

subjects and four stroke survivors, in two phases – the subjects 

perform multiple trials of the three enlisted movements in a 

controlled environment representative of a ‘training’ or 

‘exercise’ phase. The subjects then perform repeated trials of an 

archetypal activity of ‘making-a-cup-of-tea’, which includes 

multiple occurrences of extension, flexion and rotation of the 

forearm, representative of the ‘testing’ or ADL phase. Data was 

collected from a wireless tri-axial accelerometer and 

gyroscope, placed on the dominant wrist during the 

experiments.  

II. METHODOLOGY AND RESULTS 

A. Clustering & Minimum Distance Classifier 

The training data are represented by a ranked set of 30 

time-domain features. Using the sequential forward selection 

technique, for each set of feature combinations three clusters 

are formed using k-means clustering (k=3) followed by 10 runs 

of 10-fold cross validation on the training data to determine the 

best feature combinations. The movements from the ADL phase 

are associated with each cluster label using a minimum distance 

classifier in a multi-dimensional feature space, comprised of 

the best ranked features, using the Euclidean or Mahalonobis 

distance as the metric [2]. The process is further illustrated in 

Fig. 1.  

 

Fig. 1. Illustration of the minimum distance classifier. A, B and C represent the 

three movements performed in the training phase and X represents the test 

dataset in the respective feature space. 

The three movements were detected with an overall average 
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accuracy of 88% using the accelerometer data and 83% using 

the gyroscope data across all healthy subjects and arm 

movement types. The average accuracy across all stroke 

survivors was 70% using accelerometer data and 66% using 

gyroscope data. 

B. Sensor Orientation 

The three movements are recognized by accurately mapping 

six predefined standard orientations of a tri-axial accelerometer 

located near the wrist, to the corresponding arm movements 

investigated. The arm movements are inferred by detecting 

transitions between the sensor orientations incurred during an 

activity. A sample transition between two pre-defined 

orientations, as shown in Fig. 2, demonstrates a drinking 

activity. Our experimental results show that the proposed 

methodology can independently recognize the three 

investigated movements with accuracies in the range of 

91-99% for healthy subjects and 70%-85% for stroke patients 

[4]. 

 

Fig. 2. Transition from Position 3 to Position 6, corresponding to a drinking 

type of activity, with the sensor worn on the right arm.  

C. Hardware design  

The clustering based approach has been implemented as an 

ASIC chip which can be embedded on a wireless sensor node 

(WSN) platform for long-time continuous detection of arm 

movements in real-time. The feature computation, cluster 

formation on the training data (being relatively time and 

memory intensive) were done in an offline mode (in software). 

The computation of the selected features on the testing data and 

the minimum distance computation (Euclidean) of the features 

from the pre-computed cluster centroids was done in hardware 

for real-time implementation. The arithmetic operations 

involved in computing the features on the testing data were 

realized using the different transcendental functions of the 

CoOrdinate Rotation Digital Computer (CORDIC) algorithm 

[5]. The design was synthesized using ST130 nm technology 

library at 20 MHz clock frequency to test its functionality at 

high speed. The synthesized design occupied an area of 347K 

(2-input NAND gate equivalent) with a dynamic power 

consumption of 25.9 mW.  
The approach based on sensor orientation was coded in HDL 

and synthesized on the Altera DE2-115 FPGA board. For 

real-time operation as shown in Fig. 3, interfacing between the 

streaming sensor unit, host PC and the FPGA was achieved 

through a combination of Bluetooth, RS232 and an application 

software developed in C# using the .NET framework to 

facilitate serial port controls. The synthesized design used 1804 

logic elements and recognised the performed arm movement in 

41.2 µs, @50 MHz clock on the FPGA. The detected 

movements were displayed on a seven segment display in 

real-time. 

 

Fig. 3. Setup for the real-time recognition of arm movements using the sensor 

orientation approach.  

III. CONCLUSION AND FUTURE WORK 

In view of the achieved results, the clustering based approach 

and the orientation based approach can be conveniently used 

for detecting arm movements in daily life. The clustering based 

approach can be conveniently used to include any other 

category of movements depending on the clinical requirements 

and hence has been developed as an ASIC. The implementation 

of the orientation approach does not use any memory element 

and avoids the overheads of complex data processing involved 

in any standard activity recognition system. Although 

implemented on FPGA, the salient features of the architecture 

makes it amenable for developing it as a low-power ASIC chip 

which can be embedded on a sensor platform along with other 

vital components such as A/D converter and a de-noising 

circuit to detect real-time arm movements for long-term 

continuous monitoring. Enumerating occurrences of these 

movements over time can indicate rehabilitation progress since 

the patient is more likely to repeat these movements as their 

motor functionality improves. 
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In the medical sector, there is a high demand for innovative
methods to ensure a vendor independent, safe, and reliable
communication between heterogeneous medical devices when
patients should be provided with the highest possible level
of care. Due to the increasing amount of medical devices
that should interact, the complexity of such systems grows
continuously. To accommodate this trend and ensure a correct
functionality, we aim at providing an automated and correct
composition of the involved components. The concepts in the
field of service composition developed for service-oriented
architectures (SOAs) are highly promising to reach such an
automation, while ensuring reliability and safety of the system.

The core idea of SOAs is to develop services with sophis-
ticated functionality by composing simpler services appropri-
ately. Services that are independently developed by different
providers often cannot communicate with each other directly
due to interface incompatibilities. To overcome these incom-
patibilities an adaption or unification of the interfaces becomes
necessary. But, the internal adaption of their interfaces is not
realizable due to the provision as closed-source services. To
enable their interaction nevertheless, it is necessary to develop
a connector that communicates with each service to be com-
posed and, by that, overcomes the arising incompatibilities.
This component, called controller, is responsible for the routing
and modification of messages as well as for the compliance of
behavioral requirements.

As medical devices have similar characteristics, they can
be understood as services. Thus, the problem of enabling the
interoperability of medical devices can be shifted to the more
general problem of service composition.

However, existing approaches dealing with automated ser-
vice composition, like [3], do not provide a formal data-
treatment nor consider data-dependent behavior. Thus, they are
insufficient or much manual effort is necessary to enable a safe
interoperability of medical devices using service composition.

In our work, we address the problem of providing a
controller synthesis process under consideration of a formal
data-treatment to enable its application in the medical area.
Our approach, allows to

1) express and ensure complex, data-dependent specifi-
cations the composed system has to fulfill,

2) detect and consider data-dependent behavior,
3) synthesize a controller automatically,
4) ensure correctness-by-construction w.r.t. data-

dependent, functional and safety-critical requirements
As base for our approach, we assume that a formal repre-

sentation as algebraic Petri net (APN) [5] of each service is

known. This is not a restrictive assumption, because ongoing
research in the field of data mining focuses on the extraction of
formal models out of textual descriptions. As medical devices
have to pass a certification process, they are always available.
Furthermore we assume that the interface matching as well
as the set of requirements are expressed by a subset of the
computation tree logic (CTL). These requirements specify the
interaction between the single devices and define the behavior
of the composed system, respectively. Our main target is to
synthesize a correct controller, so that the composed system
fulfills all given requirements. For this, we have developed a
three-step approach, which is shown in Figure 1.

Controller Synthesis
Services as 
Algebraic 
Petri Nets

Interface 
Matching

Requirements

Controller

Behavioral 
Abstraction

Property 
Translation

Compostion

Fig. 1. Basic Idea of the Controller Synthesis Approach [1]

Based on the inputs, we firstly determine restrictions of the
data domains during the behavioral abstraction step. In this
step, the behavior of each service is reduced to the observable
behavior at the interface ports. The idea is shown in Figure 2.
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Fig. 2. Basic Idea of the Behavioral Abstraction

For each net the reduction process is done in two phases:
Starting from a net representing the behavior of a service, all
parts of the net that are not involved in the communication that
is realized by interface places (p1, p3, p5) are omitted. As result
of this elimination step, we get a reduced net (N ′), which is
the second net in Figure 2. Based on this net, the rest of the
behavior is automatically analyzed to determine restrictions of
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the data domains at the (output) interface ports. For this, we
summarize all internal states and transitions into one single
hierarchical transition [4]. Data-dependencies occurring along
this abstraction step must be extracted and stored. As result
we get a CTL-formula that must be conjunct with the CTL-
formulae which are representing the interface matching and the
requirements. For this purpose, we have defined and proven
transformation rules that describe the mapping of atomic and
more complex elements of the formulae to corresponding
elements of APNs. To enable this mapping, in the property
translation step, the second step of our approach, we have
extended the syntax and semantics of APNs by path operators
the CTL-formulae comprise. In Figure 3 the transformation of
a formula into an extended version of APN is exemplified.
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Fig. 3. Basic Idea of the Transformation from CTL-formulae into APNs

Atomic elements of the formulae are transformed into ele-
ments of APNs, e.g. p5.z is transformed into a place with label
p5 and an arc with inscription z. Propositions that comprise
relational operators on the left-hand side of the implication,
e.g. z ≤ Constlimit, are translated into guards. Variables, like
z, and constants, like err and Constlimit, become part of the
algebraic specification as variables (vars) and operations (op),
respectively. Additionally, CTL-specific operators, e.g. AX ,
are represented as label for the transition, which exemplifies
the extension of APN. In this way, the set of CTL-formulae is
transformed into a set of extended APNs.

Afterwards, in the composition step, we compose these nets
to an overall Petri net in which all properties are fulfilled. This
is due to the fact that the composition of the extended APNs
is equivalent to the conjunction of the CTL-formulae which
are represented by the corresponding nets. Figure 4 visualizes
the functionality of our composition algorithm.
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Fig. 4. Functionality of the Composition

Nevertheless, the composition is not always successful.
This can have two reasons: First, it is possible that formulae are
contradictory. In this case, the composition algorithm discloses
a counterexample to the user to clarify which requirement is
not compatible with the others. The user can decide whether

this requirement is negligible and whether the controller syn-
thesis process should be continued without this requirement.
Second, there might be an infinite run time of the composition
process. This is caused by undecidable problems that can occur
during the analysis of the reachability graphs of the nets to
be composed. To avoid this, we have defined a time interval
depending on the complexity of the system. If the composition
process does not terminate within this time limit, a timeout
notification is sent to the user, who can change the specification
and give it another try. If the composition succeeds, we get
an overall net that comprises all properties, i.e., all extended
APNs that represent the corresponding CTL-formulae.

In the last step of our synthesis process, the requested
controller can be extracted from the resulting overall net, which
includes the behavior of all services. As the purpose of the
controller is to ensure the correct communication between the
services, we have to extract all parts of the overall net that are
responsible for that. For this, we use the interface matching
to mark the interface places and separate the net structure
between these places. The extended APN that comprises the
separated net structures is the controller. After extracting the
controller, we substitute the extended transitions, i.e., that
are labeled with CTL-specific operators, by transitions an
original APN consists of. The main advantage of reverting
the extension is the usability of existing tools developed for
original APN. The resulting controller, which is represented
by an (original) APN, will be combined with the APNs that
represent the service behavior and that have been used as
input for our approach. Because it is correct-by-construction,
it ensures that the composed system, consisting of the services
and the synthesized controller, fulfills all requirements that
have been specified by the customer.

As each of these three steps is fully automatic and proven
as correct, we get an automated synthesis of service con-
trollers that are correct w.r.t. data-dependent, functional and
safety-critical requirements. Currently, we are evaluating this
approach using a case study which has been provided by Dr.
Oliver Blankenstein (Endocrinology, Charité Berlin). This case
study deals with the development of an artificial pancreas,
where a glucose sensor and an insulin pump have to interact.
A sketch of this can be found in [2]. In future work, we aim
to introduce a priority of the requirements so that a controller
can be synthesized that ensures at least the most important
properties. This means, properties that are absolutely necessary
are combined first. Thus, a first draft of the controller is
provided which can be extended by less important properties.
This may reduce the risk of a time-out.
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Abstract—We report on a probabilistic approach for the classi-
fication of chronically ill patients. We rely on multi-label learning
for its ability to represent in a natural way classification problems
involving coexistence of diseases. We use a public clinical database
for the evaluation of our proposed algorithm. Preliminary results
show the benefits of our approach.

I. INTRODUCTION

Multi-label learning (MLL) is a growing research topic
that has received, in last few years, significant contributions
from machine learning community [1]. MLL differs from
classical machine learning by tackling the learning problem
from a different perspective which looks like natural for many
problems of the real life, such as this application in the
medical domain: prediction of gene function [2]. In our case,
we are interested in applying MLL on clinical data for the
identification of chronic diseases. This research is motivated
by the problem of classifying patients affected by multiple
co-morbidities to enhance decision support for physicians. We
proposed an algorithm [3] based on bag of words (BoW) and
supervised dimensionality reduction methods for the classifi-
cation of chronically ill patients. We here extend our work
following a probabilistic approach as described in the Section
IV. For the evaluation of our work, the public-access intensive
care unit database (MIMIC-II) [4] has been used.

II. BACKGROUND

Let X be the domain of observations and L be
the finite set of labels. Given a training set T =
{(x1, Y1), (x2, Y2), ..., (xn, Yn)} (xi ∈ X,Yi ⊆ L) i.i.d.
drawn from an unknown distribution D, the goal is to learn
a multi-label classifier h : X → 2L. However, it is often
more convenient to learn a real-valued scoring function of
the form f : X × L → R. Given an instance xi and its
associated label set Yi, a working system will attempt to
produce larger values for labels in Yi than those not in Yi, i.e.
f(xi, y1) > f(xi, y2) for any y1 ∈ Yi and y2 /∈ Yi. By the use
of this function f(·, ·), we can obtain a multi-label classifier:
h(xi) = {y|f(xi, y) > δ, y ∈ L}, where δ is a threshold
to infer from the training set. The function f(·, ·) can also
be adapted to a ranking function rankf (·, ·), which maps the
outputs of f(xi, y) for any y ∈ L to {1, 2, ..., |L|} such that if
f(xi, y1) > f(xi, y2) then rankf (xi, y1) < rankf (xi, y2).

III. DATA SET

The MIMIC-II clinical database [4] is publicly and freely
available after registration. The last release of the database

contains around 33,000 patients. We choose to skip the
neonates and the children in order to concentrate only on the
adult population (≥ 16 years old) which consists of around
24,000 patients, where we extracted a subset of 19,773 patients
with chronic diseases. Regarding the restriction to the adult
population, we motivate this decision by the divergence which
exists between these two groups in term of medical conditions
and treatment plans. The average age of the patients in the
database is 67 years old. The distribution of the population is:
56% of man and 44% of women. The clinical data we consider
are the laboratory tests and the items registered in the chart. By
chart, we mean a logbook per patient which records the results
of heterogeneous examinations, such as: fluid assessment,
physiological measure, or severity score which evaluates vital
functions. According to the length of the stay, a patient will
make several laboratory tests and various examinations. Thus,
clinical data of patients are time series. In order to attenuate
the amount of missing values, we take a subset of items, from
the laboratory tests and from the chart, that are present at least
for 80% of the patients. We end up with 76 items from the
laboratory test and from the chart.

As labels we consider 10 chronic diseases where their dis-
tributions amongst the 19,773 extracted patients are presented
in the Table I. We use the coding scheme of the International
Classification of Disease revision 9 (ICD-9)1 available in the
MIMIC-II database for building the 10 chronic diseases.

Label / Chronic disease No. of patients %
Hypertensive disease 12,309 62.3%
Fluid electrolyte disease 6,177 31.2%
Diabetes mellitus 6,056 30.6%
Lipoid metabolism disease 5,965 30.2%
Kidney disease 5,828 29.5%
COPD 4,253 21.5%
Thyroid disease 2,246 11.4%
Hypotension 1,962 9.9%
Liver disease 1,088 5.5%
Thrombosis 931 4.7%

TABLE I. DISTRIBUTION OF LABELS / CHRONIC DISEASES IN THE
19,773 EXTRACTED PATIENTS OF THE MIMIC-II DATABASE.

IV. METHOD

A. Feature extraction
Laboratory events and chart events of each patient are

summarized into one feature vector. Due to the heterogeneity
and the different frequencies of the selected medical data,
we propose the following approach for the feature extraction
according to the type of the measured values:

1http://www.who.int/classifications/icd
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1) Numerical values: consist of measured values such as
blood pressure, creatinine and temperature. When they appear
one time, such as the height at the patient admission, they
are taken in the feature vector as they are. When they appear
several times, the following summary features are computed:
mean, median, standard deviation and range.

2) Categorical values: consist of observed values such as
cardiovascular function assessment score and urine color. For
a patient which did several times a particular examination
where results are discrete values which can be divided into
mutually exclusive classes, we can represent this information
as an histogram. Then, the relative frequency of each category
of the histogram is used as feature. There is also the case
where only one observation exists for each patient, such as
the gender at the patient admission, in that case, we encode as
feature the value in a binary variable.

B. Model
We propose a generative model for MLL using Gaussian

Mixture Model (GMM) [5] as the based classifier, called ML-
GMM hereafter. We use a combination of Label Power-set
(LP) and Binary Relevance (BR) as the transformation methods
[1]. In particular, we apply the LP method, which considers
all possible combinations between labels to transform the
MLL problem to a multi-class formulation which can be
naturally solved using GMMs. To handle the intractability
of LP, we consider, according to a predefined constant n,
only combinations of labels that have at least n observations
in the training set. In contrast, combinations of labels that
have less than n observations are grouped together to form
the class ”other”. Then, in the case of the class ”other”
is relevant, we apply the BR method, which considers each
label independently as relevant or not, to transform the MLL
problem to a set of binary problems, according to the number
of labels. The manner how ML-GMM combines LP and BR
allows handling the MLL problem efficiently and at the same
time preserving dependency information between labels.

V. EXPERIMENT

In the classical learning approach of multiclass problems,
the evaluation is done through common metrics such as
accuracy, precision, and recall. In multi-label problems, the
evaluation is much more complicated and needs extended
evaluation metrics. One of the commonly used evaluation
metrics is the Hamming loss [6], which is described below.

Let a testing set S = {(x1, Y1), (x2, Y2), ..., (xm, Ym)}.
Hamming loss evaluates how many times an observation-

label pair is misclassified. The score lies between 0 and 1,
where 0 corresponds to the best result:

hlossS(h) =
1

m

m∑
i=1

|h(xi)4Yi|
|L| , (1)

where 4 represents the symmetric difference.
To evaluate our proposed algorithm (ML-GMM), we divided

the MIMIC-II dataset containing 19,773 patients into 3 subsets
of 6,591 patients. We used the first two subsets (training and
validation) in a grid-search for finding optimal parameters

for our algorithm. Finally, using the third subset (testing),
we computed the reported results, as presented in the Figure
1. We can see that the Hamming loss is reducing when we
allow the algorithm to handle a larger combination of classes
using the LP method. The best performance is achieved when
considering 14 classes in LP method. Note that the algorithm
is purely BR when the number of classes is 0.
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Fig. 1. Results in term of Hamming loss of our ML-GMM algorithm on the
MIMIC-II database.

VI. CONCLUSION

In this abstract, we proposed an approach for a MLL-based
algorithm for the classification of chronically ill patients. Our
solution elegantly combines the LP method for its ability to
consider correlations between labels, and the BR method for its
ability to scale well with a large number of labels. For future
work, we will conduct additional experiments to evaluate our
algorithm by considering additional evaluation metrics and to
compare with existing state-of-the-art multi-label algorithms.
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Abstract—Each person is different and should be treated as
such. Comparing personal data to group averages can give basic
ideas about personal conditions, but does not suffice for providing
‘true’ personalized feedback. In health psychology, a paradigm
shift is taking place from a general population approach towards
a more person-centered one. Instead of comparing a person with
population averages, the focus shifts towards comparing people
with themselves over time. The ‘Leefplezier’ project elaborates
on this focus shift, by helping to sustain or improve the well-
being of elderly people. The participating elderly people are asked
to keep track of various psychological factors for a period of
time, by means of repetitive questionnaires via a mobile phone
application. At the end of this period, feedback is automatically
generated, based on the resulting time series dataset and by means
of automated vector autoregression.

I. INTRODUCTION

In the Netherlands, a large care group organization (Espri-
a1) has initiated a project for assessing, improving and enhanc-
ing well-being of its elderly members and elderly people in
general, by researching various factors influencing well-being.
Limitations exist in the traditional group-based (nomothetic)
method of conducting research, with regards to the flexibility
and generalizability of such research. The alternative is to
personalize research, by using a person-centered (idiographic)
approach [1]. With the Leefplezier project, we aim to apply
an idiographic approach and to assess and provide feedback
for each individual in isolation, instead of focussing on the
group of elderly as a whole. To do so, researchers from the
University Medical Center Groningen (UMCG) and University
of Groningen (RUG) cooperate with Espria to develop a system
for measurement and analysis that provides meaningful and
personal feedback. Since we intend to measure fluctuations
of certain psychological, physiological and other factors over
time, each participant should be measured multiple times per
day, for several days in a row. The goal of each measurement
is to quantify various psychological or physiological factors,
which might influence well-being, together with the subjective
well-being at that moment in time. The resulting temporal
data contains well-being and factors that might influence it.
This allows us to determine whether and how much certain
factors influence fluctuations of well-being. In this project, we
focus on novel and effective ways to analyze the collected
data, and to provide the participants with insightful, person-
alized feedback about their well-being. To determine causal
relations between well-being and its potential indicators, we
generate feedback with automated vector autoregression (VAR),
a statistical technique from the domain of time series analysis

1Website: http://www.espria.nl

in econometrics [2]. This feedback provides insight into the
factors that influence well-being and might help to sustain or
enhance well-being.

II. METHODOLOGY

The Leefplezier project is divided into two main phases:
(i) gathering of general information, and (ii) capturing and
analyzing experiences on a daily basis. In the first phase, we
gather information about the target population. We develop a
web application that allows participants to fill out a series of
questionnaires that help us to derive general knowledge about
and insight into the well-being of the participants from a cross
sectional point of view, that is, from the point of view of
the population sample. The selected questionnaires measure
various psychological constructs, such as well-being, mood,
anxiety, personality, depression, stress and various general
demographic factors. For each questionnaire, the application
provides feedback, including a comparison of the individual
results to the group averages. This comparison aligns with the
more traditional, nomothetic approach, viz., generating a pop-
ulation average and generalizing individuals to this average.

In the second phase, we capture and analyze personal
experiences over time. Instead of considering the population
as a whole, we analyze each individual participant in isolation.
We use a technique for repeatedly conducting questionnaires
with a method known as Ecological Momentary Assessment
(EMA), a way to capture experiences on a daily basis as ques-
tionnaire data, known as a diary study [3]. These data enable
for the creation of personalized statistical models representing
the (causal) relationships between the participant’s wellbeing
and influencing factors, using an automated VAR modeling
application known as Autovar [4], [5]. VAR models show,
for one participant in isolation, how certain measured factors
influence each other over time. For each participant a VAR
model is generated based on their measurements. The strongest
effects in the model are presented as feedback to the participant
(e.g. ‘An increase in factor α precedes a decrease in factor β’).
To facilitate these measurements and provide such feedback we
design and develop a mobile phone application.

III. INITIAL EVALUATION

The scientific contribution of this project can be summa-
rized as finding novel ways to effectively and automatically
analyze time-series data gathered using repetitive question-
naires, and to provide insightful and interactive feedback to
the participants. Besides the automated feedback, intensive
momentary assessments are only occasionally carried out on
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a large scale, especially in combination with elderly people.
To the best of our knowledge, our application will be the
first to provide automated personalized feedback based on the
application of VAR models to EMA data of elderly persons.

In December 2013, we started a pilot study for the Leef-
plezier project called HowNutsAreTheDutch (Dutch: HoeGek-
IsNL2) [6]. HowNutsAreTheDutch focusses on all people aged
18 or over in the Netherlands. The project design for HowNut-
sAreTheDutch is comparable to the Leefplezier project; it was
built for the same two research phases and provides compa-
rable functionality, albeit web-based (i.e., no actual mobile
application was developed). This pilot study currently has
12,690 participants that have completed 61,773 questionnaires
in the cross-sectional analysis (the first phase, recorded on
November 25th, 2014). At the end of May 2014, we launched a
diary study as the second phase of HowNutsAreTheDutch (the
daily questionnaires), to which approximately 600 participants
have subscribed (recorded on November 25th, 2014). Analysis
of the data from phase one has yielded various interesting
results. For instance, we measured that approximately 10%
of the population suffers from severe depressive symptoms,
but at the same time, 75% rate their happiness 6 out of 10, or
higher (in fact, 25% rate it 8 out of 10, or higher). Furthermore,
we observed large individual variation in positive and negative
affect measured with the Dutch version of the Positive and
Negative Affect Schedule (PANAS) [7]. Analysis on a subset
of the HowNutsAreTheDutch participants (n = 6895) shows
that participants with identical levels of negative affect varied
substantially in their positive affect. The distribution of pos-
itive and negative affect of these participants is depicted in
Figure 1. The gray level signifies the density of the participant
distribution, ranging from light-gray (sparse) to black (dense).
The dots in the image depict the measured combinations of
positive and negative affect, the lines depict the average of
positive (horizontal line) and negative affect (vertical line).
This supports our approach in which we focus on individuals,
rather than averages, because it would be unrealistic to come
up with one generalized measure for all participants.

The first phase of the Leefplezier project started in May
2014. Currently 677 people have registered for the project
(recorded on November 25th, 2014). At the end of January
2015, the second phase of the project will be launched.

IV. FUTURE WORK AND DISCUSSION

The Leefplezier project is still in its infancy. Although
phase one has successfully been completed, the most important
phase (phase 2) is yet to be started. During the pilot study,
progress was made with regards to the data analysis, but it shall
be interesting to see whether the general analysis tools will
also work for our elderly population. The pilot study showed
that nomothetic research would not be sufficient, because of
the large variance between participants. Applying idiographic
research would in this case be more suitable.

The next step is to refine the process and mobile application
in such a way that most people will understand and feel
comfortable working with the application. This is covered by
a usability analysis. Furthermore, we will research and apply
other techniques to analyze the data and perform simulations

2Website: https://www.hoegekis.nl
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Fig. 1. Distribution of positive and negative affect in HowNutsAreTheDutch
participants (n = 6895), measured using the PANAS questionnaire [7].

based on the established models. For instance, when a personal
model has been determined, we could allow participants to
virtually influence the factors in the model and simulate how
these changes propagate through the model to the other factors.
For example, if one would increase factor α at time step t = 0,
what would happen to the other factors in the model at time
step t = 1..n?
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Abstract—Since in health care systems the amount of data
is continuously growing, data mining techniques can be applied
to analyse these large collections and gain interesting insights.
However, some critical issues should be properly addressed.
For example, data collections on patient treatments are usually
characterized by an inherent sparseness and variable distribu-
tion, due to the large variety of possible treatments performed
by patients affected by a given disease. To effectively extract
interesting knowledge from such collections, we present a frame-
work coupling a clustering and a classification algorithm. The
clustering approach is named multiple-level because we apply
the clustering algorithm in a multiple-level fashion, by focusing
on different dataset portions and locally identifying groups
of patients with similar profile and examination history. The
classification algorithm is used to characterize the discovered
clusters. This paper also describes future research issues and
possible developments of the proposed framework.

Index Terms—Data mining, cluster analysis, classification anal-
ysis, medical records, patient examination history.

I. INTRODUCTION

Nowadays, large amount of medical data, storing the patient
medical history, is collected during health care. The analysis of
these medical data collections is a challenging task for health
care systems since a huge amount of interesting knowledge can
be automatically mined to effectively support both physicians
and health care organizations.

Data mining techniques [1], which focus on studying effec-
tive and efficient algorithms to transform large amounts of data
into useful knowledge, have been widely exploited on medical
data by analyzing different pathologies or different aspects
of the same disease. For example, previous studies addressed
food analysis [2] and investigated risk factors associated with
diabetes and pre-diabetes [3], while current issues in medicine
knowledge discovery are discussed in [4].

Analysing real world health care data collections may
impose new challenges. These collections can have large
volume and high dimensionality due to the large cardinality of
patient records and the variety of medical treatments usually
adopted for a given pathology. In addition, they are usually
characterized by a variable data distribution and inherent
sparseness. Consequently, innovative data mining approaches
are needed to efficiently gain interesting insights from such
collections.

In this paper we present a framework to discover, in a
patient data collection with a variable distribution, cohesive
and well-separated groups of patients with a similar profile
(i.e., patient age and gender) and examination history (given

by the set of examinations performed by patients). The frame-
work couples a clustering approach (named “multiple-level
clustering”) for cluster set computation, and a classification
algorithm used to both characterize the cluster content and
measure the effectiveness of the clustering process. Health care
organizations can exploit the discovered knowledge for exam-
ple to check the coherence between the adopted treatments
and existing medical guidelines for a given disease, as well as
enrich the existing guidelines or assess new ones.

The paper is organized as follows. The framework is pre-
sented in Section II, while future research issues and possible
developments of the framework are discussed in Section III.

II. THE PROPOSED DATA ANALYSIS FRAMEWORK

The presented framework is depicted in Figure 1 and
summarized in the following.

To deal with the inherent sparseness and variable distribu-
tion of patient data collections, a density-based multiple-level
clustering approach is adopted in the framework. We named
the approach “multiple-level” because it performs multiple
runs over the considered data collection. This strategy aims at
progressively partitioning the initial data collection into (quite)
homogeneous subsets, thus easing the computation of cohesive
clusters on each of them. Specifically, at each iteration a
different dataset portion is analyzed, and clusters are locally
identified on it.

A novel distance measure has been defined to cluster
patients according to the three aspects characterizing them,
i.e., patient age, gender and examination history. For the data
representation, the patient examination history tailored to the
Vector Space Model (VSM) is used, and the examination
frequency is weighted using the TF-IDF (Term Frequency (TF)
- Inverse Document Frequency (IDF)) score [1]. TF-IDF has
been used in text mining to analyse document collections, with
the aim of weighting the relevance of words in documents. In
our context, we used this approach to weight the relevance of
examinations in the patient examination history, highlighting
peculiar examinations for each patient. The examination fre-
quency can vary significantly from standard tests to specific
examinations used to diagnose disease complications. TF-IDF
allows focusing on examinations specific for each patient and
discarding examinations done by most patients.

The discovered cluster set is evaluated through the Sil-
houette index [1], and with the support of domain experts
to describe the cluster content from a medical perspective.
Specifically, a class label is assigned to each cluster.
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Starting from the labeled cluster set, a classification model
is created both to characterize the content of clusters and
measure the effectiveness of the clustering process. This model
can be used to automatically assign a new patient to a given
class based on her/his profile and examination history. In
addition, when the adopted classification algorithm provides a
readable model (e.g., decision trees [1]), this model can give
useful insights to domain experts on some peculiar properties
characterizing patients in each class (in terms of gender, age
and undergone examinations).

As a first attempt, the proposed framework has been used
in [5] to analyse a real dataset of diabetic patients provided by
an Italian Local Health Center. The DBSCAN algorithm [1]
has been adopted for the multiple-level clustering approach,
while decision trees to compute the classification model.

Results showed that the multiple-level clustering approach
progressively discovers clusters containing patients with in-
creasing disease severity. For example, clusters computed in
the first iteration of the approach contain patients mainly un-
dergoing routine tests to monitor diabetes conditions. Instead,
clusters computed in the next iterations contain patients tested
using an increasing number of examinations to diagnose sev-
eral diabetes complications. The cluster set is characterized by
good Silhouette values, and the classification model computed
from it is very accurate (above 90% of accuracy), with good
precision and recall values for most class labels.

Fig. 1. The proposed framework

III. FUTURE WORK

This section describes some research directions for the anal-
ysis of medical data, and specifically possible developments
of the framework presented in Section II.
(i) Evaluating alternative clustering and classification algo-
rithms. Different clustering and classification algorithms can
be selected for integration in the proposed framework. Based
on the target application scenario, the proper algorithms can
be adopted by considering different issues as final number of
clusters and average cluster size, classification model accuracy
and readability, and computational cost.
(ii) Analysing additional information on patient treatments.
Besides patient examination history, additional aspects of the
medical treatments such as prescribed drugs can also be
considered. This analysis can help discovering correlations

between prescribed drugs and disease complications, as well
as detecting and preventing drug misusing. The information on
prescribed drugs can be used to characterize patient clusters
computed using the framework presented in Section II, or to
drive the clustering process for discovering groups of patients
with similar examination histories and drug therapies.
(iii) Using data taxonomy in the data analysis process. Tax-
onomies can be used to generalize examinations and drugs
into their corresponding categories. They can be used to drive
the process of clustering patient data, or to reduce the data
dimensionality problem by considering medical data described
at different abstraction levels.
(iv) Considering the temporal dimension in the patient ex-
amination history. Since medical data includes frequently
occurring temporal patterns in patient records, the temporal
dimension in medical data analysis can be a critical issue.
Temporal mining approaches can be used to discover clusters
of patients who have similar temporal relations among the
examinations. The temporal analysis can help to identify
examination pathways commonly followed by patients, and
potentially check and improve predefined guidelines.
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WI 2015 

The 2015 IEEE/WIC/ACM International 

Conference on Web Intelligence 

Singapore 

December 6-9, 2015 

http://wi-iat15.ntulily.org/wi/ 

 

The 2015 IEEE/WIC/ACM International 

Conference on Web Intelligence (WI’15) and the 

2015 IEEE/WIC/ACM International Conference 

on Intelligent Agent Technology (IAT’15) will 

be held in Singapore December 6-9, 2015, 

hosted by the Joint NTU-UBC Research Centre 

of Excellence in Active Living for the Elderly 

(LILY) at Nanyang Technological University 

(NTU) and the Living Analytics Research Centre 

at Singapore Management University (SMU). 

The two co-located conferences are sponsored by 

IEEE Computer Society Technical Committee 

on Intelligent Informatics (TCII), Web 

Intelligence Consortium (WIC), ACM-SIGART, 

and the Memetic Computing Society. 

 

Following the great successes of WI-IAT’01 

held in Maebashi, Japan, WI-IAT’03 in Halifax, 

Canada, WI-IAT’04 in Beijing, China, 

WI-IAT’05 in Compiegne, France, WI-IAT’06 

in Hong Kong, WI-IAT’07 in Silicon-Valley, 

USA, WI-IAT’08 in Sydney, Australia, 

WI-IAT’09 in Milano, Italy, WI-IAT’10 in 

Toronto, Canada, WI-IAT’11 in Lyon, France, 

WI-IAT’12 in Macau, China, WI-IAT’13 in 

Atlanta, USA, and WI-IAT’14 in Warsaw, 

Poland, the WI-IAT’15 will provide a global 

forum for scientists, engineers and educators to 

present the latest WI-IAT technologies, discuss 

how to develop future intelligent systems for 

complex applications. We will celebrate the 

common theme of Big Data in Global Brain and 

Social Networks. We will also encourage 

industry sessions representing both local and 

international companies developing solutions 

and running projects related to those areas. 

 

WI-IAT’15 will have various workshops, 

WI-IAT technical sessions, tutorials and panels. 

WI-IAT’15 will have keynotes, a social 

reception together with the poster session and 

industry demo, and a banquet. Attendees only 

need to register once to attend all technical 

events at WI- IAT’15. 

 

Web Intelligence focuses on scientific research 

and applications by jointly using Artificial 

Intelligence (AI) (e.g., knowledge representation, 

planning, knowledge discovery and data mining, 

intelligent agents, and social network 

intelligence) and advanced Information 

Technology (IT) (e.g., wireless networks, 

ubiquitous devices, social networks, semantic 

Web, wisdom Web, and data/knowledge grids) 

for the next generation of Web-empowered 

products, systems, services, and activities.  

 

_____________________ 

 

IAT 2015 

The 2015 IEEE/WIC/ACM International 

Conference on Intelligent Agent Technology 

Singapore 

December 6-9, 2015 

http://wi-iat15.ntulily.org/iat/ 

 

The 2015 IEEE/WIC/ACM International 

Conference on Intelligent Agent Technology 

(IAT’15) will be held in Singapore on December 

6-9, 2015, hosted by the Joint NTU-UBC 

Research Centre of Excellence in Active Living 

for the Elderly (LILY) at Nanyang 

Technological University (NTU) and the Living 

Analytics Research Centre at Singapore 

Management University (SMU). Co-located with 

the 2015 IEEE/WIC/ACM International 

Conference on Web Intelligence (WI’15), 

IAT’15 is sponsored by IEEE Computer Society 

Technical Committee on Intelligent Informatics 

(TCII), Web Intelligence Consortium (WIC), 

ACM-SIGAI, and Memetic Computing Society. 

 

IAT’15 will feature special thematic workshops, 

technical sessions, tutorials and panels. 

Conference programme will further include a 

welcome reception, keynotes, demos, poster 

sessions, and a banquet. Attendees only need one 

registration to attend all technical events. 

 

IAT 2015 will provide a leading international 

forum to bring together researchers and 

practitioners from diverse fields, such as 

computer science, information technology, 

business, education, human factors, systems 

engineering, and robotics, to (1) examine the 

design principles and performance characteristics 

of various approaches in intelligent agent 

technology, and (2) increase the cross 

fertilization of ideas on the development of 

autonomous agents and multi-agent systems 

among different domains. Intelligent Agent 

Technology explores advanced intelligent 

systems and their broad applications in computer 

science and engineering, big data mining, 

biomedical informatics, health informatics, 

social networks, education, robotics, security, 

etc. 

 

_____________________ 

 

ICDM 2015 

The Twenty-Second IEEE International 

Conference on Data Mining 

Atlantic City, NJ, USA 

November 14-17, 2015 

http://icdm2015.stonybrook.edu/ 

 

The IEEE International Conference on Data 

Mining series (ICDM) has established itself as 

the world's premier research conference in data 

mining. It provides an international forum for 

presentation of original research results, as well 

as exchange and dissemination of innovative, 

practical development experiences. The 

conference covers all aspects of data mining, 

including algorithms, software and systems, and 

applications. ICDM draws researchers and 

application developers from a wide range of data 

mining related areas such as statistics, machine 

learning, pattern recognition, databases and data 

warehousing, data visualization, 

knowledge-based systems, and high performance 

computing. By promoting novel, high quality 

research findings, and innovative solutions to 

challenging data mining problems, the 

conference seeks to continuously advance the 

state-of-the-art in data mining. Besides the 

technical program, the conference features 

workshops, tutorials, panels and, since 2007, the 

ICDM data mining contest. 

 

TCII Sponsored 

Conferences 
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ISMIS 2015 

The 22nd International Symposium on 

Methodologies for Intelligent Systems 

 Lyon, France 

October 21-23, 2015 

http://liris.cnrs.fr/ismis15/ 

 

ISMIS is an established and prestigious 

conference for exchanging the latest research 

results in building intelligent systems. Held 

twice every three years, the conference provides 

a medium for exchanging scientific research and 

technological achievements accomplished by the 

international community. 

 

The scope of ISMIS is intended to represent a 

wide range of topics on applying Artificial 

Intelligence techniques to areas as diverse as 

decision support, automated deduction, 

reasoning, knowledge based systems, machine 

learning, computer vision, robotics, planning, 

databases, information retrieval, etc. The focus is 

on research in intelligent systems. The 

conference addresses issues involving solutions 

to problems that are complex to be solved 

through conventional approaches and that 

require the simulation of intelligent thought 

processes, heuristics and applications of 

knowledge. The integration of these multiple 

approaches in solving complex problems is of 

particular importance. ISMIS provides a forum 

and a means for exchanging information for 

those interested purely in theory, those interested 

primarily in implementation, and those interested 

in specific research and industrial applications. 

 

 

_____________________ 

 

ICHI 2015 

The IEEE International Conference on 

Healthcare Informatics 

Dallas, USA 

October 21-23, 2015 

http://multimedia.utdallas.edu/ichi2015/ 

ICHI 2015 is the premier community forum 

concerned with the application of computer 

science principles, information science principles, 

information technology, and communication 

technology to address problems in healthcare, 

public health, and everyday wellness. The 

conference highlights the most novel technical 

contributions in computing-oriented health 

informatics and the related social and ethical 

implications. 

 

ICHI 2015 will be held in Dallas, Texas USA on 

October 21-23, 2015. It will be a forum for demo 

and paper contributions from researchers, 

practitioners, developers, and users to explore 

and disseminate cutting-edge ideas and results, 

and to exchange techniques, tools, and 

experiences. 

 

 

 

 

AAMAS 2015 

The 14th International Conference on 

Autonomous Agents and Multi-Agent Systems 

Istanbul, Turkey 

 May 5-8, 2015 

http://www.aamas2015.com/en/ 

 

AAMAS is the leading scientific conference for 

research in autonomous agents and multiagent 

systems. The AAMAS conference series was 

initiated in 2002 by merging three highly 

respected meetings: the International Conference 

on Multi-Agent Systems (ICMAS); the 

International Workshop on Agent Theories, 

Architectures, and Languages (ATAL); and the 

International Conference on Autonomous Agents 

(AA). 

 

The aim of the joint conference is to provide a 

single, high-profile, internationally respected 

archival forum for scientific research in the 

theory and practice of autonomous agents and 

multiagent systems. 

___________________ 

 

AAAI 2015 

The 29th AAAI Conference on Artificial 

Intelligence 

Austin Texas, USA  

 January 25-30, 2015 

http://www.aaai.org/Conferences/AAAI/aaai15 

 

The Twenty-Ninth AAAI Conference on 

Artificial Intelligence (AAAI’15) will be held 

January 25–30, 2015 at the Hyatt Regency in 

Austin, Texas, USA. The purpose of this 

conference is to promote research in artificial 

intelligence (AI) and scientific exchange among 

AI researchers, practitioners, scientists, and 

engineers in affiliated disciplines. AAAI’15 will 

have a diverse technical track, student abstracts, 

poster sessions, invited speakers, tutorials, 

workshops, and exhibit/competition programs, 

all selected according to the highest reviewing 

standards. AAAI’15 welcomes submissions on 

mainstream AI topics as well as novel 

crosscutting work in related areas. 

 

___________________ 

 

SDM 2015 

The Fifteenth SIAM International Conference 

on Data Mining 

Vancouver, British Columbia, Canada 

Apr 30 - May 2, 2015 

http://www.siam.org/meetings/sdm15/ 

 

Data mining is the computational process for 

discovering valuable knowledge from data. It has 

enormous application in numerous fields, 

including science, engineering, healthcare, 

business, and medicine. Typical datasets in these 

fields are large, complex, and often noisy. 

Extracting knowledge from these datasets 

requires the use of sophisticated, 

high-performance, and principled analysis 

techniques and algorithms, which are based on 

sound theoretical and statistical foundations. 

These techniques in turn require 

implementations on high performance 

computational infrastructure that are carefully 

tuned for performance. Powerful visualization 

technologies along with effective user interfaces 

are also essential to make data mining tools 

appealing to researchers, analysts, and 

application developers from different disciplines. 

 

The SDM conference provides a venue for 

researchers who are addressing these problems to 

present their work in a peer-reviewed forum. It 

also provides an ideal setting for graduate 

students and others new to the field to learn 

about cutting-edge research by hearing 

outstanding invited speakers and attending 

presentations and tutorials (included with 

conference registration). A set of focused 

workshops is also held on the last day of the 

conference. The proceedings of the conference 

are published in archival form, and are also made 

available on the SIAM web site. 

 

_________________ 

 

 

IJCAI 2015 

The Twenty-Third International Joint 

Conference on Artificial Intelligence 

Buenos Aires, Argentina  

 July 25-31, 2015 

http://ijcai-15.org/ 

 

IJCAI is the International Joint Conference on 

Artificial Intelligence, the main international 

Related Conferences 
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gathering of researchers in AI. Held biennially in 

odd-numbered years since 1969, IJCAI is 

sponsored jointly by IJCAI and the national AI 

societie(s) of the host nation(s). IJCAI is a 

not-for-profit scientific and educational 

organization incorporated in California. Its major 

objective is dissemination of information and 

cutting-edge research on Artificial Intelligence 

through its Conferences, Proceedings and other 

educational materials. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IJCAI Board of Trustees in its historical meeting 

held on Thursday, July 21, 2011 in Barcelona, 

Catalonia, Spain, decided that IJCAI conferences 

will be held annually in the future. Following the 

success of IJCAI-13 held in Beijing, China, 

IJCAI’15 will be held in Buenos Aires, 

Argentina. IJCAI’16 will be held in New York, 

USA and IJCAI’17 in Melbourne, Australia. 
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