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Network Immunization with Distributed
Autonomy-Oriented Entities

Chao Gao, Jiming Liu, Ning Zhong

Abstract—Many communication systems, e.g., Internet, can be modeled as complex networks. For such networks, immunization
strategies are necessary for preventing malicious attacks or viruses being percolated from a node to its neighboring nodes following
their connectivities. In recent years, various immunization strategies have been proposed and demonstrated, most of which rest on the
assumptions that the strategies can be executed in a centralized manner and/or that the complex network at hand is reasonably stable
(its topology will not change overtime). In other words, it would be difficult to apply them in a decentralized network environment, as
often found in the real world. In this paper, we propose a decentralized and scalable immunization strategy based on a self-organized
computing approach called autonomy-oriented computing (AOC) [1], [2]. In this strategy, autonomous behavior-based entities are
deployed in a decentralized network, and are capable of collectively finding those nodes with high degrees of conductivities (i.e.,
those that can readily spread viruses). Through experiments involving both synthetic and real-world networks, we demonstrate that
this strategy can effectively and efficiently locate highly-connected nodes in decentralized complex network environments of various
topologies, and it is also scalable in handling large-scale decentralized networks. We have compared our strategy with some of the
well-known strategies, including acquaintance and covering strategies on both synthetic and real-world networks.

Index Terms—Immunization strategy, complex networks, distributed search, autonomy-oriented computing (AOC), self-organization,
positive feedback, scalable computing
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1 INTRODUCTION

IN real-world networks [3], [4], nodes represent in-
dividuals (e.g., computers, web pages, email-boxes)

and edges represent their connecting or interaction re-
lationships (e.g., network links, hyperlinks, and the re-
lationships between two people in an email network).
To some extent, the degree of a node reflects its im-
portance in the network. This is because a node with
a larger degree has more connections with others. In
our present work, we call those highly-connected nodes
important nodes in the network. With the growth of
computer network-based applications, computer viruses
have extended their propagations from physical net-
works to logical networks. For instance, the threats of
Internet worms against network security have become
increasingly serious. Thus, it is extremely important
for us to design an effective and efficient mechanism
for restraining virus propagation. Presently, one of the
more popular methods is network immunization. Here,
by immunization it is meant that some nodes in the
network are immunized and hence will not be infected
by any virus or worm. In view of the costs associated
with immunization doses/operations in many network
environments, the core of immunization becomes how
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to immunize a small or minimum number of important
nodes in order to prevent a virus from becoming a rapid
epidemic in the network.

In the past, several immunization strategies have been
proposed, ranging from global strategies to local strate-
gies, as described in [5], [6], [7], [8], [9], [10], [11],
[12], [13]. These strategies are designed for centralized
processing and dealing with static networks. Most of
them cannot adapt well to large-scale, decentralized
scale-free networks [3], [14], [15]. In order to restrain
a virus epidemic in scale-free networks, the traditional
random immunization strategy [16], [17] needs to protect
80% of the nodes [5], whereas the targeted immunization
strategy [6], [7] requires to know the global topology
of the networks. In this regard, two limitations can be
noted: (1) it would be impossible to sort them in a large-
scale network, simply because the computational com-
plexity (O(N2)) is too large; (2) it would be unrealistic
to obtain the global topology for a decentralized and/or
dynamically evolving network.

Large-scale decentralized and/or dynamically-
evolving networks, as often found in the real world
(such as Ad Hoc or WAN networks), have the
characteristics of being extremely robust to random
failures but highly vulnerable to malicious attacks.
For instance, they may be efficient for file-sharing, but
prone to computer virus or worm propagations [18].
In view of such threats, it would be critical to develop
and deploy effective distributed protection strategies. In
recent years, some efforts have been made in developing
distributed immunization strategies, as an attempt to
achieve the efficiency of the targeted immunization
in a decentralized and/or dynamic network. Some
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typical distributed strategies include the acquaintance
immunization [9] and the D-steps immunization (or
covering immunization) [12], [13]. Their aims are
to vaccinate the highly-connected important nodes,
and thus cut the epidemic path without the global
topological knowledge. So far, it remains a challenge
for them to deal with some real-world networks
(e.g., P2P networks, or networks containing cliques
or communities) with decentralized and/or dynamic
structures, since they randomly select the initial seed
nodes and thereafter only vaccinate their neighbors
with the maximum degree within a certain range. If the
initial seed nodes are located inside one community,
this strategy will not be able to effectively protect
nodes inside other communities. In other words, due
to their fixed selection rules, the traditional distributed
immunization strategies are sensitive to their initial
settings or parameters, i.e., the initial positions of seed
nodes and the length of steps. Thus, it cannot adapt to
dynamic and/or community networks. In summary, the
followings are some unavoidable limitations:

• They ignore the structure of a network, e.g., the
network with different communities;

• They ignore those nodes with the second highest
degree;

• Although the D-steps immunization is suited to dis-
tributed networks, it is computationally too costly.
At the same time, it is difficult or impractical to
know other indirect neighbors, i.e., one’s neighbor’s
neighbors, in the real-world situations.

Based on the above motivations, in our present work,
we propose an autonomy-oriented computing (AOC)
approach [1], [2], in which a group of computational
entities are dispatched into a decentralized network.
They autonomously work with each other and update
their local environment based on their own autonomous
behaviors. In this paper, we present the formulations,
algorithms, and experimental validations using both
synthetic and empirical datasets. As shown in our exper-
iments, our distributed strategy can effectively find most
of the highest-degree nodes in large-scale decentralized
networks, including those with community structures.
This strategy is computationally efficient in that it can
find the immunized nodes within a few cycles which is
particularly useful for finding an approximate solution
given a hard deadline. It is also demonstrated that the
strategy is scalable in dealing with an open and/or
growing network based on the self-organization of enti-
ties.

The remainder of this paper is organized as follows:
Section 2 states some important research questions. Sec-
tion 3 presents the basic ideas and the detailed formula-
tions of our proposed strategy. Section 4 provides several
experiments for systematically validating our strategy.
Finally, Section 5 highlights our major contributions.

2 PROBLEM STATEMENTS

Technically speaking, the problem of decentralized net-
work immunization can be translated into the question
of how to most effectively and efficiently prevent a
virus from turning into an epidemic, given a mini-
mum number of vaccinated nodes. In a decentralized
environment, this problem is mathematically equiva-
lent to a distributed combinatorial optimization problem
(DCOP) [19], for which we are interested in finding
the largest sum of vaccinated degrees if given a fixed
number of vaccinated nodes.

Definition 1: Graph G = ⟨V,L⟩ is a network where
V={v1, v2, ..., vN} is the set of nodes (vertices), and L =
{⟨vi, vj⟩ | 1 ≤ i, j ≤ N, i ̸= j} is the set of links (edges).
N = |V | represents the total number of nodes in the network,
and ⟨vi, vj⟩ means there is a link between vi and vj .

In the immunization network, we denote vaccinated
nodes as Ve⊆V , where |Ve|=Ne and Ne≤N . Existing
work has shown that the targeted immunization strategy
is the most efficient among others, due to the fact that
it is a centralized strategy which searches all the nodes
and finds those important nodes with the largest degrees
and hence efficiently cuts a possible epidemic path [5],
[11], [12]. Let the sum of the important node degrees be
defined as SID = Σvi∈Vevi.degree.

The immunization problem can be translated into
that of finding those largest-degree nodes in the given
network, i.e., maximizing SID. Generally speaking, it is
an NP-hard problem to maximize SID, if Ne is constant
in the network.

Definition 2: An immunization strategy refers to a
scheme for achieving network immunization by means of
selecting and immunizing a set of nodes Ve, which is denoted
as Ve=IS(V0, G), where V0⊆V is the initial set of seed nodes.
In an autonomy-oriented computing (AOC) approach, these
seed nodes correspond to the initial positions of the deployed
autonomous entities. The set of selected nodes, Ve, corresponds
to the final positions of the entities, i.e., a set of important
nodes to be immunized.

Given the same V0, the criterion used to evaluate the
efficiency of different strategies is the value of SID. As
we know, this value will be globally optimized if the
targeted immunization strategy is used. Therefore, in our
current study, we can take the SID of the targeted im-
munization as our benchmark, and define our evaluation
measure as follows:

Definition 3: The coverage rate of an immunization
strategy, S, is defined as the proportion of the SID of a certain
strategy to that of the targeted immunization, i.e.,

coverage rate =
SIDS

SIDTargeted
(1)

Based on the previous immunization strategy, it would
be difficult to find the highest-degree nodes in a decen-
tralized and/or dynamic network without a centralized
control. In this paper, we aim to propose an autonomy-
oriented strategy, called AOC-based strategy [1], [2], for
tackling this problem. This strategy allocates Ne number
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of autonomous entities (e) in a large-scale decentralized
network to search the highest-degree nodes. It takes into
account the law of self-organization as the advocated
computational means for immunizing the network. In
order to achieve the optimal performance, i.e., the cov-
erage rate as defined above is close to 1, each entity
aims to move to the highest-degree node within its
neighborhood and ensure SIDt+1>SIDt at each step.
Specific research questions to be answered are as follows:

1) Coverage efficiency: Can the AOC-based strategy
rapidly find most of the highest-degree nodes in
a decentralized network? In order words, is it
possible for the AOC-based strategy to quickly and
stably converge to a set of good solutions with the
largest SID?

2) Computational cost: Is the cost of the AOC-based
strategy lower than that of other existing strate-
gies, e.g., the D-steps strategy? Two aspects of this
question need to be addressed: One is concerned
with the distributed requirement, i.e., how many
steps (or cycles) in principle does the AOC-based
strategy need in order to find the set of immunized
nodes (Ve)? Another aspect is the sequential con-
sideration, i.e., how would it compare with others
in its total CPU runtime, if we use a sequential
simulation (implementation) of the strategy?

3) Scalability: When the scale of a network is grow-
ing, can the performance of the AOC-based strat-
egy remain computationally effective and efficient?
In other words, does the AOC-based strategy have
the ability to scale up its computation?

3 THE AOC-BASED STRATEGY

In this section, we will present the detailed formulations
of the AOC-based strategy, introducing the notions of
autonomous entities, environments, local behaviors, and
evaluation functions, following the basic framework and
guidelines given in [1], [2]. Also, we will discuss the
conditions of self-organized computing in our strategy.

3.1 Entities and Their Local Environments
In the AOC-based strategy, a group of autonomous
entities are deployed into the network (Graph G based
on Definition 1). These entities can reside and move
through the network. When the dynamically-moving
entities converge to a static state, the nodes that are
selected by the entities will be seen as immunized ones.

Definition 4: Let e be an entity in a network G. Entity e is
represented by a tuple ⟨id, nodeId, utility, lifecycle, rules⟩,
where id denotes the identifier of an entity, i.e., e.id = i, i ∈
[1, Ne]. Ne is the total number of entities. nodeId and utility
represent the identifier and the degree of the node resided by e,
respectively. lifecycle is the maximum time steps for an entity
to reside on a node. The rule set stores local behaviors, which
include rational-move, random-jump, and wait.

In our strategy, the interaction between two entities
will be based only on their local environments. The

local environment of entity e includes both its direct and
indirect neighboring nodes. The direct neighbors consist
of the nodes that have edges connecting to the resided
node. And, the indirect neighbors are the nodes that
are the highest-degree nodes encountered by entities.
Fig. 1a shows some cases of local environments that
are constituted by direct neighbors only. On the other
hand, Fig. 1b illustrates the local environment of e2 that
is composed of both direct and indirect neighbors.

Definition 5: The local environment of an entity, as
denoted by El, contains a set of direct and indirect neighbors
of e. If an entity e resides on node vi, its local environment is
defined as El(e) = {vj ∨ vj .friendId | ⟨vi, vj⟩ ∈ L}, where
friendId stores the nodeId of a node that is (1) the second
highest-degree one, not being resided by any other entities,
and (2) known to the entity which has ever visited and/or
encountered vj during its search process. If none of the entities
visits vj and its direct neighbors, the friendId of vj is null.

Specifically, when an entity e moves to vi, its
vj .friendId, ⟨vi, vj⟩ ⊆ L, will be marked to the nodeId
of a node that has the maximum degree among (1)
the direct neighbors and (2) the indirect neighbors (if
vj .friendId is not null before the arrival of e) of vi, as
well as (3) the second highest-degree node in the search
path of e.

For example, as shown in Fig. 1a, the local envi-
ronment of e1 is composed of its direct neighbors, i.e,
{v8, v9, v11}. This is due to the fact that the friendId
of these nodes are null before e1 encounters them. In
Fig. 1b, when e1 moves from v10 to v11, its local envi-
ronment El(e1) becomes {v6, v10, v12, v13, v14, v15}. That
is because no entity has updated the friendId of these
nodes. However, after e1 updates its local environment
based on Eq.2, v6.friendId changes from null to 15;
that is, v6.friendId=argmax{El(e1), v10}=v15.nodeId =
15, which is the highest-degree node among the direct
and indirect neighbors of v11, and the second highest-
degree node in the search path of e1 (i.e., v10). Therefore,
when e2 moves from v5 to v4, its local environment
is composed of both direct and indirect neighbors, i.e.,
{v3, v5, v6, v7}∨{v15}.

vj .friendId(t+ 1) = argmax{ El(ei(t+ 1)), (2)
ei.nodeId(t) }, nj ∈ El(ei(t+ 1))

where argmax{·} returns a nodeId corresponding to the
node that has the maximum degree and not resided by
any entities in the sets of El(ei(t+ 1)) and ei.nodeId(t).

Definition 6: The profit from an entity’s local environ-
ment is defined as δ(e) = M(El(t)), where M(·) returns the
degree of the highest-degree node in the local environment of
e at time step t.

In Fig. 1a, δ(e1)=6 and δ(e2)=4, the highest-degree
nodes are composed of direct neighbors. However, in
Fig. 1b, v15 is an indirect neighbor of e2, which is the
highest-degree node in the local environment of e2.
According to this definition, we can note that the local
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Fig. 1: (a) Illustrations of two autonomous entities and their local environments. (b) e2 enlarges its local environment
through its interaction with e1. (c) The positive feedback mechanism helps entity e2 find a new position.

environment El is not simply a static set of nodes. It can
be modified by other entities. By this, it is meant that en-
tities can undertake indirect interactions, and thus achieve
the positive feedback from their local environments.

As explained in [1], the sufficient condition for self-
organized computability is that entities should implic-
itly incorporate certain global influences. In our present
strategy, the coupling relationships among entities and
their local environments have implicitly reflect the global
influences, that is, all entities attempt to reside on the
highest-degree nodes in a network.

In what follows, we will further define the local be-
haviors of an entity, which further embody the necessary
condition for self-organized computability, i.e., the short
and long-range stochastic or exploratory actions, and the
positive feedback-based accelerated aggregations [1].

3.2 Local Reactive Behaviors of Entities

Our central issue in designing a distributed strategy is
how to enable entities to rapidly find those highest-
degree nodes without centrally ranking all the nodes
(since there is no centralized control involved). As we
have mentioned, entities will indirectly interact among
themselves based on the indirect neighbors of nodes
that have been visited by others. Each of them attempts
to move to a node whose degree will be higher than
that of its currently resided node, based on the local
information and the feedback from the environment. The
local attraction will keep the entities with higher utilities
residing in present places and those with lower utilities
moving toward other positions. Meanwhile, a long-range
move will enable an entity to escape out of local optima.

1) Rational-Move. An entity moves to a highest-degree
position in its local environment by means of rational-
move. If there exist more than one highest-degree po-
sitions, the entity will choose the first one from its
friend list. Fig. 1 provides an illustrative example. The
corresponding algorithm is given in Alg. 1 in [23].
2) Random-Jump. An entity moves randomly to a dis-
tant or long-range node in order to avoid getting stuck in
local optima. This would become especially critical if the
network concerned contains community structures, as it
is difficult for entities to move out of them. At the same

time, the random-jump is necessary for realizing the
diversity and emergence of computable configurations
in the AOC system [1].
3) Wait. Besides the two moving behaviors, an entity can
also stay in the old position, whenever it cannot find any
better positions than the current one. In Fig. 1c, e1 resides
in the old position, and e2 moves to a new position.

3.3 Evaluation Functions

In order to effectively apply its behavioral rules as
mentioned above, an entity needs to evaluate its current
state, utility, as well as the current states of its local
environment, by using several evaluation functions [1].

Each entity can only sense its local environment and
apply the behavioral rules to govern its degree-search
moves. The utility (degree) of an entity can be estimated
iteratively based on the following equation:

ei.utility(t+ 1) =


δl(ei(t)), if ei.utility ≤ δl(ei(t))
nj .degree, if ei.lifecycle < 1

and ei.utility > δl(ei(t))
ei.utility(t), if ei.lifecycle ≥ 1

(3)
Eq. 3 provides the basis for establishing a positive

feedback between an entity and its environment. The
equation contains three parts, namely, three different
results of behaviors.

Further, when an entity moves to a new position, it
will update its lifecycle as follows:

e.lifecycle(t+ 1) = e.lifecycle(t) +△t (4)

where △t is a reward value (which is the degree incre-
ment at each step) for keeping an entity resided on the
node with a higher degree. Meanwhile, its lifecycle will
decay over time based on Alg. 3 in [23].

At the end of each cycle, the collective outcomes of
the system will be evaluated in order to accelerate the
whole system evolving toward a new level based on
Definition 6 and Eq. 5:

δ(ei(t+ 1)) = Max{M(El(ei(t+ 1))), ei.utility(t)} (5)

Meanwhile, an entity can improve the profit of its local
environment by updating the friendId of the neighbors
based on Eq. 2 as given in Section 3.1. Thus, the behavior



5

probability of rational-move can be indirectly affected by
the increased profit from the local environment.

For example, after the rational-move behavior in
Fig. 1b, entity e1 improves its utility from 3 to 6. Then,
the entity updates its respective local environments. In
Fig. 1b, e1 will evaluate the profit of the local envi-
ronment (δ(e1) = 5) and update its local environment,
e.g., v6.friendId = argmax{δ(e1)} = 15. Specially, v6
is a shared environment between e1 and e2. Therefore,
the local environment of e2 includes direct neighbors
{v3, v5, v6, v7} and an indirect neighbor {v15}. Mean-
while, the local environment profit of e2 becomes δ(e2) =
5. This corresponds to an indirect interaction between e1
and e2 through their shared environment.

The positive-feedback control mechanism, as men-
tioned earlier, plays an essential role in effectively trig-
gering and speeding up the global emergence of finding
important nodes. It accelerates entities in converging
toward to their optimal positions through enlarging the
scope of their local environments. For example, if there
were no indirect interaction, e2 would miss the second
highest-degree node v15 in Fig. 1b. With the indirect in-
teraction, the local environment profit of e2 is improved
from 4 to 5. Thus, e2 will move from v4 to v15 in Fig. 1c
in the next time. More evaluations are shown in Fig.4.

4 EXPERIMENTATION AND VALIDATION

The main algorithm of the AOC-based strategy and sub-
functions are provided in [23]. In this section, some ex-
periments are used to evaluate the search performances
and some special features of the AOC-based strategy
in order to answer the research questions introduced in
section 2.

For our experimental validation, we have generated
some synthetic networks of different scales, even with
community-based structures, by using the GLP algo-
rithm [20] in which the exponent can be tuned. Mean-
while, we also use five publicly available benchmark net-
works, including two email networks, two autonomous
systems networks (i.e., AS networks), and one typical
community-based coauthorship network. The structures
of different networks and some symbols mentioned in
our experiments are listed in Table I and II in [23],
respectively.

4.1 Coverage Efficiency

In this section, we will evaluate the coverage efficiency
of the AOC-based strategy. All our experimental results
will be given in average values obtained over 100 simula-
tion runs. Several parameters will be used in evaluating
the efficiency of different strategies, as follows:

1) Entity steps: the average moving steps of an entity;
2) Coverage rate (%): the ratio of the total degree ob-

tained by an immunization strategy to be evaluated
to the total degree by the targeted strategy;

3) Environment steps (p): the updating times (or
cycles) for the AOC-based strategy to converge to
a stable state;

4) Time (ms): the average CPU runtime based on
a sequential simulation (implementation) of the
strategy (the unit is in milliseconds).

4.1.1 Simulation Results
Fig. 2 and Fig. 3 present the results of coverage rates and
average entity steps for different numbers of immunized
nodes, Ne, as obtained from comparative experiments
using the Enron email network and coauthorship net-
work (i.e., NET3 and NET7 in [23]). It can be noted
that the AOC-based strategy demonstrates an overall
higher coverage rate than the D-steps strategy. At the
same time, the average entity moving steps in the AOC-
based strategy decreases with respect to the increase in
the number of immunized nodes; this nonlinear decrease
is due to the effects of local interactions among entities.

(a) Enron email network (b) Coauthorship network
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Fig. 2: The coverage rate on different networks (semilog
charts). The AOC-based strategy leads to better results
than the D-steps strategy.
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Fig. 3: The average moving steps on different networks
(semilog charts). All entities need only a few steps to
find the targeted positions.

The Enron email network contains many isolated com-
munities each of which contains only two nodes. If there
are only a few entities in a network, the entities need
more move steps to find their destination positions. That
is because there are no indirect interactions among en-
tities nor emergent computing. Only when an adequate
number of entities is reached (at least five entities are
necessary as shown in Figs. 2 and 3), the efficiency of
the AOC-based strategy can nonlinearly grow based on
the indirect interactions among entities, i.e., their indirect
interaction-based positive feedback mechanism resulting
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in the nonlinear performance improvement. Thus, there
can be seen an inflection point in Fig. 3. The same situation
has also been observed in other networks (shown in Fig.
9 in [23]).

As shown in these figures, the coverage rates of the
AOC-based strategy are much higher, and the average
moving steps are fewer, than the D-steps strategy in
most of the cases. This indicates that our strategy can
effectively find most of the highly-connected nodes in
various networks with fewer moving steps.

4.1.2 Performance Analysis
As we know, both the acquaintance and D-steps strate-
gies can find n highest-degree neighbors around seed
nodes. If the seed nodes are randomly disposed on the
outliers of the network or centralized inside one commu-
nity, this would affect the coverage efficiency of the D-
steps strategy. But, the autonomous entity, in the AOC-
based strategy, chooses adaptive behaviors according to
the feedback from its environment and its own state at
each time step. The rational-move enables an entity to
find the highest-degree node from its local neighbors,
whereas the random-jump enlarges its search scope that
ensures the diversity of the potential solutions.
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Fig. 4: The influence of positive feedback in the coau-
thorship network. The triangles correspond to the case of
applying a hill climbing method, i.e., there are no jump
behaviors in the strategy. The circles correspond to the
case where the move behaviors of entities are based only
on their directed neighbors with no indirect interactions.
This is a typical local search method that combines hill
climbing and random walks together.

The influences of positive feedback on the coauthor-
ship network are shown in Fig. 4. Based on the indi-
rect interactions among autonomous entities, the global
utility has shown a nonlinear growth. The AOC-based
strategy embodies a positive feedback mechanism to
speed up the search for desired positions, i.e., all entities
can quickly converge to a stable position that has a
high degree. That is because the higher the global utility
is, the larger the search scope for entities will become.
The entities will collectively find more highly connected
nodes in the next step and the strategy quickly converges
to a stable state. Conversely, the entities without the
indirect feedback from other entities have to spend more
time and steps to find the destination positions. And, the

entities without the random-jump behaviors will stop
exploring if they fall into local optima. We have selected
twenty entities as examples to observe the coverage rate
with respect to environment updating times. The results
are shown in Fig. 4b, which again validate the above
analysis. Some experiments in [21] have shown that
various collective effects can be reached and observed
over either different temporal and/or spatial scales.

Fig. 2 further provides the results of comparisons
between the AOC-based and D-steps strategies. When d
and the number of immunized nodes are large enough,
the D-steps strategy can search almost the entire net-
work. In other words, the coverage rate of the D-steps
strategy relies on the size of steps and the number of
immunized nodes. On the other hand, the coverage effi-
ciency of the AOC-based strategy relies on the emergent
computing and self-organization among entities. When
there are fewer entities on the network, the efficiency
may be lower than the D-steps strategy, especially on the
community-based networks, e.g., the Enron and coau-
thorship networks. When the number of entities reaches
a certain level, the efficiency of the AOC-based strategy
will nonlinearly grow based on the positive feedback
and self-organization among the entities.

In order to examine the changes of coverage rates with
respect to environment updating times (steps), varying
numbers of entities are allocated into different networks.
The result is shown in Fig.5. More results are provided
in Fig. 11 in [23].

From the above experiments, we can observe that:

• the AOC-based strategy can achieve the maximum
coverage set within the finite steps;

• the coverage rate of the AOC-based strategy is
higher than that of the D-steps strategy because the
long jump ensures the diversity of potential solu-
tions and enlarges the searching range of entities;

• the AOC-based strategy adapts well to networks
with community structures, whereas the D-steps
strategy will fall into local optima.
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Fig. 5: The coverage rates with respect to the updating
steps on the Enron email network (semilog charts). The
coverage rate with a larger number of entities reaches
higher than those with fewer entities.
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TABLE 1: The complexities of different strategies.

Strategy Complexity
Targeted immunization O(N2)

Betweenness immunization O(N ∗ E)

Acquaintance (random neighbor) O(n ∗ k)

Acquaintance (max neighbor) O(n ∗ (⟨K⟩2 + k))

D-steps immunization O(n ∗ (⟨K⟩d−1) ∗ (⟨K⟩2 + 1))

AOC-based immunization O(n ∗ p ∗ (⟨K⟩2 + 1))

4.2 Computational Cost

Table 1 lists the worse-case computational complexities
of the existing immunization strategies. The descriptions
of parameters and more analyses about computational
complexities are provided in Section III-C in [23].
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Fig. 6: The sequential cost with respect to the number
of immunized nodes on the synthetic and benchmark
networks (logarithmic charts). (a) is averaged over NET1
and nine networks, as listed in Table III in [23].

Some large-scale networks, ten synthetic networks
(i.e., NET1 and nine networks with 104 nodes as listed
in Table III in [23]) and AS network (i.e., NET6 in [23]),
are selected for comparing both the sequential and dis-
tributed time of the D-steps and AOC-based strategies.
Here, the sequential time corresponds to the runtime
as required by the sequential implementations (simula-
tions) of the distributed algorithms. The distributed time,
however, measures the number of synchronized cycles or
time steps as needed for the distributed computations.
The results are shown in Fig. 6. From this result, we
can see that the runtime of the AOC-based strategy is
shorter than that of the D-steps strategy in most of the
situations.

Based on the above analysis of computational com-
plexity, we know that ⟨K⟩d−1 and p will both determine
the cost of the AOC-based strategy. For the AS network,
⟨K⟩ is 4.22, and system updating time p is equal to 50.
In this case, the runtime of the AOC-based strategy is
more than that of the D-steps strategy. However, the
above analysis is based on the worst case. In the actual
operations, the computing time of each entity is less than
p. Since most of the entities reside in their old positions,
the sequential time of the AOC-based strategy is in fact
less than the D-steps strategy, especially in the case of
larger-scale networks. That is why the experimentally-
measured cost of the AOC-based strategy is lower than

the D-steps strategy in Fig. 6, even if p > ⟨K⟩d−1. More
explanations are provided in Fig. 10 in [23].

4.3 Scalability

In this section, we examine the scalability of the AOC-
based strategy. Specifically, we compare the coverage
rates and cost of both the AOC-based and D-steps
strategies with respect to different network scales. The
comparison results are shown in Fig. 7. From the figure,
we note that the coverage rate of the AOC-based strategy
is much closer to that of the targeted immunization
with the growth of network scales. However, the cov-
erage rate of the D-steps strategy decreases with the
increase of network scales. This is because the core of the
AOC-based strategy lies in entities’ local autonomy and
their self-organization. The larger the network scale, the
more effective and efficient the behaviors of entities will
become. The entities self-organize their own behaviors
according to their states and positive feedback from the
environments. On the other hand, the behaviors in the D-
steps strategy are unchangeable; the highest-degree node
will be chosen only around the seed nodes. Therefore,
the efficiency of the D-steps strategy will be restricted to
the number and initial positions of seed nodes, as well
as the length of steps d.

Fig. 8 presents a comparison of their distributed steps
in different network scales. The result also confirms the
scalability of the AOC-based strategy in that each entity
only linearly increases one step when the network scale
increases by one order of magnitude.
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Fig. 7: Scalability evaluations of the AOC-based and
D-steps strategies (semilog charts). The coverage rate
of the D-steps decreases and the cost of the D-steps
drastically increases with respect to the increments of
network scales. However, the network scale will not af-
fect the coverage rate of the AOC-based strategy, which,
as expected, gets an even higher coverage rate with a
lower cost in the larger network.

5 CONCLUSIONS

In this paper, we have presented a distributed and feasi-
ble immunization strategy that is based on the ideas of
autonomy-oriented computing (AOC). In order to inves-
tigate the efficiency of our strategy, we have compared
our strategy with some existing strategies using both
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Fig. 8: A comparison of average moving steps per each
entity in different scales (semilog charts).

synthetic and real networks, including those with com-
munity structures. Our experimental results have shown
that the AOC-based strategy is effective for large-scale
decentralized and community-based networks, and the
robustness of the AOC-based strategy in dynamically-
evolving networks has been discussed in [22]. Specially,
the AOC-based strategy has the ability to scale up its
computation based on the design of self-organization.
The efficiency of our strategy will improve with the
increase of network scale. The results have shown that
the cost of the AOC-based strategy is lower than others.

In summary, our work has offered a means for net-
work immunization. It enables us find the highest-
degree nodes quickly on a large-scale decentralized
and/or community-based network with very low cost
in order to cut epidemic paths.
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