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ABSTRACT
An increasing number of recommender systems enable conversa-
tional interaction to enhance the system’s overall user experience
(UX). However, it is unclear what qualities of a conversational rec-
ommender system (CRS) are essential to determine the success of a
CRS. This paper presents a model to capture the key qualities of
conversational recommender systems and their related user expe-
rience aspects. Our model incorporates the characteristics of con-
versations (such as adaptability, understanding, response quality,
rapport, humanness, etc.) in four major user experience dimensions
of the recommender system: User Perceived Qualities, User Belief,
User Attitudes, and Behavioral Intentions. Following the psychomet-
ric modeling method, we validate the combined metrics using the
data collected from an online user study of a conversational music
recommender system. The user study results 1) support the consis-
tency, validity, and reliability of the model that identifies seven key
qualities of a CRS; and 2) reveal how conversation constructs inter-
act with recommendation constructs to influence the overall user
experience of a CRS. We believe that the key qualities identified in
the model help practitioners design and evaluate conversational
recommender systems.

CCS CONCEPTS
• Information systems→ Recommender systems; • Comput-
ingmethodologies→Discourse, dialogue and pragmatics; •Human-
centered computing → User studies; Heuristic evaluations.

KEYWORDS
Recommender systems, conversational recommender systems, user
experience, questionnaire, user-centric evaluation.
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1 INTRODUCTION
The new generation of conversational recommender systems (CRSs)
enables users to interact with recommendations using natural hu-
man language. Traditionally, users click a rating button to tell the
system if they like the recommended item or not, while in a CRS,
users may say “I like the melody of this song” to express their prefer-
ences in more detail. The CRS’s prominent feature is the natural in-
teraction that facilitates user critiquing [1] and user exploration [2]
in recommender systems.

The implementation of the CRS relies on two major AI tech-
nologies, i.e., recommendation technique and natural language
processing technique. However, current evaluation frameworks
of recommender systems mainly focus on recommendations but
ignore conversations, which might not be sufficient to assess the
ultimate success of a CRS. Previous studies [3–5] have shown the
limitations of only considering objective metrics in evaluating rec-
ommender systems. We have seen several user-centric evaluation
frameworks, such as the widely used ResQue questionnaire [6]
and Knijnenburg et al. proposed framework [7], to measure user
experience of recommendations. The user-centric evaluation of a
CRS can be even more important and challenging. This is because a
CRS intends to improve the overall user experience (UX) of recom-
mendations through a more natural human-computer interaction.
Recent studies [1, 2, 8] on CRSs have considered some prominent
qualities of both recommendations and conversations to gauge the
user experience. However, it is unknown how these qualities in-
teract to influence user behavioral intentions and which qualities
are more crucial to the success of a CRS. To this end, we introduce
a model that investigates how the qualities of a CRS influence be-
havioral intention to use the CRS. We develop this model based on
existing user-centered evaluation work on recommender systems
and conversational agents. The structure of our model follows the
four key dimensions: User Perceived Qualities, User Belief, User
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Attitudes, and Behavioral Intentions, which are identified in ResQue,
a widely used evaluation framework for recommender systems [6].

The development of our model follows an empirical research
methodology. We validate the new model by conducting a user
study with a conversational music recommender. The results of our
study confirmed that our model achieved sufficient (high) reliability
for assessing user experience of a CRS and the hypothesized paths
in the model have been validated. With our CRS-UX model, we
attempt to answer the following research questions:

• RQ1:Which qualities of a CRS are particularly important in
terms of their influence on intention to use the CRS?

• RQ2: How do conversation constructs interact with recommen-
dation constructs to influence user experience of a CRS?

The main contributions of our work are two-fold:

(1) We develop a unified model that identifies key qualities of
conversational recommender systems from the users’ per-
spective. In particular, the new model reveals how the qual-
ities of conversation correlate with the qualities of recom-
mendation and how they altogether can be used to design
and evaluate a CRS.

(2) We employ an empirical research method to validate the
model by conducting a user study (N=173) with a conversa-
tional music recommender.

We structure the paper as follows. We first review the related
work on conversational recommender systems and existing user-
centric evaluation frameworks for recommender systems and con-
versational agents respectively. After that, we explain the devel-
opment process of our model including the constructs and the
hypothesized relations. We then validate the model by presenting a
user study including experimental setup and data analysis. Finally,
we discuss the model and study results, and conclude with the
limitations and future plans of our work.

2 RELATEDWORK
2.1 Conversational Recommender Systems
The conversational recommender system (CRS) allows users to find
their interesting recommendations with multi-turn interactions [9].
Unlike traditional recommender systems that only support a one-
shot interaction, i.e., presenting one or a list of recommended items
based on users’ past behavior [10], the CRS can interactively elicit
users’ current preferences from their feedback and build a more
comprehensive user model to make better recommendations [11].
According to a recent survey on CRS [9], some earlier CRSs were
built on the graphical user interface (GUI), such as critiquing-based
systems [12] where users give feedback on recommendations by
choosing some pre-defined critiques. However, the recent advance
of natural language technology has led to an increased interest in
building a CRS on the conversational user interface (CUI), where
users interact with the recommender system through conversa-
tion [13, 14].

However, most researchers evaluated CRS techniques using of-
fline experiments, which usually simulated user behavior, for ex-
ample, answering preference-related questions or giving feedback
on recommendations, based on their historical data [15]. With

simulated data, they separately measured the recommendation per-
formance by adopting accuracy measures (for example, Average
Precision, RMSE, and Recall) [11], and/or assessed the system’s
responses using linguistic measures like BLEU score [16], but this
may not reflect the overall quality of the system. Such simulated
evaluation did not consider that users may develop new preferences
after they explore recommendations during the conversation. Thus
it may not inform us about the evaluation results in real-world
situations. In contrast, empirical studies carried with user-centric
evaluation can better measure the system’s effectiveness in realistic
situations. It typically requires participants to use the system to
complete a specific task (for example, finding music for a party)
and then assesses their quality perception of the system [1, 2]. But
to the best of our knowledge, so far, rare work has identified key
qualities of a CRS from the users’ perspective. To this end, our work
aims at developing a model to fill in this vacancy.

2.2 UX Metrics for Recommender Systems
Given the limitations of evaluation methods based on objective
metrics, several studies proposed different UX metrics for recom-
mender systems. The most influential ones are ResQue [6] and the
framework proposed by Knijnenburg et al [7]. ResQue is a unifying
evaluation framework that measures the qualities of the recom-
mended items and analyzes how these qualities influence Behav-
ioral Intentions through User Beliefs and Attitudes. Knijnenburg et
al. proposed a framework to explain users’ behavior through a set
of constructs organized in a structure relating the objective system
aspects, subjective system aspects (i.e., the perceived qualities of
the system), experience constructs (i.e., how users experience the
system), personal characteristics, and situational characteristics.
Numerous studies have employed one of the two frameworks to
evaluate various types of recommender systems ranging from so-
cial learning recommendations [17], music recommendations [1],
movie recommendations [18], to product recommendations [19].
In addition, we find some evaluation questionnaires that focus on
some specific UX constructs of recommender systems such as expla-
nation [20], trust [21], inspectability, and user control [22]. As we
mainly focus on user perception of recommendations, we choose
ResQue in our study.

2.3 UX Metrics of Conversational Agents
From a technical point of view, the evaluation metrics of con-
versational agents (CA) have identified several key components,
such as the performance of natural language understanding (NLU)
component [23] and natural language generation (NLG) compo-
nent [24, 25]. One popularly used evaluation framework for CA
is PARADISE [26], which mainly focuses on assessing task suc-
cess rate and dialogue cost (for example, dialogue time, number
of utterances, agent response delay). Given that CA usability can
significantly influence the demonstration and perception of CA
functionality [27], we especially review the metrics of measuring
the quality of conversational experience. Walker et al. [26] pro-
posed a general performance model of system usability for spo-
ken dialogue agents, which includes a subjective metric of user
satisfaction and three objective metrics of dialogue efficiency, di-
alogue quality, and task success. Ruttkay et al. [28] proposed a
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framework for comparing and evaluating embodied conversational
agents and identified the general and most important issues of eval-
uating CA. Kuligowska’s proposed metrics include performance,
usability, and overall quality of commercial conversational applica-
tions [29]. Based on the quality attributes of chatbot development
and implementation, Radziwill and Benton [30] proposed a quality
assessment method and introduced an analytic hierarchy process
(AHP) for quality metrics selection. Guerini et al. [31] provided a
novel methodology to assess the impact of the agent’s interaction
strategies on the quality of experience. The metrics mainly consider
two dimensions: Quality of Service (QoS) and Quality of Experience
(QoE). Zhao et al. [32] developed a metric based on the theories
of negotiation and communication. It characterizes the interaction
into dimensions of rapport, such as positivity, attentiveness, and co-
ordination. PEACE model [33] identifies four essential qualities of
a chatbot (including politeness, entertainment, attentive curiosity,
and empathy) that influence users’ intention to use open-domain
chatbots.

Each metric’s constructs vary, while some constructs are com-
mon in some metrics such as task ease, performance, and satis-
faction. Some of their constructs [29, 32] consider features more
about communications such as language skill, coordination, rap-
port, while some metrics include more comprehensive constructs
such as future use [34], affect [30], trust [28], and ease of use [31].
Besides, four of above mentioned metrics specialize in particular
types of CA, such as commercial CA, task-oriented CA, social ne-
gotiation CA, and open-domain CA. Similar to the evaluation of
recommendations, objective measures are insufficient to gauge the
effectiveness and user experience of a conversational recommender
system (CRS). Since a CRS is a task-oriented conversational agent,
the evaluation should consider the success of dialogue if the agent
helps users find the recommended items of their interests.

3 MODEL DEVELOPMENT

Figure 1: Abstract Levels of Key Qualities in CRS-UX.

We develop our model CRS-UX based on ResQue model [6],
which consists of four dimensions: Perceived System Qualities, User
Beliefs, User Attitudes, and Behavioral Intentions. Each dimension
contains several constructs carefully derived from prior work re-
lated to the user experience of recommender systems. Our model
considers the constructs of Perceived System Qualities and User Be-
liefs as potential qualities of a CRS, the constructs of User Beliefs
measure a higher level of user perceived quality of the system. We,
therefore, determine the constructs that influence Behavioral Inten-
tions as the key qualities of conversational recommender systems
in our model (see Figure 1). We identify the potential key qualities of
conversational agents from our surveyed papers. We first propose
initial sample questions and then conduct a pilot study to refine

the constructs and their contained questions. Our model organizes
the question items into the four dimensions to clearly describe how
these potential qualities of a CRS influence User Attitudes, and
furthermore Behavioral Intentions. After modifying and dropping
the redundant and confusing questions, the final model contains
nineteen constructs and thirty-seven questions (see Table 2). The
following sections explain what the constructs are supposed to
measure and review the relevant studies that have inspired our
model’s development.

3.1 Perceived System Qualities
Perceived system qualities (PSQ) are defined as the first layer of
CRS-UX, in which we mainly measure how users perceive the
major characteristics of the recommender system such as recom-
mendation accuracy, interaction adequacy, and those of conver-
sational agents including positivity, attentiveness, coordination,
understanding, adaptability, and response quality. We omit several
constructs of the original ResQue model due to the unique feature
of CRSs. For example, we omit diversity because it is a measure
for a set of recommended items rather than a single item usually
recommended by a CRS at a time, and we also exclude the construct
of interface adequacy as it focuses on the graphical user interface.
Our study validates some existing effects of User Perceived Quali-
ties of recommendations on User Beliefs, Attitudes, and Behavioral
Intentions found in the context of using conversational interaction.
Moreover, we investigate how conversations constructs correlate
with recommendations constructs to influence the other three di-
mensions.

Recommendation Accuracy. Perceived accuracy measures to what
extend users feel the recommendation matching their interests
and preferences. It can compensate for the limitation of objective
accuracy [35], to indicate how good the recommendation could be
from the users’ perspective.

Explanation. This construct measures the system’s ability to ex-
plain its recommendations. Explainable recommender systems tend
to improve the trustworthiness and transparency of the system [36].
Several works [37, 38] have proposed different approaches to design
and evaluate explanations of recommender systems. Explanations
affect a user’s mental model of the recommender system [37], how-
ever they may also negatively influence perceived recommendation
accuracy [39] .

Novelty. Novelty is one of the most discussed beyond-accuracy
metrics for recommender systems, which gauges the extent to
which the recommendation is new or unknown to users. Novelty is
particularly important to a recommender system that aims to sup-
port user exploration and discovery of new items. Novelty is always
discussed together with "serendipity"; however, Herlocker [40] ar-
gued that recommendation of high serendipity should be not only
new but also surprising. Despite the nuances of the two words, we
do not distinguish them in our user study to avoid users’ confusion.
Novelty is usually positively correlated with some of other metrics
like diversity and coverage [41].

Interaction Adequacy. This construct mainly measures the sys-
tem’s ability to elicit and refine user preferences through user inter-
action. However, some recommender systems may implicitly adapt
to user preferences based on their interaction behaviors. Despite
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more interaction efforts, a CRS tends to improve user experience
through dialogue-based conversations [42]. Unlike the single-shot
elicitation model in traditional RS, preference elicitation is usually
an incremental process in a CRS [43]. Similar to the common inter-
action strategies of critiquing based recommender systems [44], a
CRS allows users to give feedback by rating items or specifying the
attributes of their preferred items.

CUI Positivity. The “Rapport” of conversations consists of three
essential components1 including Positivity, Attentiveness, Coor-
dination [45]. Positivity is the first component of Rapport and it
corresponds to the perceived mutual friendliness and caring in the
communication. For example, positivity may determine the tone
and vocabulary of conversations [45].

CUI Attentiveness. Attentiveness is the second component of
Rapport. It measures if a system establishes a focused and cohesive
interaction by expressingmutual attention and involving each other.
CUI attentiveness closely relates to the other two components,
namely Positivity and Coordination [45].

CUI Coordination.Coordination is the final component of Rapport
that examines if the communication is synchronous and harmo-
nious [45]. Coordination is more critical to Rapport than the other
two components in the late communication phase. Besides, coordi-
nation tends to arouse empathy; thus, communicators respect each
other.

CUI Understanding. Understanding is the key performance indi-
cator of conversational agents, which measures an agent’s ability
to understand users’ intents. The evaluation of the natural lan-
guage understanding (NLU) module of a CA usually measures its
performance of classifying intents and extracting entities, and its
confidence scores stability [46]. In our work, we aim to measure
user perceived understanding of a CRS.

CUI Adaptability. Adaptability measures a system’s ability to
adapt to users’ behavior and preferences during the conversation.
The adaptability is usually associated with personalization, i.e.,
whether a system can personalize its replies by adapting to the
user’s emotions and historical behavior [47]. Other adaptive agents
can learn users’ vocabularies to engage with community mem-
bers [48], and adjust the length of conversation according to the
context [49]. This construct in our model particularly assesses if
the system adapts to the user’s preference for items.

CUI Response Quality. We measure the response quality of a
CRS from two aspects: content quality (informativeness) and the
pace of interaction (fluency), which have been widely adopted
for evaluating the quality of conversational agents’ responses [50].
According to an evaluation framework for CA [51], informativeness
and fluency are human judgments of conversational aspects, which
in turn influence human judgments of the overall quality of the
conversations such as engagingness and humanness.

3.2 User Beliefs
The constructs of User Beliefs in our CRS-UX model measure a
higher level of user perception of a system, which are influenced
by the constructs of Perceived Qualities. We concretely incorporate
three constructs related to user perception of conversations in this

1These three components closely correlate, and each component’s relative importance
may change over communication time.

evaluation layer, which are CUI rapport, CUI Engagingness, and
CUI Humanness, in addition to the constructs in the original ResQue
model (for example, User Control, Perceived Usefulness, Perceived
Ease of Use, etc.) [6]. Overall, this layer’s constructs focus on the
effectiveness of a CRS in supporting users to perform specific tasks,
such as decision making and exploration of new items.

User Control. User control measures the level of controllability
users perceive while interacting with the recommender. Previous
studies show the positive effects of user control on multiple user
experience factors such as perceived qualities [52] and overall user
satisfaction [53]. To address the challenges of designing person-
alized user control mechanisms for recommender systems [54],
several studies [55, 56] suggest different user control mechanisms
that are tailored to some personal characteristics such as domain
knowledge, trusting propensity, and persistence.

Perceived Usefulness. Perceived usefulness measures the compe-
tence of the system in terms of supporting users in performing
tasks [21]. Users may judge the usefulness of a recommender by
comparing it with their experience of performing a similar task
without the recommender’s support. It was found that the perceived
usefulness influences the users’ willingness to share their data for
improving E-commerce recommendations [57]. In our model, per-
ceived usefulness particularly measures the extent to which the
system supports decision making.

Perceived Ease of Use. Perceived ease of use can be measured
physically and mentally. The psychical measures include comple-
tion time of performing a task and learning curve of using a new
system. Regarding mental measures, many user studies of recom-
mender systems employ the NASA-TLS evaluation framework [58]
to assess users’ cognitive load. We believe both physical efforts and
cognitive load will influence the perceived ease of use of a CRS.
Similar to ResQue [6], we use the subjective questions to measure
this construct.

Transparency. Transparency of a system enables users to under-
stand the inner logic of the recommendation process. Transparency
closely relates with user control and explanation, the implementa-
tion of which constructs tends to positively influence users’ per-
ceived accuracy [59], intention to buy [60], and overall satisfac-
tion [19]. Intuitively, transparency is also supposed to influence
user trust positively [61]. However, a user study of content-based
art recommender does not show such an effect [39]. Besides, Kizil-
cec [62] argues that designers should find a proper degree of inter-
face transparency for building trust, as too much transparency may
impair user trust.

CUI Rapport. It measures if users perceive a rapport while commu-
nicating with the conversational agent. Several studies investigate
different approaches to help agents develop and maintain a com-
munication rapport with users. For instance, Novick and Gris [63]
suggest increasing amplitude of nonverbal behaviors to establish
a rapport; and Riek et al. [64] enable human-robot rapport via
real-time head gesture mimicry.

CUI Engagingness. In a broader sense, engagingness refers to
the quality of the user experience that emphasizes user desire to
continuously use a product for a long time [65]. It can be influenced
by many factors such as positive affect, aesthetic and sensory ap-
peal, novelty, and perceived user control [66]. See et al. [51] define
engagingness as an overall quality measure of conversation.
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CUI Humanness. Humanness is also an overall quality measure
of conversation, as it gauges the extent to which an agent behaves
like a human. Adiwardana et al. [67] propose user-centric evalua-
tion metrics, i.e., Sensibleness and Specificity Average (SSA), which
capture key elements of a human-like multi-turn conversation.
Moreover, many studies show various factors that may influence
user perception of humanness, such as anthropomorphic visual
cues [68], the presence of typos and capitalized words in the re-
sponses [69], typeface [70], and conversational skills [71]. However,
a study suggests avoiding small talk and maintaining a formal tone
to reduce humanness in a service-oriented context [72].

3.3 User Attitudes
User Attitudes assess users’ overall feelings towards a conversa-
tional recommender system. Compared with the constructs of User
Beliefs, the constructs of Attitudes are less likely to be influenced
by the short-term experience of using the system. The typical con-
structs of Attitudes include user trust, user confidence, and overall
satisfaction.

Trust. Trust significantly influences the overall success of recom-
mendations. Incorporating the concept of trust into a collaborative
filtering framework tends to increase the predictive accuracy of
recommendations [73, 74]. Kunkel et al. [75] suggest that recom-
menders should provide richer explanations to increase a system’s
trustworthiness. Pu and Chen [21] explore the potential of building
users’ trust with explanation interfaces for recommender systems.
Besides, system reputation [76], tasks and contexts [77], cultural
differences [78], and familiarity [79] may also influence user trust.
For a CRS, the trust may be related to recommendations, conver-
sations, or both. Although Przegalinska et al. [80] propose a new
methodology to measure chatbot performance based on user trust,
the trust in conversations does not have a unified definition and
measurement yet [81]. Since the design of human-AI conversations
often refers to human-human interactions, we need to consider
some constructs of social communication if focusing on the con-
versations. Therefore, in our current model, the trust primarily
emphasizes recommendations.

Confidence.Confidence indicates if the system can convince users
of recommended items. In other words, it measures how much the
user is confident in accepting the recommendation. Hoxmeier et
al. [82] investigate the effects of gender and technical experience on
user confidence in electronic communication. For decision support
systems, the level of presenting uncertainty information can influ-
ence user confidence in decision making [83]. Overall Satisfaction
This construct is an overall measure of users’ attitudes and opinions
towards a conversational recommender system. It allows subjects
to provide general feedback to the whole system. Several studies
show increased user satisfaction by integrating user personality
traits [84] and domain knowledge [85] into the process of generat-
ing recommendations. Besides, a large-scale user study [86] shows
a significantly positive effect of recommendation serendipity on
user satisfaction.

3.4 Behavioral Intentions
Behavioral Intentions towards a system are related to user loyalty,
which measure the likelihood users are willing to use the system in

the future, accept/purchase resulting recommendations, and recom-
mend the system to their acquaintances. Wang et al. [87] propose a
research model to investigate four factors that influence Behavioral
Intentions of using a recommender, which includes performance
expectancy, effort expectancy, social influence, and trust. Besides,
Shin [88] shows the direct effects of trust and satisfaction on inten-
tion to use.

Table 1: Demographics of 173 Participants

Item Frequency Percentage (%)

Age

19-25 80 46.24%
26-30 35 20.23%
31-35 19 10.98%
36-40 13 7.51%
>40 26 15.03%

Gender
Male 90 52.02%
Female 80 46.24%
Other 3 1.73%

4 MODEL VALIDATION
To validate our proposed model, we follow a psychometric method-
ology to test the model’s internal reliability and convergent validity
by performing confirmatory factor analysis (CFA) with the data
collected from an empirical user study. Furthermore, we employ
an advanced statistical model, structural equation model (SEM), to
analyze the correlations among our model’s constructs systemati-
cally.

4.1 Experimental Setup
We recruited subjects from Prolific,2 a popularly used platform for
academic surveys, to evaluate a research prototype of chatbot for
music recommendations. More details about the prototype design
and implementation are described in our prior work [2]. This study
has been approved by our university’s committee on the use of
human & animal subjects in teaching and research. We then asked
all subjects to find favorite songs by using this system. To ensure the
quality of the experiment, we pre-screened users in Prolific using
the following criteria: (1) participants should be fluent in English;
(2) the number of the participant’s previous submissions should be
more than 100; (3) approval rate should be greater than 95%. The
experiment took 20 minutes on average, and we compensated each
participant £2.4. A total of 265 users participated in our study. We
removed 38 participants’ responses for extremely long duration in
the study and 54 participants who failed to pass the attention check
questions. 3 We finally kept the data of 173 participants, which meet
the minimum sample size (N=100–150) for conducting SEM [89].
Table 1 presents demographics of those subjects.

2https://www.prolific.co/
3To ensure the quality of user responses, we set attention checking questions (for
example, "Please indicate which number is an odd number?"). Besides, we checked
if users’ responses have certain patterns, for example, "AAAA", "ABAB", or showing
conflicts to similar or reversing questions.
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Table 2: Results of reliability test for latent factors. Constructs with single question items are included for completeness.

Internal Reliability Convergent Validity

Constructs Items
Cronbach
alpha
(0.5)

Item-total
correlation

(0.4)

Factor
loading
(0.5)

Composite
reliability

(0.8)

Variance
extracted

(0.5)

Perceived System Qualities

1. Recommendation Accuracy 1
The songs recommended to me match my interests.

2. Explanation 1
The music chatbot explains why the products are recommended to me.

3. Novelty 4 0.9304 0.9329 0.7771
The music chatbot helps me discover new songs. 0.7581 0.7956
The music chatbot provides me with surprising recommendations that helped me
discover new music that I wouldn’t have found elsewhere. 0.8986 0.9417

The music chatbot provides me with recommendations that I had not considered
in the first place but turned out to be a positive and surprising discovery. 0.8229 0.8639

The music chatbot provides me with recommendations that were a pleasant surprise
to me because I would not have discovered them somewhere else. 0.8748 0.9226

4. Interaction Adequacy 3 0.7848 0.7952 0.5654
I find it easy to inform the music chatbot if I dislike/like the recommended song. 0.5855 0.7370
The music chatbot allows me to tell what I like/dislike. 0.5723 0.6730
I find it easy to tell the system what I like/dislike. 0.7333 0.8594

5. CUI Attentiveness 1
The music chatbot is interested in what I am saying.

6. CUI Understanding 1
The music chatbot understands what I say.

7. CUI Adaptability 3 0.8117 0.8147 0.5955
I felt I am in sync with the music chatbot. 0.6393 0.7891
The music chatbot adapts continuously to my preferences. 0.6388 0.7392
I always have the feeling that this music chatbot learns my preferences. 0.7135 0.7826

8. CUI Response Quality 4 0.8239 0.8325 0.5612
The music chatbot’s responses are readable and fluent. 0.6111 0.6521
Most of the chatbot’s responses make sense. 0.6171 0.6817
The pace of interaction with the music chatbot is appropriate. 0.7305 0.8377
The music chatbot responds to my query/request quickly. 0.6525 0.7791

User Beliefs

1. User Control 1
I feel in control of modifying my taste using this music chatbot.

2. Perceived Usefulness 3 0.8180 0.8165 0.5976
The music chatbot helps me find the ideal item. 0.7000 0.7635
Using the music chatbot to find what I like is easy. 0.6589 0.7951
The music chatbot gives me good suggestions. 0.6578 0.7627

3. Perceived Ease of Use 1
I easily find the songs I was looking for.

4. Transparency 1
I understand why the songs are recommended to me.

5. CUI Rapport 5 0.8947 0.8957 0.6337
The music chatbot is warm and caring. 0.7429 0.8111
The music chatbot cares about me. 0.8148 0.8789
I like and feel warm toward the music chatbot. 0.7899 0.8639
I feel that I have no connection with the music chatbot. 0.6196 0.6465
The music chatbot and I establish rapport. 0.7589 0.7895

6. CUI Engagingness 1
I feel it is entertaining and interesting to engage in a dialogue with this music chatbot.

7. CUI Humanness 1
The music chatbot behaves like a human.

User Attitudes

1. Trust 1
This music chatbot can be trusted.

2. Confidence 1
I am confident I will like the items recommended to me.

3. Overall Satisfaction 1
Overall, I am satisfied with this music chatbot.

Behavioral Intentions

Intention to Use 3 0.9228 0.9249 0.8045
I will use this music chatbot again. 0.8407 0.9045
I will use this music chatbot frequently. 0.8871 0.9437
I will tell my friends about this music chatbot. 0.8068 0.8441

4.1.1 Experimental Procedure. The procedure of the experiment
contains the following steps: 1) Participants need to sign a consent
form to accept General Data Protection Regulation (GDPR) before
signing into our system with their Spotify accounts; 2)We ask par-
ticipants to read a brief introduction about using the music CRS
and fill a pre-study questionnaire; 3)They are allowed to try the

system for 2 minutes. 4)They are asked to perform a task using the
system, which is to find the top-5 favorite songs. 5)After finishing
the task, we ask users to fill a post-study questionnaire according
to CRS-UX. All the question items in the post-study questionnaire
were measured on a seven-point Likert scale.
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Figure 2: The structural equation modeling (SEM) results. Significance: *** p < .001, ** p < .01, * p < .05. R2 is the proportion of
variance explained by the model. Factors are scaled to have a standard deviation of 1.
4.2 Validity and Reliability of Model
We first validate each construct in our model and then perform
path analysis using SEM. A confirmatory factor analysis (CFA)
model consists of latent variables (or called factors), which cannot
be measured directly and should be measured by at least three
indicators [90]. By contrast, the observable variable is a variable that
can be measured directly. Seven constructs of our model are latent
variables, and the rest of the constructs are observable variables.
Confirmatory Factor Analysis (CFA) aims to build both convergent
and discriminant validity. Convergent validity ensures that a set of
questions (indicators) measure the same latent factor. In contrast,
discriminant validity ensures that the two latent factors’ indicators
do not measure the same factor. We iteratively adjust the model
based on the factor loadings and correlation coefficient between
two factors (for example, we may remove an indicator until the
average variance extracted (AVE) of a factor is less than 0.4 [90],
or we combine two factors if they strongly correlate). A latent
variable should contain at least three indicators. Thus, if a latent
variable has fewer than three indicators after adjusting the model,
we usually keep only one question (indicator) for this factor and
consider it as an observed variable as suggested by [91]. We choose
Cronbach’s alpha and correlated item-total correlations to measure
the construct’s internal reliability for considered latent variables.
The scores of all constructs are above the acceptable level of 0.5 [92].
The scores of item-total correlations are above the cut-off value
(0.4) for all constructs [92]. After several iterations, we obtained
values as indicated in Table 2. They meet the cut-off values of all
validity and reliability indicators. By running these validity tests,
we refine each construct’s questions and increase the validity of our
evaluation model’s constructs. After proving the model’s reliability
and validity, we test our hypothesized paths using the structural
equation model (SEM) [93]. Table 2 shows thirty-seven question
items that have been validated in our user study. By asking these
question items, researchers can assess a CRS based on how users
perceive both recommendations and conversations.

4.3 Structural Model
We employ the structural equation model (SEM) to build a path
model for validating our hypothesized paths. Figure 2 shows the
results of the structural model analysis. Overall, our model has
a good fit indicated by the following indices, χ̃2 = 937.220 (d.f. =
580), p < 0.001, CFI = 0.923, TLI = 0.912, RMSEA = 0.060, which
meet the recommended standard of these fit indices [94]. Besides,
R squared values for most of constructs are larger than 0.30, which
indicate that the model is able to examine significance of the paths
associated with these constructs. To avoid the visual complexity of
presenting all influencing paths, we keep the paths according to
the hypothesized influence paths in ResQue (Perceived Qualities→
User Beliefs→ User Attitudes→ Behaviral Intentions) and group
some constructs of User Beliefs influenced by CUI Adaptability (a
rectangle with dashed stroke). Since not all detected paths in SEM
model are meaningful in terms of causal relationship [95], we also
omit some paths that do not make sense for explaining the user
experience of conversational recommender systems. Figure 2 shows
all meaningful and significant paths in our model. The numbers on
the arrows represent the β coefficients and standard errors of the
effect. We distinguish recommendation constructs and conversa-
tion constructs using the white rectangle and the gray rectangle,
respectively. The constructs with a red border are considered as the
key qualities of a CRS because they tend to influence behavioral
intention to use. Specifically, we identify two qualities of conversa-
tion (i.e.,Adaptability andUnderstanding) and five qualities (i.e.,
Accuracy, Novelty, Interaction Adequacy, Perceived Useful-
ness, and User control) as key qualities of a CRS because they
tend to influence behavioral intention to use.

For the key qualities of recommendations, the significant paths
show that recommendation Accuracy, Novelty, and Interaction
Adequacy positively influence Perceived Usefulness. For the key
qualities of conversation, the significant paths indicate that the pos-
itive effects of CUI Adaptability on User Control and some non-key
qualities (i.e., Perceived Ease of Use, Transparency, Rapport, and
Engagingness); and the positive effects of CUI understanding on
User control and CUI humanness. The significant paths (Perceived
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Usefulness→ Confidence, Perceived Usefulness→ Overall Satis-
faction, and Control → Trust) justify the positive effects of User
Beliefs on User Attitudes. However, the conversation constructs
do not influence the constructs in User Attitudes. The significant
paths from Overall Satisfaction and Trust to Intention to Use in-
dicate positive effects of User Attitudes on Behavioral Intentions.
More notably, the SEM result indicate how key conversation qual-
ities interact with recommendation qualities. For example, CUI
Adaptability tend to positively influence several recommendation
qualities (i.e., Perceived Ease of Use, Transparency, and Control),
and CUI Understanding tends to positively influence User Control.

5 DISCUSSION AND LIMITATIONS
User-centric evaluation has gained extensive attentions in the rec-
ommender systems community. However, we found that conversa-
tional systems’ evaluation work mainly considers objective metrics,
such as understanding rate and dialogue turns. We argue that user
perception of conversations strongly influences the overall user
experience of recommendations. Therefore, we develop the model
CRS-UX to capture key qualities of conversational recommender
systems from the users’ perspective. Our model seamlessly inte-
grates several popular UX metrics of conversations into a widely
used UXmodel of recommender systems [6] and reveals the synergy
between recommendations and conversations in a CRS.

RQ1:Which qualities of a CRS are particularly important
in terms of their influence on intention to use the CRS?

We first identify eight UX constructs for recommendations based
on ResQue [6] and nine potential UX constructs for conversation
based on existing research works. By performing confirmatory fac-
tor analysis (CFA), we merge several conversation constructs and
integrate them into the two dimensions: User Perceived Qualities
and User Beliefs. Ultimately, our CRS-UX model mainly accom-
modates two key conversation qualities (i.e., CUI Adaptability and
CUI Understanding) and five key recommendation qualities (i.e.,
Accuracy, Novelty, Interaction Adequacy, Perceived Usefulness,
and User Control). Besides, our model validates some previously
verified paths, i.e., the positive effect of CUI attentiveness on CUI
rapport [45] and the positive effects of accuracy, novelty, and in-
teraction adequacy on perceived usefulness [6]. Our model also
shows some additional paths between conversation constructs that
suggest several promising ways to enhance humanness and engag-
ingness, e.g.,increasing attentiveness in conversation, which might
also be important to high user-involvement recommenders (for
example, e-commerce recommenders) [96] that we will verify in
the future studies.

RQ2: How do conversation constructs interact with rec-
ommendation constructs to influence user experience ofCRSs?

The SEM results help us identify some new paths between rec-
ommendation constructs, which may imply the effects of conversa-
tional interaction on the relations among UX constructs of recom-
mendations in ResQuemodel. For instance, we find that user control
positively influences user trust, and overall satisfaction positively
influences intention to use. Although conversation constructs do
not directly influence the constructs of User Attitudes and Behav-
ioral Intention, we find CUI Adaptability and CUI Understanding

positively influence Trust and Intention to Use through the media-
tor User Control. Compared with a traditional recommender system,
a CRS provides a more natural and free way to control the system,
which, in turn, may increase user trust. Besides, we argue that the
enjoyment of using conversational interaction may attract satisfied
users to use the CRS repeatedly in the future [97]. More importantly,
the paths among the constructs of conversations and recommen-
dations explicitly show the added value of CRS-UX in explaining
the user experience of conversational recommender systems. In-
terestingly, we find more explanations tend to increase rapport in
conversations. This effect may imply an interesting research topic
about designing conversational explanations for recommendations.
Thus, these results validate a user-centric approach to determine
key qualities of a CRS and suggest the possible ways to improve
user experience of a CRS from both content (recommendations)
and interaction (conversations) aspects.

Our work has several limitations: first, we validate CRS-UX
with only one CRS for music. To examine the generalizability of
our model, we may need to confirm the model’s validity, reliability,
paths, and structural consistency in a different application domain,
for example, product recommendations. Besides, although the sam-
ple size in our study meets the minimum requirement (N=100–150)
for conducting SEM [89], the larger sample size will increase the
power of our study, considering the relatively large number of
constructs in our model.

6 CONCLUSION
We propose a model CRS-UX to capture two key conversation
qualities (i.e., Adaptability and Understanding) and five key recom-
mendation qualities (i.e., Accuracy, Novelty, Interaction Adequacy,
Perceived Usefulness, and User control) for conversational recom-
mender systems. We review the subjective metrics of measuring UX
of recommender systems and conversational agents and seamlessly
integrate them into the four dimensions: Perceived SystemQualities,
User Beliefs, User Attitudes, and Behavioral Intentions. Thereby,
our model can help practitioners determine the key qualities cru-
cial to the overall user experience of conversational recommender
systems (CRSs). We conduct an online user study to identify the
validity and reliability of the constructs in our model. We adjust
the model based on factor analysis results. Moreover, we identify
several influencing paths that show how conversation constructs
and recommendation constructs influence each other. We believe
the questionnaire associated with our model can assess the usability
of conversational recommender systems for different application
domains. Eventually, we keep thirty-seven questions, which require
moderate user effort to finish the questionnaire. As intelligent voice
assistants become prevalent, such as Siri and Alexa, we think the
key qualities of CRSs may also be constructive for designing and
evaluating speech-based conversational recommenders regardless
of the interaction modality. In the future, we plan to validate our
model in other application domains (like e-commerce of high user
involvement).
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