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ABSTRACT

When opening a new restaurant, geographical placement is
of prime importance in determining whether it will thrive.
Although some methods have been developed to assess the
attractiveness of candidate locations for a restaurant, the
accuracy is limited as they mainly rely on traditional data
sources, such as demographic studies or consumer surveys.
With the advent of abundant user-generated restaurant re-
views, there is a potential to leverage these reviews to gain
some insights into users’ preferences for restaurants. In this
paper, we particularly take advantage of user-generated re-
views to construct predictive features for assessing the at-
tractiveness of candidate locations to expand a restaurant.
Specifically, we investigate three types of features: review-
based market attractiveness, review-based market competi-
tiveness and geographic characteristics of a location under
consideration for a prospective restaurant. We devise the
three sets of features and incorporate them into a regression
model to predict the number of check-ins that a prospective
restaurant at a candidate location would be likely to attract.
We then conduct an experiment with real-world restaurant
data, which demonstrates the predictive power of features
we constructed in this paper. Moreover, our experimen-
tal results suggest that market attractiveness and market
competitiveness features mined solely from user-generated
restaurant reviews are more predictive than geographic fea-
tures.

CCS Concepts

eInformation systems — Data mining;

Keywords

Optimal restaurant placement; User-generated reviews; Mar-
ket attractiveness features; Market competitiveness features;
Geographic features

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than
ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions @acm.org.

CIKM’16 , October 24-28, 2016, Indianapolis, IN, USA
© 2016 ACM. ISBN 978-1-4503-4073-1/16/10. .. $15.00
DOL: http://dx.doi.org/10.1145/2983323.2983696

Li Chen
Department of Computer
Science
Hong Kong Baptist University
Hong Kong, China
fwang@comp.hkbu.edu.hk lichen@comp.hkbu.edu.hk

2371

Weike Pan
College of Computer Science
and Software Engineering
Shenzhen University
Shenzhen, China
panweike@szu.edu.cn

1. INTRODUCTION

When a restaurant thrives in one geographic location (lo-
cation refers to a general area within a city), the temp-
tation can be great to expand it to new locations. Each
location specifically has its own advantages and disadvan-
tages with regard to different types of restaurants [10]. For
example, access, visibility, population demographics, traf-
fic patterns, and the presence of complementary businesses
including other restaurants have been recognised as major
factors affecting a restaurant’s success or failure [9]. Thus,
business success in one location does not necessarily guar-
antee success in another location.

In related work, the restaurant location selection mainly
relies on data obtained from demographic studies, consumer
surveys and the like [4, 16], which, however, are usually very
expensive to acquire. Recently, some studies have attempted
to automatically assess location quality based on the anal-
ysis of spatial distribution [12], but they require access to
datasets that are not usually publicly available. Hence, the
issue of how to identify the right location for a restaurant in
an accurate and timely fashion, particularly by using pub-
licly accessible data, remains a challenging problem that re-
quires extensive study.

In this work, we are engaged in the problem of select-
ing an optimal new place to expand an existing restaurant.
The priority when we are planing the expansion of a restau-
rant to a new location is to profile the restaurant’s existing
customers’ preference. When we understand the preference
of customers a restaurant attracts, we may then identify
proper locations that have high concentrations of users with
similar preferences (i.e., potential customers). The primary
novelty of our work lies in leveraging a particular form of
user-generated content, restaurant reviews, which are pub-
licly available in local directory services such as Yelp.com.
Usually, the customers often write reviews to express de-
tailed opinions about multi-faceted aspects of a restaurant,
as illustrated in Figure 1. The descriptive reviews of restau-
rants contributed by customers provide a valuable oppor-
tunity to understand why a restaurant in a particular lo-
cation is attractive or not. We can hence discover the cul-
tural idiosyncrasies of that area and gain insight into the
preferences of restaurant customers. Specifically, given a
collection of restaurant reviews, we can apply aspect-based
opinion mining techniques [14] to extract the aspects of a
restaurant (e.g., food, price and service), as well as infer-
ring sentiment polarity for each aspect. With the results
of aspect-based opinion mining, we can first infer how often
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Fantastic knowledgeable service. Super fresh delicious<*————— - Food
oysters. Reasonably priced, be prepared for a wait. The Qg Price
scallops over mushroom risotto was fabulous. The
scallops were perfectly cooked. Worth the wait; they will g Food

text you when your table is ready.

Figure 1: An example of a restaurant review that expresses positive opinions about the restaurant’s food, price and service.

an aspect is commented in reviews of a restaurant. If its
customers often commented an aspect, it implies that the
customers have high interest in that aspect. Hence, such
aspect distribution can be used to profile the preference of
customers for a restaurant. Meanwhile, we can summarize
the sentiment polarities of aspects into sentiment scores for
that restaurant, which can be used to represent how satisfied
the customers are with that restaurant.

As the major contribution of this paper, we investigate
two types of geographic dependency features between loca-
tions and restaurants, which are mined solely from restau-
rant reviews: 1) market attractiveness features which mea-
sure whether a restaurant would be attractive to customers
who may visit its located place; 2) market competitiveness
features which measure whether a restaurant would offer
competitive quality in comparison with competitors located
in the same place. Besides the above two types of review-
based features, we also consider the geographic features which
can be mined from publicly accessible data source to encode
the spatial properties (e.g., the number of restaurants) of a
location. In our work, we mainly focus on the case of ex-
panding a chain restaurant to a new location. For individual
who wants to identify a good location for a new restaurant,
the locations of other similar and successful restaurants can
provide important guidelines.

2. OPTIMAL RESTAURANT PLACEMENT

In this section, we formalize the optimal restaurant place-
ment problem as a dyadic predictive task for predicting the
number of check-ins a prospective restaurant will receive if
it is placed in a candidate location.

2.1 Problem Statement

Formally, there is a set of candidate locations £ from
which a location ¢ € L can be chosen for the next place
a restaurant is expanded to. As previously noted, our goal
is to identify the optimal restaurant location £* that will po-
tentially attract the largest number of visits. Location £ can
be formally defined by its longitude and latitude coordinates
and radius r, as illustrated in Figure 2. Unless otherwise
specified, in our experiment, r is set to 200 metres, as that
radius is estimated to be the optimal size of a neighbour-
hood [13]. Our problem can be defined as a dyadic predic-
tion problem in which the dyad is a restaurant-location pair,
and concretely described by a set of features.

To solve this problem, we seek to exploit the mined fea-
tures from reviews to predict the number of visits. The valu-
able information contained in reviews provides a unique op-
portunity to arrive at a more holistic understanding of cus-
tomers, restaurants and locations. For a prospective restau-
rant, the location that obtains the highest predicted number
of visits will be identified as the optimal location. As the

starting time varies across restaurants, it is better to use the
average number of check-ins per month rather than the total
number of check-ins to assess the popularity of a restaurant.
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Figure 2: The demonstration of a location, which refers to

an area with a radius of r = 200m around a particular point
in New York.

2.2 Features

In this section, we first introduce the two types of features:
market attractiveness features and market competitiveness
features, which are referred as review-based features, as they
are mined solely from the review texts and expected to re-
veal the attractiveness and competitiveness of a location for
a specific restaurant. Then, we introduce the third type of
features, geographic features, to describe the spatial proper-
ties of a candidate location.

2.2.1 Review-based Market Attractiveness Features
(MAF)

We attempt to construct market attractiveness features
to measure whether a restaurant would be attractive to cus-
tomers who may visit its located place. Specifically, to es-
timate the market attractiveness of a restaurant in a new
location, the preference of the restaurant’s target customers
could be a valuable source of information. As one of the
highlights in our work, we are engaged to infer how often
each aspect is commented in the restaurant’s reviews to rep-
resent its customers’ preference. With this goal, we adopt a
LDA-based topic model [5] to identify aspects’ from restau-
rant reviews, by following the assumption used in [18], which
states the words in one sentence of a review can be referred
to the same aspect.

IFor the sake of simplicity, the terms “topic” and “aspect” are
exchangeable through this paper, unless otherwise specified.
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Formally, to profile the customers’ preference of a given
restaurant, we treat the reviews associated with a restau-
rant v € V as a single document d, (where V is the set of
restaurants included in the dataset). Following the idea of
LDA model, let ¢,x = p(k|v) be the probability of document
d» belonging to aspect k, and Srw = p(w|k) be the proba-
bility that aspect k generates word w, then the likelihood of
observing the whole review document corpus is defined as:

LW|©,8) = [[TIO_ terBew)™ ™™

voow

(1)

where W is the document-word count matrix, n(v,w) is
the occurrence count of word w in document d,, and ® =
{6,}V_1 and B = {B,}/_; are the parameters to be esti-
mated by maximizing the likelihood function L(W|@, 3).
Then, the preference of the restaurant v’s customers can be
represented as the aspect distribution in document d,, such
as 0, = {tv1, ..., tokx|0 < tyr <1 and Zszl tor = 1}.

Furthermore, for a location ¢ € L, its customers’ prefer-
ence 0, € R¥ can be taken as the aggregation of all restau-
rants in location [. Concretely, each aspect probability ¢,
(k € [1, K]) can be defined as

1
bk = — Z log(N (v) + 1)twk
vEA(L,T)

(2)

where N (v) is the number of reviews of restaurant v, v €
A(¢,r) indicates that restaurant v is located in location ¢
with radius r, and Z = 3° 4, log(N(v) + 1) is the nor-
maliser ensuring that @, lies on a (K — 1) dimensional sim-
plex. Note that this aggregation formula gives higher weight
to restaurants with more reviews.

Once the preferences of customers from restaurant v and £
are respectively represented as aspect distributions as men-
tioned above, we define two attractiveness features to re-
veal the attractiveness of a location for a specific restaurant,
which are described as follows.

e Affinity attractiveness feature:

Toe = {tor X teg, 1 <k < K}

®3)

where each entity ¢, X tox is used to indicate the pref-
erence affinity between customers of restaurant v and
those of location /.

Complementary attractiveness feature:

oo = {tor x (1 — tex), 1 <k < K} (4)

where each entity ¢y, X (1—%¢) indicates the preference
complementary between customers of restaurant v and
those of location /.

In particular, as chain restaurants share a brand name
(e.g., McDonald’s), and often have common menu items,
services and advertising, it is reasonable to merge the re-
views of different restaurants belonging to the same chain
into a single document. Doing so allows preference of cus-
tomers from restaurants belonging to the same chain to be
represented by the same aspect distribution.

2.2.2 Review-based Market Competitiveness Feature
(MCF)

In this section, we attempt to construct the market com-

petitiveness features to measure whether a restaurant could
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offer competitive quality relative to restaurants (i.e., com-
petitors) located in the same place. To estimate the market
competitiveness of a prospective restaurant if it will be lo-
cated in a new location, we attempt to summarize the sen-
timent scores over multiple aspects based on opinions ex-
pressed in its reviews, to reveal the restaurant’s quality.

For this purpose, we apply SentiWordNet [6] to assign
each word w with a triple of polarity scores (i.e., positivity
s+ (w), negativity s_ (w) and objectivity s,(w), each in range
[0,1], and s4 (w)+s—(w)+so(w) = 1). Specifically, for review
r, the sentiment score of an aspect k is defined as the average
positivity score of all related words:

ngw(r,k) s+(w)
W (r, B)] ®)

where W (r, k) denotes the set of words which is related to
aspect k included in review r as identified by topic LDA
model. Then, for restaurant v, the sentiment score of aspect
k is defined as

Srk =

ZrGR(v,k) Srk

[R(o, k)| ©)

Suk =
where R(v,k) denotes the set of reviews of restaurant v,
which all commented on aspect k.

Finally, the restaurant v’s quality can be represented as
the sentiment scores over aspects, such as s, = {svl, ooy SuK]|
0 < sur < 1}. The market competitiveness feature of a
restaurant if it is located in a candidate location is accord-
ingly defined as:

zoe = {ranky(v,£),1 <k < K} (7)

where ranky (v, £) represents the rank value of restaurant v
if it is ranked together with all existing restaurants within
location ¢ in the decreasing order of sentiment scores on
aspect k.

2.2.3 Geographic Features (GeoF)

To represent the geographic characteristics of a location,
we also consider three specific geographic features inspired
by [11]. In our work, we extract these features from the
venue information via the public API of Foursquare.com, in
which each venue is associated with a geographic coordinate
and categories (e.g., sub way, school and residential).

Density refers to the number of restaurants A(¢,r) lo-
cated in location ¢ with radius r:

zoe = [{v € A(4,m)}| (®)

Intuitively, a dense area implies a greater likelihood of op-
portunistic visits to the restaurants located there.
Neighbourhood Entropy is an entropy measure of the
frequency of restaurant categories, assessing the heterogene-
ity of restaurants located in location ¢ [11], which can be
calculated by:
N4, r
Tope = —Z ]\;((E, 7“)) X log

yer’

Ny (¢,r)
N(,r)

9)

where I' is the set of all restaurant categories in the entire
dataset, N, (¢,r) denotes the number of restaurants of cat-
egory 7 in location ¢ with radius 7, and N(¢,r) is the total
number of restaurants in location ¢ with radius r. A location
with higher entropy value is expected to be more diverse in
terms of restaurant categories, whereas low entropy implies



that the location is biased towards some specific types of
restaurant.

Competitiveness measures the proportion of nearby restau-

rants with the same type of restaurant that is under con-
sideration with respect to the total number of restaurants
located in location ¢:

_N'Y’u (67 T) (10)

N(L,r)
where v, denotes the type of restaurant v. In general, the
area with large competitiveness score implies many of restau-
rants with the same type (i.e., competitors) would share the
potential customers.

Jensen Quality measures the spatial interactions be-
tween restaurants and venues. In contrast to [11], we treat
the Jensen Quality of each venue category as a feature value,
rather than simply aggregating Jensen Quality values over
all venue categories as a single feature value. Formally, given
a restaurant v, for each venue category 4 € T' (where I' is
the set of all venue categories), the Jensen Quality of venue
category 4 for restaurant v is defined as:

Tyt =

D er(v) 108(K5-7) X (N5 (£,7)—N5 (£, 7)) (1)
T(v)]

where I'(v) is the set of categories to which restaurant v

belongs, N5(¢,r) denotes the number of venues of category

Toe(Y = v)=

4 € I in location ¢ with radius r, N5 (¢, r) denotes how many
venues of category 4 are observed on average around the
restaurant of category 7., and x5+, denotes the inter-type
attractiveness coefficients, which are defined as

N — Nj N, (4,r)
Ky—~y =

Ng x Ny &~ N, r)— N4(¢,r)
where N, N, and N3 denote the number of venues, the
number of restaurants of category -, and the number of
venues of type 4 respectively.

In summary, density and neighbourhood entropy geographic
features are restaurant-independent, but competitiveness and
Jensen Quality features depend on the location and the
restaurant’s categories. It is obvious that these geographic
features can reflect only the general area properties of the
locations without considering the restaurant’s detailed prop-
erties, e.g., food, service and so on.

2.3 Methodology

We formulate the problem of predicting the visit number
of a given restaurant as a regression problem. Given a set of
input features x,¢ and a target variable y,¢ (the number of
check-ins received per month), we exploit different regression
methods to predict the target variable. In order to make the
variable better fit the assumptions underlying regression As
the distribution of target variable y,¢ is strongly positively
skewed, we use the logarithm of y,; to make the variable
better fit the assumptions underling regression?. In our ex-
periment, we exploit three different regression algorithms:
Ridge regression, support vector regression (SVR) [17], and
Gradient Boosted Regression Trees (GBRT) [7], in order to
minimize the error between actual and predicted target vari-
ables.

To open a new restaurant 0, we first construct the features
X¢¢ (as defined in Section 2.2) across different candidate lo-
cations ¢ € L. Subsequently, we rank the candidate locations

(12)

2For simplicity, in the following, the logarithm of target vari-
able y,¢ is also denoted as ¥, unless otherwise specified.
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based on the predicted values resulting from the trained re-
gression model by applying the constructed features.

3. EXPERIMENT
3.1 Dataset Description

We collected a set of restaurant reviews in New York City
across 260 different categories that were posted on Yelp.com
from October 2012 to June 2014. In the experiment, we
only consider restaurants that received at least 50 reviews
to ensure that the features extracted from the reviews are re-
liable. As shown in Table 1, the resulting restaurant dataset
comprises 1,094,717 reviews to 5,220 restaurants. As noted
in the introduction, we emphasize selecting the optimal lo-
cation for a new branch of a restaurant. Therefore, we use
chain restaurants in the dataset as the testing set that con-
tains 93 chain brands and a total of 389 restaurants. The
other restaurants are treated as the training set.

The number of check-ins, geographic features (as described
in Section 2.2.3) and venue information in New York were
obtained from the public API of Foursquare.com. The total
number of venues is 147,307, covering 588 different cate-
gories (see Table 1).

| | Statistics |
Yelp restaurant dataset
# Restaurants 5,220
# Reviews 1,094,717
# Avg. reviews 209.72
# Restaurant categories 260

Foursquare venue dataset
# Venues 147,307
# Venue categories 588

Table 1: Statistical summary of the restaurant dataset from
Yelp.com and the venue dataset from Foursquare.com

To obtain the candidate locations £, we use a density-
based spatial clustering method (OPTICS) [1] to segment
a city into cells, each of which is treated as a candidate
location. As a result, in our experiment, the New York city
is segmented into 995 cells.

3.2 Testing Procedure & Evaluation Metrics

Given a set of candidate locations L, our goal is to select
the optimal location £* for a prospective restaurant v. For
each candidate location £ € L, we first construct features x,¢
using the method described in Section 2.2. They are then
fed into the trained regression model to predict the number
of check-ins that restaurant v will receive during a month.

Firstly, we use Rooted Mean Square Error (RMSE) to
test whether our model can predict the number of visits
(i.e., check-ins) precisely:

RMSE = \/111| Z (Gt — Yot )?
(v,0)eT

in which T is the testing dataset containing pairs of chain

restaurant and its location, and ¢,¢ and vy, are the predicted

and ground-truth numbers of check-ins restaurant v receives
in location ¢ respectively.

Secondly, we use the Spearman’s rank correlation coef-

ficient (p) [15] to measure how well the predicted number

of check-ins can preserve the relative order of ground-truth

(13)



check-ins, defined as:

b 1 5 (1- 63 w.0rer, (M(Hoe) = 7(yur))? (14)
18] 2 T (T — 1)
where B represents the set of restaurant brands, T repre-

sents the set of restaurants belonging to brand b, and 7(gue)
and 7(yve) represent the rank variables based on predicted
and ground-truth check-ins respectively.

Thirdly, we treat each chain restaurant brand as a query,
and the locations where the chain restaurants are placed as
the relevant locations, in order to test whether these relevant
locations could be ranked on the top according to the pre-
dicted number of check-ins. In this evaluation, we use Mean
Average Precision to evaluate the model’s ranking accuracy
of relevant locations:

£l (pa !
MAP = 1 S Znmy(POnxrel(n) (15)
Q| = # relevant locations for query q

where @ is the set of queries (i.e., chain restaurant brands)
and P@n indicates the precision at n:

Pan — # relevant locations in the top n results (16)

and rel(n) = 1 if the n-th location is relevant, otherwise 0.

3.3 Results and Discussion

3.3.1 Impact of Parameter K

In our work, the review-based features (i.e., market attrac-
tiveness and market competitiveness features) are extracted
from LDA topic model. Hence, the choice of aspect number,
K, will affect the prediction accuracy. To determine the op-
timal number of aspects for constructing the review-based
features, we tune parameter K in the range of [5,25] with a
tuning step of 5.

RMSE Spearman’s p MAP ( x10?)

0.8

0.6

0.4

0.2

K=5 K=10 K=15 k=20 k=25

Figure 3: Performance comparison with the review-based
features in GBRT algorithm for different aspect numbers
K.

Figure 3 shows the changes in terms of RMSE, Spear-
man’s p and M AP for GBRT algorithm when the aspect
number K varies. We can see that the RM SE score reaches
the lowest point when K = 10, then increases with an in-
creasing number of aspects K. We can also observe that
the highest Spearman’s p (0.244) and M AP (0.0025) are
achieved when K = 10. For the other two prediction al-
gorithms (i.e., Ridge regression and SVR), the best perfor-
mance is also achieved when K = 10. Hence, we select
K = 10 as the optimal number of aspects in our experi-
ment.
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3.3.2  Algorithm Performance

To evaluate the performance of different prediction algo-
rithms, we conducted a comparison experiment. Table 2
presents the performance results with different features ap-
plied to the prediction algorithms. Specifically, in addition
to the three types of features we introduced in Section 2.2,
we also consider the combination of market attractiveness
and market competitiveness features (at K = 10) as review-
based features, and the combination of all the three differ-
ent types of features (i.e., market attractiveness features,
market competitiveness features and geographic features).
From Table 2, we can see that SVR algorithm achieves
slight improvement against Ridge regression. For example,
in terms of Spearman’s p, SVR algorithm obtains 0.5% im-
provement with geographic features and 1.5% improvement
with review-based features. In addition, we can observe that
GBRT algorithm performs better than Ridge regression and
SVR algorithms with respect to all features. For example,
when only considering the review-based features, GBRT al-
gorithm achieves 6.4% improvement relative to SVR algo-
rithm (RMSE = 0.597 versus RMSE = 0.638).

[ [ RMSE | Spearman’s p | MAP |
Geographic Features (GeoF)
Ridge 0.795 0.187 0.0011
SVR 0.793 0.188 0.0014
GBRT 0.761 0.192 0.0017
Market Attractiveness Features (MAF)
Ridge 0.657 0.215 0.0023
SVR 0.642 0.223 0.0021
GBRT 0.604 0.241 0.0025
Market Competitiveness Features (MCF)
Ridge 0.772 0.200 0.0015
SVR 0.768 0.203 0.0015
GBRT 0.760 0.205 0.0016
Review-based Features (MAF & MCF)
Ridge 0.646 0.221 0.0024
SVR 0.638 0.235 0.0021
GBRT 0.597 0.244 0.0025
Combined Features (GeoF & MAF & MCF)
Ridge 0.631 0.236 0.0026
SVR 0.620 0.251 0.0028
GBRT 0.586 0.308 0.0031

Table 2: Overall performance comparison of different pre-
diction algorithms in terms of RMSFE, Spearman’s p and
MAP.

3.3.3 Feature Performance

From Table 2, we can also observe that the predictions
based on features mined from reviews are more accurate
than those based on geographic features. For example, by
using the GBRT algorithm, the market attractiveness fea-
tures achieve 20.6%, 25.5% and 47.0% improvements rela-
tive to geographic features in terms of RMSE, Spearman’s p
and MAP respectively. What’s more, the market attractive-
ness features obtain better results than the market com-
petitiveness features across all measures. It can also be
seen that the combination of market attractiveness features
and market competitiveness features (i.e., review-based fea-
tures) performs better than geographic features in terms
of all measures. Moreover, the combination of all features
achieves better results than taking geographic and review-
based features alone with regard to RMSE, Spearman’s p
and M AP@10.



4. RELATED WORK

The optimal placement problem, which is also called the
site selection problem [16], has attracted research attention
in recent years. A common approach to assessing location
is to first develop a checklist to ensure that all relevant fac-
tors are considered [2]. However, some of the factors may be
quite subjective, and the acquisition of them typically de-
pends on certain local demographics, such as transportation
links, and the ease of ingress and egress in the area, which
are expensive and time-consuming to acquire.

There are several spatial interaction approaches that draw
on the assumptions that the intensity of between-location in-
teractions decreases with distance and the quality of a retail
store location increases with the intensity of use and prox-
imity of complementary locations [3, 12]. However, these
approaches are applicable only to the selection of agglomer-
ation locations, such as for large shopping centres.

Some researchers have proposed approaches based on anal-
ysis of the spatial distribution of commercial activities [8, 11,
19]. For example, in [11], the human mobility trace (check-
ins) data in location-based social networks (LBSN) are used
to mine certain features in order to provide insights into the
quality of an area for opening a new restaurant. However,
the limitation of this work is that only three chain restau-
rants are evaluated (Starbucks, Dunkin’ Donuts and McDon-
ald’s). Its applicability to other restaurant chains is unclear.
In our work, we particularly investigate whether the infor-
mation embedded in user-generated reviews can be helpful
for solving the optimal placement problem. To our knowl-
edge, this is one of the first efforts to tackle the problem by
leveraging the publicly available user-generated reviews.

5.  CONCLUSIONS AND FUTURE WORK

In this paper, we study the problem of optimal restaurant
placement, by taking advantage of online user-generated re-
views. We design three sets of features, namely, review-
based market attractiveness features, review-based market
competitiveness features, and geographic features, which are
then exploited to predict the potential number of visits for
a prospective restaurant in a given location. We also con-
ducted an experiment with real-world restaurant data to
investigate the predictive power of our constructed features.
In the experiment, we evaluated each set of features sepa-
rately, and found that the market attractiveness and market
competitiveness features have greater predictive value than
geographic features. The prediction accuracy is further in-
creased when both geographic and review-based features are
considered. We can hence conclude that the information em-
bedded in user-generated reviews can be helpful to tackle the
optimal restaurant placement problem.

In the future, we plan to: (i) exploit additional types of
features to improve prediction accuracy (e.g., traffic con-
ditions); (ii) evaluate the effectiveness of our method with
other datasets; (iii) show some real case study in our exper-
iments; and (iv) develop algorithm to identify the optimal
location for a new restaurant.
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