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the ones that also produce critique candidates, but without the consideration of user preferences.
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1. INTRODUCTION

Data mining and machine learning techniques have been broadly applied to
capture user decision behavior with the goal of establishing accurate user mod-
els and aiding the decision process [Webb et al. 2001; Zhu et al. 2003; Frias-
Martinez et al. 2006]. One prominent application can be found in recent recom-
mender systems, providing foundations to compute recommendations based on
users’ potential interests [Adomavicius and Tuzhilin 2005]. For example, the
collaborative filtering technology uses correlation-based or model-based algo-
rithms to locate neighbors who have similar interests to the current user in
order to recommend her items that are preferred by those like-minded peo-
ple [Konstan et al. 1997; Breese et al. 1998]. The content-based approach dis-
covers products that are most similar to the ones the user preferred in the
past, through machine learning techniques such as clustering, decision trees,
Bayesian classifiers, and artificial neural networks [Pazzani and Billsus 1997,
Mooney et al. 1998; Adomavicius and Tuzhilin 2005].

Instead of generating recommendations based on other users’ opinions or
the user’s prior purchasing history, we mainly focus on applying data mining
techniques to develop intelligent decision aids, which can allow users to effec-
tively revise their stated preferences and achieve better decision quality with
the least amount of effort. Such explicit and user-involved methods work par-
ticularly well in three circumstances: (1) users’ decision behaviors are highly
adaptive; (2) users are choosing complex products among an overwhelming
amount of options; and (3) products carry relatively higher financial risks such
as laptop computers, digital cameras, cars, etc.

Specifically, we have emphasized on improving critiquing-based recom-
mender systems (also called conversational recommender systems [Shimazu
2001; Smyth and McGinty 2003; Thompson et al. 2004]). The critiquing system
acts like an artificial salesperson that first recommends some example options
based on a user’s initially stated preferences and then elicits her feedback in
the form of critiques such as “I would like something cheaper” or “with faster
processor speed.” These critiques form the critical feedback mechanism to help
the system better predict what the user prefers in the next recommendation
cycle. For a user to finally reach her ideal product, a number of such critiquing
cycles are often required.

According to Payne et al. [1993], users do not have innate preferences in
making choices, but construct a preference model in a highly adaptive way.
Therefore, instead of eliciting or gathering, we focus on incremental construc-
tion. We found the critiquing system to be an effective way to stimulate users to
incrementally construct and refine their preference models by showing them at-
tractive options. As a matter of fact, compared to non critiquing-based systems
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such as a ranked list, such example-critiquing methods allow users to achieve
significantly higher levels of preference certainty and decision accuracy [Pu and
Kumar 2004; Pu and Chen 2005].

In recent years, one principal approach proposed for the critiquing-based sys-
tem is called the system-proposed critiquing, which proactively generates a set
of critique suggestions (e.g. “cheaper,” “bigger,” “Different Manufacture, Lower
Processor Speed, and Cheaper”) that users may be prepared to accept as ways
to improve the current recommendation [Burke 2000; Reilly et al. 2004]. This
method has been adopted in FindMe systems [Burke et al. 1997] and the more
recently proposed dynamic-critiquing agent [Reilly et al. 2004; McCarthy et al.
2005c]. However, they are limited in computing critiques that most efficiently
lead users to their final targets, given that the suggested critiques are either
statically predesigned or purely data-driven without the consideration of user
preferences.

We have recently proposed a so-called preference-based organization algo-
rithm, which particularly integrates user-preferences into an association rule
mining process for the dynamic generation of critique suggestions [Chen and
Pu 2007b]. The association rule mining tool serves for the mining of represen-
tative patterns among a large amount of products, so that we can use these
patterns as critique candidates to expose to users the recommendation oppor-
tunities and guide them to make informed preference revisions. Formally, we
first model each user’s preferences based on the Multi-Attribute Utility Theory
(MAUT) [Keeney and Raiffa 1976] that can resolve conflicting values explicitly
by considering trade-offs. According to the preference model, all alternatives
are converted as trade-off vectors as inputs to the association mining Apriori
algorithm [Agrawal et al. 1993]. The mined outputs that are most adaptive to
the user’s preferences as well as being most representative of available products
are selected and diversified to be presented to the end user. An example of a re-
sulting critiquing suggestion can be like “these products have cheaper price and
longer battery life, although they have slightly lower processor speed,” which
represents a group of products all with these trade-off properties relative to the
current recommended item.

In this article, we mainly investigate and validate the algorithm accuracy
and practical performance of our method by comparing it with related work.
We describe experimental results from both a simulation and a real-user evalu-
ation. We propose for the first time a novel evaluation framework of critiquing-
based recommendation technology based on two accuracy variables and several
user perception variables: (1) critique prediction accuracy that indicates how
accurately the critique suggestions match users’ intended critiquing criteria so
that they will be likely picked in real situations; (2) recommendation accuracy
measuring how accurately users’ target choice is located in the set of recom-
mended products once a proposed critique is chosen; and (3) decision confidence
measuring the system’s ability to inspire users’ confidence in the items recom-
mended to them. Particularly, through a real-user evaluation, we show how the
preference-based organization interface could in practice increase users’ appli-
cation frequency of critique suggestions and significantly help to reduce their
decision effort.
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The rest of this article is therefore organized as follows. We first introduce
related work regarding how they produce critique suggestions, especially the
dynamic-critiquing system that is based on the association rule mining but
without the involvement of user preferences. We then explain our motivation of
proposing the preference-based organization approach, and its concrete design
principles and algorithm steps. The experimental results from a simulation
are then presented, measuring the algorithm’s accuracy by comparing it with
related methods. A user evaluation follows to verify the simulation finding
with the development of a prototype system by which users can practically
interact with. Following the user study’s results analysis, we summarize our
major contributions and indicate its future directions.

2. RELATED WORK

To our knowledge, the critiquing concept was first mentioned in RABBIT
systems as a new interface paradigm for formulating queries to a database
[Williams and Tou 1982]. In recent years, the system-suggested critiquing tech-
nique, as introduced before, has been developed for suggesting unit (on single
attributes) or compound critiques (on multiple attributes simultaneously) for
users to select as feedback to the current recommendation [Reilly et al. 2004;
McCarthy et al. 2005c]. Previous empirical studies revealed that critique sug-
gestions may expose the knowledge of product features and remaining recom-
mendation opportunities, and be likely to accelerate users’ decision process if
they could correspond well to the users’ intended feedback criteria [Chen and
Pu 2006].

In this section, we introduce three typical algorithms from related work and
the contribution of our work.

2.1 Static Critique Suggestions

System-suggested critiques were originally proposed as a set of items, pre-
designed by the system according to its knowledge about the product domain.
For instance, the tweak application developed in RentMe systems [Burke et al.
1996; Burke et al. 1997] allows users to critique a recommended apartment by
selecting one simple tweak (e.g., “cheaper,” “bigger,” and “nicer”). When a user
finds the current recommendation short of her expectations and responds to
a tweak, the remaining candidates are filtered to leave only those satisfying
the tweak. In ATA (Automated Travel Assistant) [Linden et al. 1997], exam-
ples with extreme attribute values (e.g., cheapest trip and best nonstop trip)
are suggested to provide the user with critical information about how much a
potential solution could be improved in terms of a specific attribute.

However, since critiques in these systems are static and fixed within a user’s
whole interaction session, they may not reflect the user’s changing needs as
well as the status of currently available products. For example, a critique would
continue to be presented as an option to the user despite the fact that the user
may have already declined it or there is no satisfying product in the remaining
dataset. In addition, each of suggested critiques can only constrain over a single
feature at a time (so called unit critiques by Reilly et al. [2004]) so that users may
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be misled that individual features are independent and hence be potentially
engaged in extra and unnecessary cycles. For instance, a user might be inclined
to critique the “price” feature until a product with an acceptable price has
been achieved, but at this time she finds another important feature does not
satisfy her need (e.g., lower processor speed). She may have to roll back these
price critiques and will have wasted effort to little or no avail [McCarthy et al.
2005¢].

2.2 Dynamic Critique Suggestions

An alternative strategy is to consider the use of so-called compound critiques,
each of which can be regarded as a combination of several unit critiques to
operate over multiple features simultaneously. For example, one compound cri-
tique can be “Different Manufacturer, Lower Processor Speed, and Cheaper,”
indicating a set of products with all of such differences compared to the current
recommendation. With these compound critiques, users can see which features
are highly dependent between one another and choose to improve multiple fea-
tures at a single cycle.

In order to generate such compound critiques and make them dynamically re-
flect the availability of remaining items, the dynamic-critiquing method [Reilly
et al. 2004; McCarthy et al. 2004a] and its successor, incremental-critiquing
[Reilly et al. 2005], have been proposed. They are grounded on the association
rule mining technique to discover frequent sets of value differences between the
current recommendation and remaining products. More specifically, they use
the Apriori algorithm [Agrawal et al. 1993] to determine the highest recurring
compound critiques that are representative of a given data set. They then filter
all possible compound critiques with a threshold value, favoring those with
the lowest support values (“support value” refers to the percentage of products
that satisfy the critique). Such selection criterion was under the assumption
that presenting critiques with lower support values provides a good balance
between their likely applicability to the user and their ability to narrow the
search [McCarthy et al. 2004a, 2005b, 2005¢]. Once the user selects a critique,
a product satisfying the chosen critique as well as being most similar to the
currently recommended item will be returned as a new recommendation in the
next cycle. In the successively developed incremental-critiquing system, the rec-
ommended product must additionally be compatible with the user’s previously
selected critiques so as to avoid repeatedly endorsing attribute value(s) that
the user dislikes.

Series of simulation and real-user studies have demonstrated the superior
performance of dynamical-critiquing compared to static unit critiquing [Reilly
et al. 2004; McCarthy et al. 2004a, 2005b, 2005c]. For instance, a live-user trial
showed that users’ interaction cycles can be effectively reduced from an average
of 29 in applying unit critiques to 6 when they actively selected the proposed
compound critiques [McCarthy et al. 2005¢c]. Another user evaluation proved
that incremental-critiquing features could further reduce users’ interaction cy-
cles by up to 34% above the standard dynamic-critiquing method [Reilly et al.
2005; McCarthy et al. 2005a].
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However, the main limitation of these methods is that the critique selec-
tion process purely based on support values does not take into account user
preferences. It only reveals “what the system can provide,” but does not con-
sider “whether the user likes the suggested critiques or not.” For instance, the
critique “Different Manufacture, Lower Resolution, and Cheaper” will be pro-
posed only if there are a lower percentage of products satisfying it, but it may
not be corresponding to the user’s current needs. Even though its successor, the
incremental-critiquing keeps a history of the user’s previous critiques [Reilly
et al. 2005], the history only influences which product to be recommended when
a specific critique is picked, not the process of critique generation. Therefore,
we call them purely data-driven system-suggested critiquing.

2.3 Preference-Based Critique Suggestions

In order to respect user preferences in the process of critique generation, Zhang
and Pu [2006] have proposed an approach to adapting the computation of com-
pound critiques to user preferences modelled by the Multi-Attribute Utility
Theory (MAUT) [Keeney and Raiffa 1976]. Concretely, during each recommen-
dation cycle, top & products with maximal utilities (i.e., matching degrees with
user preferences) are first determined. Then the ranked first one is returned as
the top candidate (i.e., the current recommendation), and for each of the others,
its detailed value differences from the top candidate is presented as a compound
critique. The compound critiques can be hence treated as explanations of these
products in respect of their comparisons with the top candidate.

Experiments showed that the MAUT-based compound critiques can result
in better recommendation quality than the dynamic-critiquing method [Zhang
and Pu 2006; Reilly et al. 2007]. However, they are unavoidably limited in rep-
resenting available recommendation opportunities in the remaining dataset,
given that each compound critique only corresponds to one product.

2.4 Contribution of Our Work

Our method, the preference-based organization, has been proposed with the
purpose of retaining the above approaches’ advantages while compensating for
their limitations. It is not only based on the data mining technique to produce
representative compound critiques typical of the remaining data set (i.e., the set
of products except the current recommendation), but also adapts them to users’
current preferences and potential needs. In addition, the critique suggestions
and their associated products (i.e., the products satisfying the critiques) are
diversified to give users more valuable information.

In this article, by means of both a simulation experiment and a user evalu-
ation, we demonstrate the preference-based organization’s significantly higher
algorithm accuracy and its actual benefits to real-users. The simulation was
conducted based on a collection of user data (54 records) to compare our algo-
rithm with the other three typical related methods as introduced above. The
experiment shows that the preference-based organization approach has the
highest potential in increasing both critique prediction accuracy and recom-
mendation accuracy.
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Driven by the simulation results, we have performed a follow-up user
study (44 users) in order to evaluate the practical impact of the preference-
organization interface on real-users’ decision performance. The study indicates
that users on average more actively picked the preference-based critique
suggestion relative to their application frequency of creating critiques on
their own in our prototype system. As a result, their decision effort including
both time consumption and interaction effort were significantly reduced in
comparison with the effort consumed in another system where critiques were
generated by the association mining algorithm but without the involvement of
user preferences.

3. PREFERENCE-BASED ORGANIZATION

In the domain of user modeling and decision aid, different data mining algo-
rithms have been investigated and employed for different adaptive applica-
tions [Frias-Martinez et al. 2006]. For example, k-Nearest Neighbor (k-NN)
[Friedman et al. 1975] and Support Vector Machine (SVM) [Cristianini and
Shawe-Taylor 2000] algorithms have become popular collaborative filtering
methods to compute recommendations based on the rates of like-minded neigh-
bors [Sarwar et al. 2001; Xia et al. 2006]. Neural network has been used for
classification and recommendation in order to group together users with similar
characteristics [Bidel et al. 2003].

We chose to use the association rule mining algorithm (i.e., the Apriori
[Agrawal et al. 1993]) as the basis of our organization approach, because it
could support to discover frequent subpatterns (as critique candidates) among
all alternative products, and also enable us to control the numbers of attributes
and products associated with each critique. The main difference between our
method and dynamic-critiquing is that we are particularly according to user
preferences to define the Apriori input patterns and to select the most promi-
nent ones among its outputted options, whereas dynamic-critiquing is purely
data-driven during these processes (as discussed in Section 2.2). In essence, we
designed and implemented the preference-based organization algorithm based
on a set of design principles.

3.1 Design Principles

The fundamental mechanism of the organization interface is to organize the
products (except the current recommendation which is called the top candidate)
into different categories and use each category title as a suggested critique to
represent a group of products with shared properties (see Figure 1). To derive
effective principles for this interface design, we have implemented 13 paper
prototypes of different organization displays that basically cover all of design
dimensions such as how to generate categories, whether to use short or long
text for category titles, how many attributes to include in each title, whether
to include example products in the category or just the category title, and so
on. We have finally derived 5 main principles based on our previous empirical
findings and results of testing these prototypes with real users in form of pilot
studies and interviews (see details in Pu and Chen [2006, 2007]).
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fThe top candidate according to your preferences

Manufacturer Price MegaPixels  OBbtical Memory type Flash LCD screen

LA 2N Depth wmuh/ Top
Canon $242.00 5.0 MP 3x CompactFlash Card 32 MB 18in 1.37in 8.3 o choose

candidate

' We have more products with the following

Nikon  $167.95 4 MP 3x SD Memory Card 14 MB 1.8in 1.4in 4.6 0z
Canon $230.00 4.1 MP 3x  CompactFlash Card 32 MB 1.5in 1.09in 6.530z
Canon  $180.00 3.3 MP 3x SD Memory Card 16 MB 2in  0.83in 4060z choose
Canon  $219.18 4.2 MP ax MultiMedia Card 16 MB 18in  151in 6350z choose
Canon  $163.50 3.2 MP 4x MultiMedia Card 16 MB 1.8in 15in 630z choose
Canon  $199.40 3.2 MP 2.2x SD Memory Card 16 MB 1.5in 1.4in 580z choose
Critique
Sony  $365.00 7.2 MP 3x Internal Memory 32 MB 25in 15in 690z :
Canon  $439.99 7.1 MP 3x 5D Memory Card 32 M8 2in  1.04in 60z suggestions
Fuji  $253.00 6.3 MP 4x XD-Picture Card 16 MB 2in 1.4in 710z
Sony  $336.00 7.2 MP 3x Internal Memary. 32 MB 2in 1in Soz
Nikon  $304.18 7.1 MP 3x Internal Memory 13.5 MB 2in 1.4in  S3o0z
Olympus  $334.00 7.4 MP Sx XD-Picture Card 32 MB 2.0in 1.7in  7.10z choos
Pentax  $238.99 5.3 MP 3x Internal Memory 10 MB 1.8in 08in 370z choose
Canon  $273.18 4.0 MP 3x SD Memory Card 16 MB 2in  082in 4590z choose
Nikon  $329.95 5.1 MP 3x Internal Memory 12 MB 25in 08in 420z choose
Canon $316.18 5.3 MP 3x SD Memory Card 16 MB 2in 0.81in 4590z choose Products
Casio  $386.00 7.2 MP 3x Internal Memory 8.3 MB 25in  088in 4480z choose N
Fuii  $309.18 6.3 MP 3x XD-Picture Card 16 MB 2.5in 11in 550z choose associated
they have more optical zoom with different memory type, but are thicker and heavier | 111
Panasonic  $386.00 5.0MP 12% SD Memory Card 16 MB 18in  334in 32 choose critique
Konica Minolta  $349.99 5.0 MP 12x SD Memory Card 16 MB 2in 3.3in 120z choose
Fuji  $250.18 4.23 MP 10x XD-Picture Card 16 MB 1.5in 3.1in 1190z M
Olympus  $253.00 4.0 MP 10x XD-Picture Card 16 MB 1.8in 27in 990z choose
Olympus  $284.99 4.0 MP 10x XD-Picture Card 16 MB 1.8in 2.7in 1060z choose
Nikon  $259.18 4.2 MP 8.3x% Internal Memory 13.5 MB 1.8in 2.2in 90z choose

Fig. 1. The preference-based organization interface.

Principle 1: Categorize products according to their similar trade-off properties
relative to the top candidate. According to Pu et al. [2003], a decision maker is
rarely content with what she initially finds. Instead, she explores the product
space by navigating from one product to others, looking for better deals. We
call this process decision navigation [Pu and Kumar 2004]. More precisely, the
decision navigation involves finding products with more optimal values on one
or several attributes, while accepting compromised values for less important
attributes. This type of trade-off is known as attribute value trade-off [Pu et al.
2003]. Our previous work proved that such trade-off process can significantly
increase users’ preference certainty and improve their decision accuracy by up
to 57%, especially in the case where users were unable to accurately state all of
their preferences or they stated conflicting values unsatisfactory with available
products [Pu and Chen 2005].

The empirical results motivated us to categorize the set of products according
to their similar trade-off properties (i.e., improved or compromised features)
relative to the top candidate. For example, one category contains computers
that are cheaper but heavier, and another category’s computers are lighter but
more expensive. Each category indicates a trade-off direction that users may
be interested in navigating to from the top candidate to achieve their decision
goals.

Principle 2: Propose few improvements and compromises in the category ti-
tle (the critique suggestion) using conversational language. Here we consider
designing a category’s title in terms of its format and richness. After surveying
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some users, we found that most of them preferred the category title displayed
in natural and conversational language because that makes them feel at ease.
For example, the title “these computers have a lower price and faster processor
speed, but heavier weight” is preferred to the title “cheaper and faster proces-
sor speed and heavier.” Moreover, the former title is also preferred to the title
“they have a lower price and faster processor speed and bigger memory, but
heavier weight and larger display size” since the latter one includes too many
properties. Many users indicate that handling trade-off analysis beyond three
attributes is rather difficult.

Principle 3: Diversify the categories in terms of their titles and contained
products. The third principle proposes to provide diverse categories to users.
Recently the need to include more diversified items in the result list has been
recognized [McSherry 2002; McGinty and Smyth 2003; Ziegler et al. 2005].
The subjects we interviewed also commented that if one category is too sim-
ilar to, or dominated by, another one, it does not provide much useful infor-
mation to them. Therefore, it is better to diversify the returned categories in
terms of their titles and contained products. In addition, a pilot study showed
that the number of totally displayed categories may be more effective when
less than or equal to four since too many categories will cause information
overload.

Principle 4: Include actual products in a proposed category. When we com-
pared two interface designs where one just displays category titles (i.e., as in
traditional system-suggested critiquing interfaces [Burke et al. 1997; McCarthy
et al. 2005¢; Zhang and Pu 2006]) versus one with few actual products in each
category, users indicated a strong preference in favor of the latter design, in
which they felt more informed and able to make a quicker choice. We suggest
displaying up to fix products in each category, considering the display size and
users’ cognitive effort.

Principle 5: Rank products within each category by their utility scores. We
have also performed a pilot study to compare two ranking strategies within
the category. The similarity strategy is broadly used by case-based reasoning
systems (CBR) [McSherry 2002; Reilly et al. 2004], that rank items according
to their similarity degrees relative to a reference. We propose another ranking
method, which is based on the items’ utility scores (i.e., weighted gains against
losses according to user preferences. See formula (1) in the next section). A pilot
study showed that users more quickly made their choice when the items within
each category were sorted by their preference-matching utilities, rather than
by similarity values.

3.2 Preference-Based Organization Algorithm

The organization algorithm was developed in order to optimize objectives of the
above principles [Chen and Pu 2007b]. The top level of the algorithm can be
described in four principal steps: modeling user preferences based on the Multi-
Attribute Utility Theory, generating all possible categories (henceforth called
critiques) by the Apriori algorithm, selecting critiques that are best adaptive to
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The top candidate is generated based on the
user’s currently stated preferences and
system-suggested ones on unstated
attributes.

Determine the top candidate

/

7

Determine the next » items and their
tradeoff vectors relative to the top
candidate

Digital camera 1: {(price, 1). (megapixels, |). (screen size, |).
(weight, 1) ...}:

Digital camera 2: {(price, |). (optical zoom, 1), (flash
memory, 1), (depth, 1) ...}

4L

Generate all possible critique candidates
using the Apriori algorithm

Critique 1: {(price, 1), (weight, 1), (optical zoom, |)}:
Critique 2: {(megapixels, 1), (screen size, 1), (weight, |)}:
Critique 3: {(manufacture, 1). (flash memory, |). (depth, 1)}:
Critique 4: {(price, 1), (memory type. |). (flash memory, |)}:
Critique 5: {(optical zoom, 1). (weight, |). (depth, |)}:
Critique 6: {(price, |), (megapixels, 1), (screen size, 1)};

: 1T

Select critiques with overall higher tradeoff
utilities and diversity degree

These n items (n = 24) are with higher \
matching degrees with the user’s
preferences.

Important notations: 1 means an
improvement in value and | means a

sacrifice in attribute value. /

(Cesorcpag)

Important notations:

(weight, 1) refers to lighter digital cameras,
and (optical zoom, |) refers to cameras with
smaller optical zoom.

Each critique candidate represents a group of
products with the shared properties.

(ecccoocs o)

Important notations:

Higher trade-off utility: the critique and
associated products have overall higher

{(price, 1). (megapixels, |), (weight, 1)}:
trade-off benefits (i.e.. gains against losses).

1.

2. {(price, |). (megapixels, 1), (screen size, 1)}:
3. {(weight, 1), (depth, 1), (flash memory, |)}: . . 3
4. {(optical zoom, 1), (weight, | ), (depth, |)} Higher diversity degree: the selected
critiques and associate products are diverse

between one another.

SR

Display the top candidate, the
selected critiques and their
associated products (Figure 1)

Important notations:

Refine user preferences for the next round It is done if the user would like to continue

of recommendations if needed interacting with the system and reviewing
more recommended items.

Fig. 2. Step-by-Step data flow diagram of the preference-based organization algorithm.

the user’s preferences and diversified between one another, and incrementally
refining user preferences in order to respect her critiquing criteria. A resulting
interface of the organization algorithm can be seen in Figure 1.

Here we list detailed sub-steps of our algorithm regarding how it models and
incrementally refines user preferences and how it generates critiques by Apriori
and makes them adaptive to the user’s stated preferences and potential needs.
Figure 2 gives a data flow diagram to illustrate these steps with examples.
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Model user preferences based on MAUT. We model the user preferences
over all products as a weighted additive form of value functions according to
the Multi-Attribute Utility Theory (MAUT) under the additive independence
assumption [Keeney and Raiffa 1976; Zhang and Pu 2006]. This MAUT-based
user model is inherently in accordance with the most normal and compen-
satory decision strategy, the Weighted Additive Rule (WADD) that explicitly
resolves conflicting value preferences by considering trade-offs [Payne et al.
1993]. Each user’s preference model is formally defined as a set of pairs {(V7,
w1), Vo, ws), ..., (V,, wy,)}, where V; is the value function for each participating
attribute A; and normalized within the range of [0,1], and w; is the importance
(i.e., weight) of A; relative to other attributes. A utility score of each product
(a1, aq, ...,a,)) (where a; is the product’s attribute value of A;) can be hence
calculated with the formula (1), indicating its satisfying degree with the user’s
preferences:

Ullas, az, ..., az) = ) w;Vi(ay). o))
i=1

Suggest default preferences in critiques. According to Viappiani et al. [2007],
presenting suggestions on unstated attributes may likely stimulate users to
state more preferences and improve their decision accuracy. Thus, while gen-
erating the critique pattern of each product by comparing it with the top can-
didate, we assign a default trade-off property (i.e., improved or compromised)
to the attribute that the user did not explicitly state any preference. For ex-
ample, if a user did not specify any preference on the computer’s processor
speed, we assign improved (if faster) or compromised (if slower) (according
to common sense) to a product’s processor speed when it is compared with
the top candidate. We believe that involving suggested preferences in critique
generation could potentially help users learn more knowledge about the prod-
uct domain and guide them to enhance the completeness of their preference
model.

Produce critique candidates by Apriori. In our algorithm, all products in
the dataset are first sorted by their utility scores (see Formula (1)). The ranked
first one, that best matches the user’s current preference model, will be returned
as the top candidate, and each of the other products will be converted into a
trade-off vector (i.e., critique pattern) comprising a set of (attribute, trade-off)
pairs. Each trade-off vector indicates whether the attribute of the product is
improved (denoted as 1) or compromised (denoted as |) compared to the same
attribute of the top candidate. The trade-off value for each attribute is con-
cretely determined by the user’s stated preference (e.g., the cheaper, the better;
the bigger screen size, the better) or system suggested default direction. More
specifically, for nominal attributes such as “manufacture,” if the currently com-
pared product’s manufacture is favored by the user, but the top candidate’s is
not, it will be marked as improved (1), otherwise, it is compromised (]). As
to numerical attributes, for example “price,” if the user’s preference is “the
cheaper, the better,” the improved (1) property will be assigned to values less
than the top candidate’s price, and compromised (|) property will be given to
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values greater than the price. Therefore, as an example, a computer’s trade-
off vector can be represented as {(manufacture, 1), (price, 1), (processor speed,
1), (memory, |), (hard drive size, 1), (display size, 1), (weight, |)}, referring
that this computer has improved values on manufacture, price, hard drive ca-
pacity and display size, but is less satisfying (i.e., compromised) on processor
speed, memory and height, compared to the top recommended computer. Thus, a
trade-off vector describes how the current product is different from the top can-
didate regarding its advantages and disadvantages, rather than simple equality
comparisons as in dynamic-critiquing systems (e.g., bigger, smaller, equal, and
different).

To discover the recurring and representative subsets of (attribute, trade-off)
pairs among all of the trade-off vectors, we further apply the Apriori algorithm
owing to its efficiency and popularity in mining associate rules among features
[Agrawal et al. 1993]. The algorithm provides various parameters enabling us
to control the number of trade-off attributes involved in each critique and the
percentage of products associated with each critique, in order to meet design
principles 2 and 4.

The Apriori algorithm has been widely used to resolve the market-basket
analysis problem. The objective is to find association rules in the shopping be-
havior of customers by identifying sets of products that are frequently bought
together. For example, an association rule can be of the form X => Y, inferring
that if X is purchased, Y will probably be bought. In our system, each trade-off
vector that reflects the differences between one product and the top candidate
can be regarded as a single customer’s shopping basket, and each (attribute,
trade-off) pair corresponds to an item in the basket. Through the Apriori algo-
rithm, a set of recurring subsets of (attribute, trade-off) pairs (each subset called
a compound critique) can be hence discovered as a set of association rules, each
of the form A => B (e.g., {(cheaper, bigger) => (heavier, slower)}). Each com-
pound critique is with a support value indicating the percentage of products
that satisfy it.

At this point, all products can be organized into different categories and each
category be represented by a compound critique as its title, for example, “these
products are cheaper and bigger, but heavier and with slower processor speed,”
which explains the sharable trade-off properties of products that this category
contains (principle 1).

Favor critiques with higher trade-off utilities. The Apriori algorithm will
potentially produce a large amount of compound critiques because a prod-
uct can belong to more than one category given that it has different subsets
of (attribute, trade-off) pairs shared by different groups of products. It then
comes to the problem of how to select the most prominent critique options
presented to users. Instead of simply depending on support values (as the
dynamic-critiquing method does that favors critiques with lower amounts of
satisfying products [Reilly et al. 2004, 2005]), we emphasize the role of user
preferences in the filtering process. More formally, all critique candidates are
ranked according to their trade-off utilities, which indicate their gains against
losses relative to the top candidate and user preferences. The trade-off utility is
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determined by two parts (see Formula (2)): one is the weighted trade-off value of
the critique, and another is the average utility of products associated with the
critique.

IC| ISR(C)|
Trade-offUtility(C) = (; w(attributeﬂxtrade-off}) X (|SR(10)| re;;@ U(r)) ,
(2)

where C denotes the considered critique candidate which is a set of (attribute,
trade-off) pairs, and SR(C) denotes the set of products that satisfy C (i.e., C’s
associated products).

According to the user’s stated preferences and system’s default suggestions
on unstated attributes, Zgl w(attribute;)xtrade-off; computes the weighted
sum of trade-off properties that C contains. In this formula, w(attribute;) is the
weight of attribute;, and trade-off; is default set as 0.75 if improved, or 0.25
if compromised, since improved attributes are naturally more valuable than
compromised ones.

m Z'rsegf()é) U(r) is the average product utility (see Formula (1)) of all the
products that satisfy C. In addition, according to principle 5, all products under
each critique are ranked by their utility scores, so that the product with the
highest matching degree with user preferences is first displayed.

Diversify proposed critiques and their associated products. Since similar
items are limited to add much useful value to users (principle 3), we further di-
versify the proposed critiques to increase their suggestion power. Formally, each
critique’s trade-off utility is multiplied by a diversity degree (see Formula (3)):

F(C) = Trade-offUtility(C) x Diversity(C, SC), (3)

where SC denotes the set of critiques selected thus far. Therefore, the first se-
lected critique should be the one with the highest trade-off utility (since its SC
is empty), and the subsequent critique is selected if it has the highest value
of F(C) in the remaining non-selected critiques by comparing with the cur-
rent SC set. The selection process ends when the desired % critiques have been
determined.

The diversity degree of C is concretely calculated as the minimal local diver-
sity of C with all critiques in the SC set. The local diversity of two critiques (C
and C; in SC) is defined by two factors (see Formula (4)): the diversity between
critiques themselves and the diversity between their associated products (i.e.
SR(C) and SR(C))).

Diversity(C, SC) = min ((1 —

C;eSC

|CﬂCi|> 5 (1 B |SR(C)ﬂSR(Ci)|)) @
IC] ISR(C)| '

Incrementally refine user preferences. Following the above steps, the
preference-based organization interface can be generated (as Figure 1). In
such interface, after a user has selected one of the suggested critiques and
furthermore a new reference product to be critiqued for the next interaction
round, her preferences will be automatically refined. Specifically, the weight
(i.e. relative importance) of improved attribute(s) that appears in the selected
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Table I. Comparison of Four Critique Generation Algorithms

Critiques are Critiques are |Critiques are Critiques and
Dynamically |Representative of| Adaptive Their Associated
Generated During Available to User Products are
Each Cycle Products Preferences Diversified
Preference-based v Vv Vv v
organization
MAUT-based J X VA X
compound
critiques [Zhang
and Pu 2006]
Dynamic- J v X Partially (only critiques)
critiquing
[McCarthy et al.
2005¢]
FindMe [Burke X X X Partially(only critiques)
et al. 1997]

critique will be increased by 8, and the weight of compromised one(s) will be
decreased by B (B is default set as 0.25). All attributes’ preferred values will be
also updated based on the new reference product. According to the refined user
preference model, the organization algorithm will return a new set of critique
suggestions and products in the next interaction cycle. The session will end
when the user accepts one product as her final choice.

4. EXPERIMENT 1: MEASUREMENT OF ALGORITHM ACCURACY VIA
SIMULATION

As mentioned in Related Work (Section 2), there are three existing typical
approaches to generating critique suggestions: one is predesigning a set of
static critiques (such as FindMe [Burke et al. 1997]), the second one is dy-
namically generating critiques based on the availability of remaining prod-
ucts (e.g., dynamic-critiquing systems [McCarthy et al. 2005¢c]), and the third
one is grounded on user preferences to compute compound critiques each
associated with one product (e.g., MAUT-based compound critiques [Zhang
and Pu 2006]). Our algorithm differs from them in that it not only applies
the association mining technique to discover dynamic critique options rep-
resentative of available products, but also emphasizes the role of user pref-
erences in the process of critique definition and selection. In order to un-
derstand whether our preference-based organization method can outperform
related algorithms regarding its accuracy in predicting critiques and recom-
mendations that match users’ interests, we first did a simulation experi-
ment to compare these four approaches (see Table I for a brief comparison
of their main characteristics). Simulation means that in the experiment the
user was simulated and presumed that s/he was interacting with the system.
We in particular adopted a collection of real-users’ records as testing data
to conduct the simulation, so as to guarantee the reliability of the accuracy
measurement.
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The algorithm accuracy was concretely defined by two aspects: critique pre-
diction accuracy measuring the matching degree of the suggested critique
with the user’s intended critiquing criteria, and recommendation accuracy
measuring how likely one of recommended products is the user’s target choice
once the best matching critique was picked. In the following, we describe the
simulation’s procedure and results analysis.

4.1 Materials and Procedure

Few earlier works have empirically measured the predictive accuracy of their
algorithms in suggesting critiques. Moreover, most of previous simulation ex-
periments were simply based on a random product from the database to simu-
late a “user’s” decision behavior (e.g., initial preferences and “her” target choice)
[Reilly et al. 2004, 2005; Zhang and Pu 2006].

In order to more accurately measure critique prediction accuracy and recom-
mendation accuracy of different critique suggestion algorithms, our experiment
was based on a collection of real-users’ data to initiate the comparative simula-
tion. The data has been collected from a series of previous user studies where
real-users were instructed to identify their truly intended critiquing criteria
[Chen and Pu 2006]. In total, 54 (6 females) user records were accumulated
(with around 1500 data points). Half of these users were asked to find a fa-
vorite digital camera, and the other half were searching for a tablet PC. Each
record includes a user’s initial preferences (i.e., a set of (preferred attribute
value, weight) pairs), the product s/he selected for critiquing and her/his self-
initiated critiquing criteria (i.e., attributes to be improved and compromised)
during each critiquing cycle, the total critiquing cycles s/he consumed, and
her/his target choice which was determined after s/he reviewed all products in
an offline setting.

In our experiment, each user was simulated supposing that s/he was using
the evaluated algorithm. Her/his initial preferences were first inputted to the
algorithm to generate the first round of critique suggestions. Among the set of &
critique suggestions (k = 4), the critique best matching the user’s self-specified
critiquing criteria during the first cycle was assumed to be selected by the
simulated user. Then, a group of n products (n = 6) that satisfy the selected
critique was returned, among which a product was chosen which is most similar
to the actual product picked by the corresponding real-user at that cycle. This
process continues as along as the user did in the real condition. That is, if the
record shows that the user took three critiquing cycles in locating her final
choice, the simulated user also quitted the interaction after three cycles in our
experiment.

4.2 Measured Variables and Results

4.2.1 Critique Prediction Accuracy. The critique prediction accuracy is
formally defined as the average maximal matching degree between the sug-
gested critiques and the users’ self-specified critiquing criteria over all cycles,
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Fig. 3. Experimental results of comparing four critique generation algorithms.

as computed by Formula (5):

1 NumCycle
PredictionRate(user;) =

NumCycle =
v max [ & x NumImproveMatch(c) + (1 — a) x NumCompromiseMatch(c) 5)
ceCj a x NumImprove(t) + (1 — o) x NumCompromise(t)

where C; represents the set of critique suggestions during the j** cycle,
NumlImprove(t) is the number of improved attributes in the user’s real critique
(denoted as ¢) in that cycle, and NumCompromise(t) is the number of com-
promised attributes. NumImproveMatch(c) denotes the number of improved
attributes that appear in both the suggested critique (i.e. ¢) and ¢, and Num-
CompromiseMatch(c) is the number of matched compromised attributes. The
parameter « is default set as 0.75, because it is more desirable to get accurate
matching on improved attributes.

Therefore, this formula computes the critique prediction accuracy for each
simulated user. An average higher value infers that the corresponding critique
generation algorithm has averagely higher accuracy in suggesting critiques
that real-users should intend to make.

Comparative results show that both preference-based critique generation
approaches, the preference-based organization (Pref-ORG) and MAUT-based
compound critiques (MAUT-COM), achieve significantly higher success rates
(respectively 66.9% and 63.7%) in predicting users’ critiques, compared to the
dynamic-critiquing method (DC) and the FindMe approach (¥ = 94.620, p <
0.001 by ANOVA test; see Figure 3). Pref-ORG is further slightly better than
MAUT-COM. The results hence imply that preference-based critique sugges-
tions more accurately correspond to the user’s truly intended feedback criteria
and will be more likely applied in the real situation.

4.2.2 Recommendation Accuracy. We further measured the four algo-
rithms’ recommendation accuracy, which was calculated as how likely users’
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Fig. 4. Comparison of recommendation accuracy on a per cycle basis.

target choices could have been located in the recommended products once the
suggested critiques were picked. In Formula (6), RC,;(u;) denotes the set of
recommended products that satisfy the selected critique during the j* cycle for
the user u;. If the user’s target choice (denoted as target;) appearsin any RC; (u;)
set, FindTarget is equal to 1, otherwise FindTarget is 0. Thus, the higher over-
all recommendation accuracy represents that the larger proportion of users’
target choices appearing at least in one recommendation cycle, inferring that
the corresponding system can more accurately recommend the ideal choice to
the user during her acceptable critiquing cycles.

1 NumUsers
RecommendationAccuracy = —————
NumUsers ~
NumCycle(u;)
xFindTarget (targeti, Z RC j(Ui)) (6)

j=1
The results indicate that Pref-ORG achieves the highest recommendation accu-
racy (57.4%) compared to the other methods (F=8.171,p < 0.001; see Figure 3).
Figure 4 illustrates the comparison of recommendation accuracy on a per cy-
cle basis in an accumulated manner. It is worth noting that although MAUT-
COM obtains higher critique prediction accuracy relative to DC and FindMe
(see Section 4.2.1), it is limited in recommending accurate products. In fact,
regarding the recommendation accuracy, the best two approaches (Pref-ORG
and DC) are both based on the association rule mining technique to generate
critique candidates, and Pref-ORG performs much better than DC likely owing
to its preference-focused selection mechanism. Therefore, Pref-ORG is proven
not only the most accurate algorithm at suggesting critiques, but also most
accurate at recommending products.

4.2.3 Interaction Effort Reduction. It is then interesting to know how ef-
fectively the system could potentially reduce users’ objective effort in locating
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their target choice. This was concretely measured as the average percentage of
cycles the simulated user could have saved to make the choice relative to the
cycles s/he went through in the self-initiated critiquing condition. Formally, For-
mula (7) computes the average reduction of cycles among all simulated users,
where actualCycle; denotes the number of cycles each user actually consumed
and targetCycle; denotes the number of cycles until her/his target choice first
appeared in the products recommended by the evaluated algorithm. For the
user whose target choice did not appear in any recommendations, her/his esti-
mated effort reduction is 0.

EffortReduction =

NumUsers

1 NumUsers o ctualCycle, — targetCycle,
. (D
actualCycle;

i=1

In terms of this variable, Pref-ORG again shows the best result (F = 4.506, p <
0.01; see Figure 3). More concretely, the simulated user can on average save over
21.2% of her critiquing cycles while using the preference-based organization al-
gorithm (vs. 7.2% with MAUT-COM, 8.95% with DC and 9.96% with FindMe).
This finding implies that the preference-based organization can potentially en-
able real-users to more efficiently target their best choice, in comparison with
the other critique generation approaches.

4.3 Discussion

From this simulation experiment’s results, we can see that preference-based
critique generation algorithms, including the preference-based organization
and MAUT-based compound critiques, have significantly higher potential to
increase critique prediction accuracy, compared to the purely data-driven
dynamic-critiquing and the FindMe approach. On the other hand, using the
association rule mining method to organize products into critique suggestions,
as Pref-ORG and DC do, can more likely improve the accuracy of recommen-
dations in matching users’ target choices. In addition, Pref-ORG potentially
requires real-users to expend the least amount of interaction effort (i.e. cri-
tiquing cycles) to locate their best choices.

Therefore, the Pref-ORG algorithm, that involves both MAUT-based prefer-
ence models and the association rule mining technique to generate representa-
tive and diverse critiques, was proven to possess the highest possibility to allow
its users to easily and effectively make their critiques by picking the presented
suggestions and even locate their target choices among the recommended prod-
ucts along with the suggested critiques.

Motivated by the simulation findings, we conducted a follow-up user study to
evaluate the practical performance of the preference-based organization inter-
face in an interactive system. This experiment has been mainly to evaluate the
impact of our interface on real-users’ decision performance in order to under-
stand whether the system could in reality reduce their decision effort as shown
by the simulation measurement.
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5. PROTOTYPE SYSTEM IMPLEMENTATION

For the purpose of evaluation with real-users’ participations, we first imple-
mented a system that includes the preference-based organization interface, as
well as a user-initiated critiquing facility by which users could create critiques
on their own. With such system, we could determine how accurately the sug-
gested critiques can in practice match a user’s intended critiquing criteria,
given that if none of them is satisfying, the user could easily switch to build her
critiques by herself.

Concretely, in this system, the preference-based organization interface shows
four categories under the top candidate (see Figure 5(a)). Each category is
titled with a compound critique in a conversational style (e.g., “These prod-
ucts have cheaper price and longer battery life, although they have slightly
lower processor speed”), followed by a set of recommended products that sat-
isfy the critique. Accompanying the top candidate, there is a button labeled
“Specify your own criteria for ‘Better Features.” It will be clicked in the case
that the user wants to create critiques herself since no item (i.e., critique
suggestion and product) in the organization interface interests her. Moreover,
along with each recommended product in each category, the user can click but-
ton “Better Features” when she prefers the product but wants to see simi-
lar options with some better features. In this case, a new set of preference-
based critique suggestions relative to the selected reference product will be
shown.

The user-initiated critiquing interface is called example critiquing [Pu and
Kumar 2004], which is right activated via the button “Specify your own crite-
ria for ‘Better Features.” Figure 5(b) shows its screen shot. Under the reference
product, three radio buttons are next to each feature, respectively under “Keep”
(default), “Improve,” and “Take any suggestion,” hence facilitating users to cri-
tique one feature by either improving its current value (“Improve”) or accepting
a compromised value suggested by the system (“Take any suggestion”). In ad-
dition, users can freely compose compound critiques by combining critiques on
any set of multiple features simultaneously.

Here we give an example in order to illustrate how a user typically interacts
with this prototype system. A user initially starts her search by specifying one
or any number of preferences in a query area. Each preference is composed of
one acceptable attribute value and its relative importance (weight). The weight
ranges over five scales from 1 “least important” to 5 “very important.” A pref-
erence structure is hence a set of (acceptable attribute value, weight) pairs of
all participating main attributes. After a user specifies her initial preferences,
the best matching product computed by the MAUT model (see Formula (1))
will be returned at the top, followed by a set of suggested critiques and sam-
ple products generated by the preference-based organization algorithm. If the
user is interested in one of the suggested critiques, she could click “Show All”
to see more products under the critique. Among these products, the user can
either choose one as her final choice, or select a near-target and click “Better
Features” to start a new round of critiquing. In the latter case, the user’s pref-
erence model will be automatically refined to respect her current criteria. On
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b. The user-initiated example critiquing interface (EC).

Fig. 5. Screenshots of prototype system.
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the other hand, if no critique and product interests the user, she could switch to
make self-initiated critiquing in the example critiquing interface. After she cre-
ates her own critiques, the system will also refine the user’s preference model
and return multiple trade-off alternatives that best match her self-specified
critiquing criteria.

The action of either selecting the system-suggested critique or making self-
initiated critiquing completes one interaction cycle, and it continues as long as
the user wants to refine the results.

6. EXPERIMENT 2: USER EVALUATION OF PROTOTYPE SYSTEM

Thus, in order to identify Pref-ORG’s practical usability and performance, in
the second experiment, we recruited participants to in reality interact with
it. Two systems were mainly evaluated and compared: one is the prototype
system where the preference-based organization interface was integrated as
well as a user-initiated example critiquing agent (henceforth Pref-ORG+EC),
and another one is without Pref-ORG, but the dynamic-critiquing interface
for suggesting critiques (henceforth DC+EC). The role of EC in both systems,
as explained in Section 5, is allowing us to accurately measure the critique
prediction accuracy of Pref-ORG and DC, since it provides users with the option
of creating and composing critiques by themselves if the suggested critiques do
not match their desires.

The reason we chose to compare Pref-ORG with DC via this user study
(rather than other related methods) was mainly due to the fact that they both
apply the association rule mining tool (i.e., Apriori algorithm) to produce cri-
tique candidates, but are fundamentally different with respect to the process of
critique definition and selection. In other words, the dynamic-critiquing method
is inherently data-driven since it purely relies on the availability of alterna-
tives to define and select the proposed critiques, whereas the preference-based
organization is largely contingent on user preferences to fulfill these tasks.
They are also different in terms of the interface design: Pref-ORG shows a
few sample products along with each critique, whereas DC requires an extra
click to see actual products. Therefore, through comparing them, we can see
whether the replacement of DC with Pref-ORG, regarding changes on both al-
gorithm and interface as a whole, would have positive effects on users’ decision
performance.

6.1 Materials and Participants

Both systems were developed for two product catalogs: tablet PCs and digital
cameras. The tablet PC catalog is composed of 55 products, each described by
10 main attributes (manufacturer, price, processor speed, weight, etc.), and the
digital camera catalog composed of 64 products each characterized by 8 main
attributes (manufacturer, price, resolution, optical zoom, etc.). All products were
extracted from a real e-commerce website.

The entries to the two systems are both of a preference specification page
to obtain the user’s initial preferences. Then, in DC+EC, a product that best
matches the user’s initial preferences is shown on the top, accompanied by a set
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of system-suggested compound critiques generated by the dynamic-critiquing
method, in addition to a user-initiated critiquing area. In Pref-ORG+EC, the
top candidate is followed by multiple categories each with a title (i.e. the sug-
gested critique) produced by the preference-based organization algorithm. In
both systems, the user can either pick a critique suggestion or define feedback
criteria herself. In any case, products that satisfy her critiquing criteria will be
recommended for her to compare with the top candidate. If the user finds her
target choice among these items, she can proceed to check out. Otherwise, if
she likes one product but wants some values improved, she can resume a new
critiquing cycle.

The user can also view the product’s detailed specifications with a “detail”
link, and save her near-solutions in a “saved list” to facilitate comparing them
before checking out.

A total of 44 (8 females) volunteers participated in this user study. Most of
them are students in the university, but from a variety of different countries
(France, Italy, Switzerland, China, etc.), and studying different majors (com-
puter science, mechanics, manufacturing, etc.) and pursuing different educa-
tional degrees (bachelor, master, or Ph.D.). 31 participants have online shopping
experiences.

6.2 Experiment Design and Procedure

The user study was conducted in a between-group design. All participants were
randomly and evenly divided into two groups. Each group was assigned one
system (Pref-ORG+EC or DC+EC) to use. Additionally, every participant was
randomly assigned one product domain (tablet PC or digital camera) to search.

An online experiment procedure, containing instructions, evaluated inter-
faces and questionnaires, was implemented so that users could easily follow
and their actions are automatically saved in a log file. The same administrator
supervised the experiment for all participants.

At the beginning of each session, the participant was first debriefed on the
objective of the experiment and the upcoming tasks. Specifically, the objective
was to evaluate a product search system to see whether it is effective in helping
the user to make a confident and accurate purchase decision. Thereafter, a short
questionnaire was to be filled out about the participant’s demographic data and
e-commerce experiences. The participant then started evaluating the system
by imagining herself/himself as a potential buyer, with the task of “finding a
product you would purchase if given the opportunity.” Afterwards, s/he was
asked to fill in a post-study questionnaire about her/his subjective perceptions
with the system s/he just used.

6.3 Hypotheses and Measured Variables

Our main hypothesis was that users would more actively and frequently ap-
ply preference-based critique suggestions in Pref-ORG+EC, compared to the
application frequency of critiques in DC+EC. As a result, their decision effort
such as time consumption and interaction effort would be likely reduced, given
that they do not need to take much effort in creating critiques on their own
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Fig. 6. Applications of system-suggested critiques versus user-initiated critiquing respectively in
the two systems (Pref-ORG+EC and DC+EC).

(i.e., with EC). We also expected that users’ subjective perceptions would be
positively affected due to the replacement of DC by Pref-ORG.

Thus, we mainly measured three dependent variables in the experiment:
users’ critiquing application behavior; objective decision effort including task
completion time and interaction effort; and subjective opinions such as cognitive
effort, decision confidence and behavioral intentions (e.g., intention to purchase
and intention to return).

6.4 Results Analysis

6.4.1 Critiquing Application. The average application frequency of
system-suggested critiques per user was increased from 1.14 times on DC+EC
to 2.00 on Pref-ORG+ EC (t = —2.02, p = 0.05; see Figure 6). On the contrary,
the application of the user-initiated critiquing support (EC) decreased from
3.73 times on DC+EC to 1.68 on Pref-ORG+EC (t = 3.96, p < 0.001). In addi-
tion, among the average critiquing cycles in Pref-ORG+EC, 54.3% were used in
picking the preference-based critique suggestions, and the remaining 45.7% of
cycles were with EC to build the user’s own critiques. In DC+EC, the average
user only spent 23.4% of her critiquing cycles in selecting suggested critiques
and took the remaining majority of cycles (76.6%) to create her own criteria.

It hence infers that the preference-based organization approach in practice
has a better prediction on critique-making, due to the fact that users more
actively relied on it although they were also provided with the facility of initi-
ating critiquing criteria themselves. As a result, they expended less interaction
cycles in making their final choice, that is, 3.68 with Pref-ORG+EC against
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Fig. 7. Task time distribution (minimum, median, maximum, etc) in Pref-ORG+EC and DC+EC.

4.87 cycles with DC+EC, though the difference is not significant (t = 1.42, p =
0.16 by t-test).

6.4.2 Time and Interaction Effort. It was then interesting to see whether
the difference on critiquing application would result in significant impact on de-
cision effort (i.e. task time and interaction effort). Results show that regarding
the time consumption, Pref-ORG+EC demands significantly less time than
DC+EC (t = 2.32, p < 0.05). More concretely, the participants who used Pref-
ORGHEC spent on average 4.07 minutes in locating their choice, while the
other group with DC+EC consumed more time (5.98 minutes; see Figure 7 for
the time distribution).

Furthermore, we measured the interaction effort users consumed within
their task time. The interaction effort was measured as the whole interaction
session (i.e. the total number of visited pages) the user took while using the
system. The visited pages can include the initial preference elicitation page,
the search results page, the critiquing page, the product’s detailed specifica-
tion page, and the “saved list” page (all of the pages were implemented in both
systems). The result indicates that in Pref-ORG+EC the average interaction
session is 6.23, which is significantly less than the interaction effort spent in
DC+EC (mean = 10.59; t = 2.85, p < 0.01; see Figure 8). Moreover, with re-
spect to the number of products users totally viewed in both systems, we found
that, likely owing to the organization interface design, 53.5 products (including
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Fig. 8. The interaction effort (i.e. length of page visits) in the two systems.

Table II. Questions to Measure Users’ Subjective Perceptions

Subjective variables Questions associated with the variables (each responded on a
5-point Likert scale from “strongly disagree” to “strongly agree”)
Decision confidence I am confident that the product I just “purchased” is really the

best choice for me.

Perceived cognitive effort | 1 easily found the information I was looking for.

Looking for a product using this interface required too much
effort (reverse scale).

Intention to purchase I would purchase the product I just chose if given the opportunity.
Intention to return If T had to search for a product online in the future and an
interface like this was available, I would be very likely to use it.
I don’t like this interface, so I would not use it again (reverse
scale).

repeated ones) were on average displayed to each user in Pref-ORG+EC, versus
22.3 products in DC+EC (t = —3.73, p < 0.01).

6.4.3 Subjective Perceptions. As to subjective perceptions, we primarily
considered four aspects: perceived cognitive effort indicating the amount of
subjective effort users exerted in information-processing, decision confidence
questioning about whether users were confident that they made the best choice
with the system, and two behavioral intentions inferring whether the system
could convince its users to purchase a product (intention to purchase) and stimu-
late them to return to the system for repeated uses (intention to return) (the two
intentions were termed as trusting intentions in Grabner-Kriauter and Kaluscha
[2003]). Table II lists concrete questions to measure the four subjective vari-
ables. Each question was asked to respond on a 5-point Likert scale ranging
from 1 “strong disagree” to 5 “strongly agree.”
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Analysis of users’ answers to these postquestions shows that both groups of
participants indicated positively higher agreements, and Pref-ORG+EC gained
slightly better scores on most items, but did not reach significant differences.
More specifically, both systems allow a low level of cognitive effort, which
was additionally perceived as marginally significantly lower in Pref-ORG+EC
(mean = 1.89 vs. 2.23 in DC+EC; t=1.71, p = 0.09). As for decision confidence,
the rate was almost equally high on Pref-ORG+EC and DC+EC (mean = 3.82
vs. 3.86,t =0.31, p = 0.78). Users also expressed positive agreements regarding
behavioral intentions. The average rate on intention to purchase is 3.59 with
Pref-ORG+EC against 3.41 with DC+EC (t = — 0.75, p = 0.45), and the rate on
return intention is 4.11 in Pref-ORG+EC versus 3.93 in DC+EC (t = — 0.83,
p = 0.41).

6.5 Discussion

Thus, the second experiment mainly revealed how real-users acted in the sys-
tem with the preference-based organization, and the comparison of their deci-
sion behavior with another group of users with the dynamic-critiquing based
system. The results indicate that, due to the replacement of DC by Pref-ORG
(which is different not only on underlying algorithm but also interface design),
users more frequently picked the suggested critiques and eventually resulted
in significant saving of their task time and interaction effort. The finding prac-
tically verifies the reliability of our simulation predictions which suggest that
Pref-ORG has higher accuracy in predicting users’ intended critiquing criteria
and higher potential to reduce their decision effort.

However, as for subjective measurements of users’ qualitative opinions, no
significant difference was found, while the two systems both obtained highly
positive scores on participants’ perceived effort, decision confidence, and pur-
chase and return intentions. Combined with our previous observations [Chen
and Pu 2007a], it implies that users will be likely to have positive attitudes with
the system that is of both system-suggested critiques and the user-initiated cri-
tiquing support, such as Pref-ORG+EC and DC+EC, since in such system they
are able to freely choose the desired critiquing facility so as to specify their
truly-intended feedback criteria.

7. PRACTICAL IMPLICATIONS

The critiquing-based recommender system is particularly helpful in the condi-
tion that the user has no certain tastes initially or did not leave prior product-
searching history, so the products recommended simply by collaborative filter-
ing or content-based recommender approaches may not accurately reflect what
the user really wants. In fact, according to the adaptive decision theory [Payne
et al. 1993], people are usually unable to precisely state their preferences up
front, especially when they are confronted with an unfamiliar product domain
or a complex decision situation, but likely construct them in a highly context-
dependent fashion during their decision process [Tversky and Simonson 1993;
Payne et al. 1999; Carenini and Poole 2002].
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Results from our empirical studies strongly support the advantage of in-
volving user preferences as well as data mining techniques in the process of
generating system-suggested critiques that may interest the user as feedback
options for preference refinement. The association rule mining tool can be used
to serve for organizing available products and discovering recurring subpat-
terns among them, and user preferences should be emphasized while defining
the mined patterns and selecting prominent ones from mining outcomes to be
presented to end users. Indeed, combining empirical results from our previous
work and current studies, we believe that this preference-based organization
method can effectively take two major roles in a product recommender system.

7.1 Preference-Based Organization as Recommendation Explanation

The preference-based critique suggestion in essence details the representative
trade-off properties shared by a group of products in reference to the top can-
didate. Therefore, it can be regarded as an explanation to expose the trade-off
opportunities and the reason of why these products are recommended to the
user.

The role of explanations in providing system transparency and thus increas-
ing user acceptance has been recognized in a number of fields: expert systems,
medical decision support systems, intelligent tutoring systems, and data ex-
ploration systems [Swartout et al. 1991; Klein and Shortliffe 1994; Carenini
and Moore 1998; Pu and Chen 2007]. Being able to effectively explain results
has been increasingly recognized important for product recommender systems
[Herlocker et al. 2000; Chen and Pu 2005]. When users face the difficulty of
choosing the right product to purchase, the ability to explain why recommen-
dations are computed and convince them to buy a proposed item is naturally
crucial for any recommender systems in e-commerce environments.

A number of researchers have reported empirical results in respect of the ex-
planation’s actual benefits for recommender systems. For example, Herlocker
et al. showed that providing explanations can improve the acceptance of auto-
mated collaborative filtering systems and potentially improve users’ filtering
performance [Herlocker et al. 2000]. Sinha and Swearingen [2002] found that
users like and feel more confident about recommendations that they perceive
as transparent. More recently, a large-scale qualitative survey indicated that
explanations can help to build users’ competence-inspired trust and establish
a long-term relationship between the user and the recommender system [Chen
and Pu 2005].

The traditional way to explain displayed results, as in related recommender
systems [Shimazu 2002; McSherry 2003, 2004], is showing all items in a ranked
list and explaining each of them in a “why” component which contains the com-
putational reasoning. However, in such an interface, the user has to take effort
in scanning the entire list and reading the “why” statements one by one. We
have previously conducted a comparative user study that evaluated the organi-
zation interface’s explanation impact by comparing it with the “why”-based list
view [Pu and Chen 2006, 2007]. Results showed that the organization-based
explanation method can significantly increase users’ perception of the system’s
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competence, decrease their cognitive effort and have a positive influence on
their intention to return. Further analysis of user comments revealed that the
interface was perceived to be well structured and easier to compare products.
Grouping the results allowed users to find the location of a product matching
their needs more quickly than the ungrouped display. It was also accepted as a
good idea to label each category to distinguish it from others.

Thus, the previous empirical study identified the advantage of the
preference-based organization interface as a novel and more effective expla-
nation approach to increasing users’ competence perceptions. The finding also
suggests the trend of displaying a diverse set of recommendations rather than
the k-best list even after the “why” enhancement. We hence believe that similar
benefits can likely be obtained for the other organization-based or diversity-
driven interfaces [McGinty and Smyth 2003; McSherry 2003; Reilly et al. 2005;
Price and Messinger 2005].

7.2 Preference-Based Organization as Critiquing Aid

In addition to the validation of the organization interface’s explanation func-
tion, in this paper, we mainly demonstrate its algorithm accuracy and practical
role in a critiquing-based recommender system in saving users’ decision effort.

As mentioned in Introduction (Section 1), the critiquing aid has been broadly
accepted as a crucial feedback mechanism to guide users to refine preferences
[Linden et al. 1997; Burke et al. 1997; Shimazu 2002; Faltings et al. 2004;
Reilly et al. 2004; Chen and Pu 2006; Viappiani et al. 2007]. One popular ap-
proach can be called system-suggested critiquing, because it is to suggest a set
of critiques that users may be prepared to select [Burke et al. 1997; Reilly
et al. 2004; Zhang and Pu 2006]. In Section 2 (“Related Work”), we have intro-
duced three typical methods for generating critique suggestions, including the
FindMe system that pre-designs static unit critiques (e.g., “bigger”, “cheaper”),
the dynamic-critiquing system that dynamically computes compound critiques
to reflect the availability of remaining products (e.g., “different manufacture
and lower resolution and lighter”), and MAUT-based compound critiques each
of which corresponds to one top ranked item.

However, they are limited in either respecting the user’s changing needs
or representing the available products. The preference-based organization al-
gorithm was developed to synthesize their advantages while compensating for
their limitations. It can be classified as a type of user centric dynamic critiquing
aid, where users’ explicitly stated preferences on products’ attributes are highly
involved in the process of the critique generation, in addition to the use of as-
sociation rule mining tool (Apriori algorithm) for determining representative
critique candidates.

In this article, we present the experimental results from both a simulation
setup and a real-user evaluation. The simulation was conducted to measure
the preference-based organization algorithm’s accuracy in comparison with the
other three related approaches. We simulated users’ behavior in these algo-
rithms using a collection of records with real-users’ truly-intended critiquing
criteria and target choices. The experiment showed that the preference-based
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organization algorithm significantly outperforms the other methods in terms
of critique prediction accuracy and recommendation accuracy.

A follow-up user study further evaluated the preference-based organization
interface’s practical impact in an interactive prototype system where users
could also create critiques by themselves if no suggested critique satisfies them.
By comparing to another system with the dynamic-critiquing interface which
is also based on the association mining technique but without the involvement
of user preferences, we found that our system can in reality significantly help
to increase the application frequency of critique suggestions and allow users to
expend significantly less objective decision effort including time consumption
and interaction effort. The user evaluation’s results hence empirically verify
the first simulation’s predictive findings.

The interface design of an intelligent system must be capable of delivering
the intended user benefits. Therefore, improving the ability of a product recom-
mender system to motivate users to make more accurate and confident decisions
is highly relevant to the field of intelligent user interfaces. Derived from our
empirical explorations, the preference-based organization interface can be con-
sidered as an effective combination of the ideas of critiquing aid, diversity, and
explanation. It can address users’ unstated preferences via diverse options, al-
low them to navigate quickly to their target choice with recommended critiques
and products, and promote their trust in the system through its explanatory
power.

As to the area of data mining, we suggest that an appropriate mining tool,
such as the association rule mining for discovering frequent subpatterns among
products, will be helpful to produce diverse and representative recommendation
set. However, purely mining products according to their feature differences may
not be enough. It will be quite beneficial to involve user preferences into the
mining process and adapt the algorithm to the user’s changing needs.

8. CONCLUSION AND FUTURE WORK

In recent years, the critiquing-based recommender system has emerged as an
effective feedback mechanism to assist users in handling information overload
(asin the e-commerce environment) and efficiently locating their ideal products.
In this paper, we present studies about a novel approach to generating system-
suggested critiques as improvements to the current recommended products.
The approach is called preference-based organization (Pref-ORG) that partic-
ularly involves user preferences in an association mining process for the gen-
eration of critique suggestions, so as to make the critique potentially better
correspond to the user’s intended feedback criteria as well as representative of
a group of products so as to accelerate decision process.

Two experiments are described: one was to measure its algorithm accu-
racy by comparing with other three typical critique suggestion approaches in
a retrospective simulation setting, and another was to evaluate its practical
impact in a prototype system with real-users’ interaction. The experiments
show that mainly owing to the involvement of user preferences in the cri-
tiquing mining, Pref-ORG achieves significantly higher critique prediction and
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recommendation accuracy, and more notably enable real-users to significantly
save their decision effort in making the final choice.

Combining with our previous findings, we can conclude that the preference-
based organization has the ability of effectively taking two major roles: ex-
planation of recommendations to build users’ competence-inspired trust, and
generation of critique suggestions to help people make informed, accurate and
efficient trade-off decisions. We believe that the conclusion can be scalable into a
more general scope where collaborative-filtering and content-based systems are
also considered, being suggestive for them to develop trustworthy explanation
interfaces and personalized preference revision tools.

For future work, we attempt to investigate various parameters’ optimal val-
ues in the organization algorithm. For instance, the trade-off parameter in
the calculation of trade-off utility (see formula (2)) was default set as 0.75 (if
improved) and 0.25 (if compromised) for now. It may be interesting to know
whether making them dynamically adjust to the user’s potential needs will
achieve better algorithm accuracy. The same will be done to other algorithm
parameters such as in the diversity calculation and default preference values.
Moreover, we are interested in studying the performance of other reasoning
and learning techniques, such as Bayesian filtering [Koller and Sahami 1997;
Zhang and Pu 2007], to see whether they could be integrated to further refine
mining outcomes. Users’ implicit factors like personality, cultural background
and previous decision behavior will also be studied respecting their roles of
augmenting the preference model’s certainty and completeness.
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