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Abstract

This paper addresses the problem of speaker-dependent
isolate digits recognition using sole visual information. We
employ intensity transformation and spatial filter to esti-
mate the minimum enclosing rectangle of mouth in each
frame. Thus, for each utterance, we can obtain two vectors
composed of width and height of mouth, respectively. Then,
we propose an approach to recognize the speech based on
polynomial fitting. Firstly, both width and height vectors
are normalized into the constant length via interpolation.
Secondly, least square method is utilized to produce two 3-
order polynomials that can represent the main trend of the
two vectors, respectively, and reduce the noise caused by
the estimate error. Lastly, positions of three crucial points
(i.e. maximum, minimum and right boundary point) in each
3-order polynomial curve are recorded as a feature vector.
For each utterance, we calculate the average of all vectors
of training sample to make a template, and using Euclidean
distance between the template and testing data to perform
the classification. Experiments show the promising results
of the proposed approach.

1 Introduction

Lip reading is to understand speech by visually interpret
the lip movement of speakers [7]. This technique has po-
tential attractive applications in speech recognition, human
identification, and so forth [4, 9, 13].

So far, two kinds of features are widely used in lip read-
ing system, namely image-based and model-based. In the
image-based approach, the pixels of lip region are trans-
formed by PCA, DWT or DCT, to become a feature vec-
tor [2, 5, 6]. Under the ideal environment, the accuracy of
image-based approach is considerable high, but the perfor-
mance will be degraded seriously in real environment. One
main reason is that the approach is restricted by the illu-
mination, mouth rotation and some other conditions. Thus,
from the practical view point, the image-based approach is
not the appropriate choice for automatic lip reading sys-
tem. In the model based approach, shape and position of
lip contours, tongue, teeth or some other features like width

and height of mouth are modeled, and controlled by a set
of parameters(e.g. Snake, ASM and AAM) [3, 8, 10, 12].
Model-based approach can invariant to the effects of scal-
ing, rotation, translation and illumination. Hereby, with re-
gard to the feature extraction, many researchers resort to the
modal-based approach.

In this paper, we propose a lip reading approach under
simple modal – the width and height of mouth. We em-
ploy intensity transformation and spatial filter to the image
of ROI(Range Of Interesting) in gray scale space to local-
ize the minimum enclosing rectangle of lip automatically.
Then, give a video clip for an utterance, we can obtain two
vectors composed of the width and hight of mouth from
each frame, respectively. Based on the least square method,
two 3-order polynomials are built to fit the width and height
vector. The positions of three crucial points (i.e. maximum,
minimum, and right boundary point) in each 3-order poly-
nomial curve are recorded as a feature vector. For each ut-
terance, we calculate the average of all vectors of training
data to make a template, and use Euclidean distance be-
tween the template and testing data to perform the classi-
fication.

The remainder of this paper is organized as follows. Sec-
tion 2 describes the visual feature, namely the minimum
enclosing rectangle of mouth, extraction method. Section
3 presents our new approach for lip-reading recognition. In
Section 4, we will conduct the experiment to compare our
approaches with the existing methods. Finally, Section 5
draws a conclusion.

2 Lip localization and feature extraction

Before showing the details, a pre-processing is needed.
The images captured by camera are comprised of RGB val-
ues. We heuristically project these RGB values into the
gray-level space based on the following equation:

I = 0.299R + 0.587G + 0.114B. (1)

In order to enhance the contrast between lip and sur-
rounding skip region, we adjust the histogram of the image
and make it equalized for the first step. Then we make an



accumulation of gray level value for each row of the im-
age. The slopes of the curve contain the information about
the boundaries between the lips and the surrounding skin
region. The minimum value on the curve retained as the
row position of mouth corner points or the nearby position,
the row can be named as horizontal midline of mouth. The
midline is shown in Figure 1.

Figure 1. Accumulation curve of gray level
value for each row. The vertical crossing line
represents the relation between the horizon-
tal midline of mouth and the minimum value
of the accumulation curve.

The curve of gray level values along with the horizon-
tal midline is saved in vector G. Building a sub-vector Gs

by a segment of G which between the first maximum from
left and the first maximum from right. Using the following
equations to make the curve smooth and save it into a new
vector which named C.
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C = Cl + Cr (4)

where Cl and Cr are assistant vectors, C
(i)
l is the ith ele-

ment in vector Cl, n is the dimension of the vector G. The
initial values of the two vectors are shown in equation 5.
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Set the minimum of the most left and most right value
in C as threshold. Elements in C less than the threshold
build a new vector C ′ . Accordingly, the average can be
calculated by the equation 6.

cavg =
∑m

i=1 C
′(i)

m
(6)

The equation 7 is employed to adjust the contrast of im-
age.

Iout =





255 (1.5cavg < Iin < 1)

500
cavg

− 500 (0 < Iin ≤ 1.5cavg)
(7)

where Iin is the input gray level value, and the Iout is the
output.

For the adjusted image, a 11 × 1 searching block is per-
formed along with the midline, the positions of the most
left and right non-all white block are marked as the column
of mouth corner candidates. The procedure is performed
through an iterative process in the steps above, repeated
until the position of mouth corner candidates no longer
changed or the image turned into binary. Figure 2 illustrate
the result of contrast adjustment and the the corresponding
mouth corner estimate result.

(a) (b)

Figure 2. Image of contrast adjust result (a)
and mouth corner estimate result (b).

As shown in equation 8 and 9 , a 3×3 mask is employed
to perform mean filter in the initial image.
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(8)

I(i+1) = I(i) ∗M (9)
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where the I(i) is the result of ith time filter. The times
filter performed is determined by the equation 10.

δi = dist(I(i+1), I(i)) (10)

where δi is the Euclidean distance between I(i) and
I(i+1). The procedure should be ceased once δi less than
a given threshold, and the I(i+1) can be marked as If .

Due to the position of left and right mouth corners have
been estimated in section 2.1, we can utilize them to calcu-
late the center of mouth easily. For each I(i), a gray value
vector G

(i)
mu is built by the segment from the center point

to the top of image along with the normal direction respec-
tively. Then the vector ∆Gacc is calculated by the equation
11.

∆Gacc =
n∑

i=1

(|G(0)
mu −G(i)

mu|) (11)

The point correspond to extreme value of maximum
(except boundary value) is retained as the row position of
upper bound of mouth.

Then the subtracted image between I(0) and If can be
calculated. For observing conveniently, an image inversing
transformation is employed. The result is shown in Figure
3.

Figure 3. The subtracted image between
source gray-scale I(0) and the filtered image
If . For observing conveniently, an image in-
versing transformation is employed.

We get the gray level value along with the normal direc-
tion pass the middle point of mouth to the bottom of the
image. The point perform extreme value of minimum (ex-
cept boundary value) is retained as the row position of lower
bound of mouth. The estimate of mouth upper and lower
bound is shown in Figure 4.

3 Recognition method

For one utterance procedure, e.g. a isolate digit or a
word, we can capture the video clip of speaker’s lip motion,
and split it into a frame sequence. Then, utilize the method

Figure 4. The estimate of mouth upper and
lower bound.

described in Section 2 in each frame, we can get two vectors
composed of width and height of mouth respectively. Since
the time for each pronunciation is inconstant, a interpola-
tion method is employed to make the length of two vectors
same (in our paper, the length is 100), this two vectors are
marked as Fw and Fh. A example is shown in Figure 5.

Since the range of lip motion for different people is in-
constant, we use the radio between displacement and the
original position of lip to represent the trend of motion. The
normalization method is shown in equation 12 and 13.

Fnorm
w = K

(Fw − Fw1)
Fw1

(12)

Fnorm
h = K

(Fh − Fh1)
Fh1

(13)

where Fw1 is the first element in Fw, and K is a gain coeffi-
cient which make the motion trend more significant, in this
paper, the value of K we get experimently is 30.

Then, we employ least square method so as to find two
polynomials to fit Fnorm

w and Fnorm
h . The polynomial is

like equation 14:

P =
n∑

k=0

akxk (14)

To find the coefficient ak, we should make the following
equation minimum.

I =
m∑

i=0

(
n∑

k=0

akxk
i − yi)2 (15)

The minimum of I is found by setting the gradient to
zero. Since the equation 15 contains m parameters there are
m gradient equations.

∂I

∂ai
= 2

m∑

i=0

(
n∑

k=0

akxk
i − yi)xk

i = 0 (16)

where yi is the Fnorm
wi

or Fnorm
hi

, m is the maximum index
of vector which equal to 99, and xi equal to 0.1i so as to
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avoid the conditioned in coefficient matrix. Moreover, ow-
ing to the characteristic of human speech, n is chosen by 3.
Thus, we can get the solution Aw = [aw0, aw1, aw2, aw3]T

and Ah = [ah0, ah1, ah2, ah3]T . A example of polynomial
fitting result is shown in Figure 6.

The polynomial shapes for the same utterance are
constrained to have similar expression. Thus, we can
get the global maximum and minimum in the two
polynomial marked as (xwmin

, ywmin
), (xhmin

, yhmin
),

(xwmax
, ywmax

) and (xhmax
, ywmax

) to build the feature
vectors which shown below:

Fw = [xwmin , ywmin , xwmax , ywmax , ywbound
]T (17)

Fh = [xhmin
, yhmin

, xhmax
, yhmax

, yhbound
]T (18)

where the ybound is the most right value of polynomial when
x ∈ [0, 9.9] (e.g. x = x99).

(a)

(b)

Figure 6. The curve of polynomial which fit
to the width vector (a) and height vector (b)
shown in Figure 5.

Moreover, for the feature vectors, if xmin 6∈ [0, 9.9],
both xmin and ymin are set to zero. In a similar
way, we can determine the value of xmax and ymax.
For example, as shown in Figure 6, the feature vectors
are Fw = [4.1558,−2.3476, 0, 0, 0.9460]T and Fh =
[0, 0, 4.1266, 12.9164, 1.2969]T .

For each utterance, we calculate the average of all vec-
tors of training data to make a template by following equa-
tions.

T i+1
w =

T i
w + Fw

2
(19)

T i+1
h =

T i
h + Fh

2
(20)

Digit Phonetic Symbol Digit Phonetic Symbol
0 [li6] 5 [u:]
1 [jau] 6 [liou]
2 [7Þ] 7 [tC’]
3 [san] 8 [ba:]
4 [s1] 9 [tCiou]

Table 1. The pronunciations of number 0 to 9
in Chinese mandarin.

where Ti is the template after i times trains employed, F
is the new training data. For each classification, there is a
template which involve two vectors.

When testing, we calculate the distance between each
template and testing data via the following equation.

d = ||Fw − Tw|| · ||Fh − Th|| (21)

that is, the input testing data is classified into the category
which corresponding into the minimum d.

4 Experiment result

We conduct an experiment to demonstrate the perfor-
mance of the proposed approach. The experiment environ-
ment is shown in Figure 7. The illumination source is a 18w
fluorescent lamp which placed in front of speaker.The res-
olution of camera is 320 × 240, and the FPS(Frames Per
Second) is 30.

Figure 7. The illustration of experiment envi-
ronment.

Our task is to recognize 10 isolate digits(0 to 9) in Chi-
nese mandarin, which pronunciations are shown in Table 1.

There are 5 speakers(4 males and 1 female) take part into
the experiment. For each digit, speakers were asked to re-
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(a)

(b)

(c)

Figure 5. Some frames of the pronunciation of “5” in Chinese mandarin (a), and the corresponding
width vector (b), height vector (c). In this illumination, although there are some noise caused by the
estimate error, we can see that the main trend of width is original-narrow-original, and the height is
original-high-original.

Digit Accuracy Digit Accuracy
0 0.972 5 0.912
1 0.952 6 0.964
2 0.976 7 0.744
3 0.964 8 0.952
4 0.788 9 0.932

Table 2. The pronunciations of digits 0 to 9 in
Chinese mandarin.

peat ten times to train the system, and fifty times to test.
Figure 8 shows the performance of our approach with the
different number of training samples. Moreover, Table 2
shows the recognition accuracy for each number with 10
training samples.

In order to compare with some existed approaches, we
find two paper which also using width and height of mouth
as the visual feature to perform the lip reading recogni-
tion. In [11], the recognition accuracy achieved under three

Figure 8. The testing result in different num-
ber of training samples.
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Method Accuracy
HMM 81.27%
RDA 77.41%
Spline 91.49%

ST Coding 77.20%
Our approach 91.56%

Table 3. The lip reading recognition accuracy
obtain using different approaches.

0 1 2 3 4 5 6 7 8 9
4 - - - 4 197 - 7 42 - -
7 - - - 1 63 - - 186 - -

Table 4. The classification detail of “4” and
“7” when number of training samples is 10.

method(HMM based, RDA based, and Spline based); the
task is to recognize the isolate digits 0 to 9 in English.
Moreover, in [1], the classification method is ST(spatio-
temporal) coding based; the task is to recognize the isolate
digits 0 to 9 in French. Table 3 shows the recognition per-
formance obtained using different approaches.

Nevertheless, we have found that it is not enough to uti-
lize the visual feature, i.e. the width and height of mouth, to
distinguish some Chinese utterance, e.g. “4” and “7”. Ta-
ble 4 shows the classification detail of the two digits when
number of training samples is 10. In future work, we will
focus on how to find a more appropriate modal of mouth for
the purpose of lip reading.

5 Conclusion

In this paper, we have proposed a new approach to auto-
matic lip reading recognition based upon polynomial fitting.
The feature vector of our approach have low dimensions
and the approach need small testing data set. Experiments
have shown the promising result of the proposed approach
in comparison with the existing methods.
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