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Recommendation
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Abstract— With the advent of the WWW, providing just-
in-time personalized product recommendations to customers
becomes possible. Collaborative recommender systems utilize
the correlation betweencustomer preferenceratings to identify
“lik e-minded” customers and predict their product preference.
One factor determining the successof the recommendersystems
is the prediction accuracy, which in many casesis limited by
lacking adequate ratings (the sparsity problem). Recently, the
use of latent classmodel (LCM) has been proposedto alleviate
this problem. In this paper, we first study how the LCM can
be extended to handle customers and products outside the
training set. In addition, we proposethe use of a pair of LCMs
(called dual latent class model – DLCM), instead of a single
LCM, to model customers’ lik es and dislikes separately so as
to enhancethe prediction accuracy. Experimental results based
on the EachMovie dataset show that DLCM outperforms both
LCM and the conventional correlation-basedmethod when the
available ratings are sparse.

Index Terms— Collaborative fitering, recommender systems,
personalization, latent classmodels

I . INTRODUCTION

Product recommendationis one of the most important
businessactivities for attractingcustomers.With theadventof
theWorld Wide Web,on-linecompaniescannow recommend
products to their customerson a one-to-onebasis in real
time, and more importantly, at a much lower cost. Dif ferent
recommendersystemshave beenproposedin theliterature[1],
[2] and relatedproducts/serviceshave also beenreleasedin
themarket (e.g.,Andromedia.com,Netperception.com).Based
on the underlying technology, recommendersystemscan be
broadlycategorizedascontent-basedor collaborative.

Content-basedrecommendersystemsmatchcustomerinter-
estprofiles(e.g.,revealedby their highly ratedproducts)with
the productattributes(or features) when making recommen-
dations.Different machinelearning [3], [4] and information
retrieval [5], [6] algorithms have been proposedfor profile
representationandratingsprediction.Onesuccessfulapplica-
tion of the content-basedapproachis personalizedWeb pages
recommendation(e.g.,Letizia [7]). In orderfor theapproachto
beeffective,sufficiently rich andaccurateproductinformation
as well as personalprofiles shouldbe available.Besides,the
productattributeshave to be carefully chosenfor the product
and profile Bad choicesof featuresresult in recommender
systemswith either low discriminatingpower (the shallow-
analysisproblem) or bias in reflecting the customerinterest
(the over-specializationproblem)[8].
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Collaborative recommendersystemsare basedon the sim-
ilarity betweencustomerpreferenceratings for computing
recommendations.As the approachdoes not rely on prod-
uct contents,it does not possessthe two problems of the
content-basedapproachand thus has widely been used for
recommendingproductswhereproductdescriptionsareeither
lackingor foundto betoo specificto beuseful.Many different
techniqueshave beenproposedfor collaborative recommen-
dation, including the mostoriginal correlation-basedmethods
[9], [10], latent semanticindexing (LSI) [11], [12], Bayesian
learning[13], [14], etc.Successfulapplicationdomainsinclude
recommendationof Usenetarticles [9], musics [10], etc. In
orderfor collaborative recommendationto beaccurate,a large
enoughnumber of customerswilling to provide preference
ratingsfor theproductsarerequired,andtheproductcoverage
of their ratingsshouldhave significantoverlaps.However, this
may not be the casein reality becauseof either lacking such
a large customerpool or new products being encountered
(the sparsity problem). Applying simple clusteringor some
statistical cluster models to the preferenceratings has been
demonstratedto be able to improve the local density of the
ratings and is consideredto be a promising remedyfor the
sparsityproblem[15], [16].

In this paper, we first describea statisticalclustermodel—
thelatentclassmodel(LCM), originally proposedby Hofmann
et al. for collaborative filtering [15], andstudyhow a properly
trained LCM can also be used to handle customersand
productsoutsidethetrainingsetfor recommendation.Also, we
arguethat the LCM is limited in termsof correctlymodeling
like anddislike ratingsandproposea dual latentclassmodel
(DLCM) which is trained using two setsof data converted
from the original ratings,onewith ratingsfor liked itemsand
anotherwith thosefor disliked ones.This modificationallows
the groupingsof customerswith similar likes and dislikes to
be capturedand thus improve the overall predictive power
of the model. Experimentsbasedon the EachMovie dataset
were conductedfor performanceevaluation. It was found
thatDLCM outperformsLCM anda conventionalcorrelation-
basedmethodwhen the ratingsaresparse.

I I . COLLABORATIVE RECOMMENDER SYSTEMS

The conceptof collaborative recommendation(also called
the word-of-mouthapproach)was first used in Goldberg et
al.’s e-mail filtering system[17]. The idea was then quickly
pursued for product recommendation.In this section, we
furtherelaboratethesparsityproblemandbriefly survey some
existing methodsproposedin the literaturefor alleviating it.
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A. TheSparsity Problem

Most of the pioneering collaborative systems use the
correlation-basedapproachfor recommendationprediction.
For example, in [9], the predictedrating of customer� for
product � is computedas��� � 	�

�� ������� ����� ��� � � � � � � 	����� � � �
where � � � 	 denotesthe recordedratings of customer � for
product � , �� � denotesthe expected rating of customer �
over all the products,��� ��� � � denotesthe Pearsoncorrelation
coefficient (P-Corr)betweenthe ratingsof customers� and � ,
given as��� ��� � � 
���� � � � � � ���� � � � � � � � � �� � �! ��� � � � � � ���� � � " �#� � � � � � ���� � � "
and � is a normalization constant. The correlation-based
approach(alsocalledmemory-basedin [13]) hasbeenknown
to be problematicwhen the available ratings are sparse.To
alleviatetheproblem,bothstatisticalandnon-statisticalmodel-
basedmethodshave beenproposedso that problem-specific
prior knowledgecanbeincorporatedto interpolatethemissing
ratings.An extremeform of the sparsityproblemis calledthe
first-rater problem, which ariseswhentherearenew products
introducedinto the market with no previous rating at all. In
that case,eithersomeratingshave to be collectedor content-
basedinformation has to be explored for recommendations
personalization.

B. Model-BasedMethods

The spirit behind model-basedmethodsis to incorporate
prior knowledgeinto the problemformulationso that missing
customerratings can be properly interpolatedfor improving
the generalizationperformance.Besides,if the modelis prop-
erly chosen,the estimatedvalues of the model parameters
can provide useful information about the characteristicsof
customersandproducts(cf. datamining),which in many cases
is usefulfor furthermarket analysisandmanagementdecision
making. For example,customersegmentationcan be readily
achieved via the useof clustermodels.Variousmethodshave
beenproposedin the literature,including clustermodels[15],
dependency models[18], classifermodels[19] and subspace
methods[12].

I I I . LATENT CLASS MODELS

The latent classmodel (LCM) is a statisticalmodel under
the family of mixture models. Hofmann et al. adoptedit
for modeling the co-occurenceof two randomvariablesand
successfullyapplied it to documentcatagorization[20] and
collaborativefiltering [15]. It is a clustermodelwhichassumes
thatcustomerpreferenceratingscomefrom a numberof latent
classes(or hidden preferencepatterns),eachcorrespondsto
a group of like-mindedcustomersand their corresponding
setof preferredproducts.The predictedratingsarecomputed
basedon a probabilistic graphicalmodel with three random
variablesrepresentingthe customers,their liked productsand
the preferencepatterns.

Mathematicallyspeaking,let $&%(' 

) $ * � + + + � $ ,�- denote
a latent class variable, where $ � representsthe � . / hidden
preferencepattern. Also, let � �0� � � denote the observation
that customer�1%32 
4) �5* � + + + � �56�- has evaluatedproduct��%�7 
8) � * � + + + � � 9:- and ; � �0� � � denotethe corresponding
preferencerating of customer � for product � .1 The joint
probability distribution of � and � canbe expressedas< � �0� � � 
=�> ? @ A < � $ B � < � �DC $ B � < � �0C $ B � (1)

where
< � ��C $ � and

< � �0C $ � are class-conditionalmultinomial
distributions and

< � $ � are the class prior probabilities.So,� and � are assumedto be conditionally independentif $ is
given.

A. Model Training

In the model training phase,the numberof hiddenprefer-
encepatterns,E , is first assumed2 and the parametersof the
LCM, including ) < � $ � - , ) < � �DC $ � - and ) < � �0C $ � - , are then
estimatedaccordingly. The total numberof modelparameters
is E �GFIH E �KJLH E . Theexpectationandmaximization
(EM) algorithm is typically used.The EM algorithm is an
efficient optimization algorithm for solving the maximum-
likelihood estimationproblem with missing information (the
hiddenpreferencepatternsin our case).It involvestwo steps:
the E-stepand the M-step. The E-stepis for computingthe
expected values of the missing information based on the
current estimateof the model parametersand the M-step
is for computing the maximum-likelihood estimatesof the
model parametersusing the expectedvaluesof the missing
information.To train a LCM, the E-stepand the M-step can
be formulated,given as

E-step < � $5C ��� � � 
 < � $ � < � ��C $ � < � �0C $ �� > ? < � $ B � < � �DC $ B � < � �0C $ B �
M-step < � $ � 
M� � ? � 	 ? ; � � B � � B � < � $5C � B � � B �� � ? � 	 ? � > ? ; � � B � � B � < � $ B C � B � � B �< � �0C $ � 
 � � ? ; � � B � � � < � $5C � B � � �� � ? � 	 ? ; � � B � � B � < � $�C � B � � B �< � ��C $ � 
 � 	 ? ; � ��� � B � < � $�C �0� � B �� � ? � 	 ? ; � � B � � B � < � $�C � B � � B �

The EM algorithm alternatesthe two stepsuntil it converges
to a local maximum.The generalizationperformanceof the
converged solution dependson both the model initiation as
well as the model complexity (i.e., the numberof preference
patterns). In this paper, an algorithm similar to K-means
clusteringis usedfor the model initialization. Also, models
with different numberof preferencepatternsare trained for
subsequentperformancecomparison.

1In Hofmann’s paper, [15] N O P Q R S denotesthe numberof times the pairO P Q R S hasbeenobserved and the customerpreferencerating is represented
by anotherrandomvariable.Herewe assumethat thenumberof observations
shouldcarry similar informationas the customerratedpreference.

2Automaticallydeterminingtheoptimalnumberof hiddenpatternsis under
the field of modelselection,which is not addressedin this paper.
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B. RecommendationPrediction

To provide personalizedrecommendationsto customers
inside the training set [15], the probability that a customerT buys a product U canbe computedasVXW U0Y T�Z\[=]^ _ ` a VKW b c Y T5Z VXW U0Y b c Z (2)

where VXW b Y T5ZD[ VXW T Y b Z VXW b Zd ^ _ ` a VXW T Y b c Z VXW b c Z e (3)

Productscan then be sorted according to their associated
valuesof

VKW U0Y T5Z .
IV. EXTENSIONS TO THE LCM

Although the LCM has beenshown to be promising for
collaborative recommendation,there are at least two limita-
tions preventing it from being effectively applied.First, only
customersin thetrainingsetcanbeservedandonly productsin
the training setcanbe recommended.Even thoughpreference
ratingscanbecollectedfrom a newly registeredcustomer, the
computationalcost requiredfor re-training the model makes
real-time recommendationimpossible.The secondlimitation
is relatedto model accuracy. The original LCM cannotdis-
tinguish betweenmissing ratings and ratings of value zero.
This meansthat the dislike ratings (i.e., ratings with low
values)cannotbe properly utilized for discovering customer
preferencepatterns,resulting in limited prediction power of
the LCM.

In this section,we describehow the LCM canbe extended
for handlingcustomersand productsoutsidethe training set.
Besides,we proposea dual LCM which divides customer
ratings into “lik e” and “dislike” sets to remedy the model
deficiency of the LCM.

A. RecommendingProductsto New Customers

New customersareherereferredto the onesnot existing in
thetrainingsetbut somepreferenceratingshavebeencollected
from them.Our goal hereis to recommendexisting products
to thesecustomersaswell without retrainingthe model.

Let T�f�gh:i denotea new customerand jDkKl#j the setof
productshehasratedsofar. Theprobabilityof recommending
product U m h jDm [ j�n j\k canbe computedasVKW U m Y T5f Z\[o]^ ` a VXW b Y T5f Z VKW U m Y b Z (4)

whereall except
VKW b Y T�f Z have beenestimatedand storedin

the LCM. To estimate
VXW b Y T5f Z which is the probability that

customerT5f falls into the preferencepattern
b
,VKW b Y T�f ZqpsrVKW b Y T�f5t j\k Zu ]v w ` x w VKW b Y U k Z rVKW T�f Y U k Zuy]v w ` x w VKW b Y U k Z z W T5f5t U k Zu ]v w ` x w VKW U k5Y b Z VXW b Z z W T�f5t U k Z (5)

wherewe assumethat
VKW U k Z is constant.Accordingto Eq.(5),

it is noted that the estimationof
VXW b Y T5f Z is equivalent to a

simple correlationbetween
VXW U k�Y b Z and z W T�f5t U k Z weighted

by
VXW b Z .

For the extremecasewhenthe new customerhasnot rated
anything before,i.e., j\k [ { , Eq.(4) degeneratestoVKW U0Y T5f ZD[ VKW U ZD[o]^ ` a VXW b Z VXW U0Y b Z e (6)

which givesrecommendationssimply basedon the“averaged”
opinionsof all the customersin the training set, or in other
words,themostpopularproductsin j amongall thecustomers
in i .

As the role of productsandcustomerscanbe interchanged
in the LCM, recommendingnew products U f can also be
achievedin a similar manner. Ratingsfor new productscanbe
collectedfrom variouscustomersin the training set and the
parameters

VKW b Y U f Z canbe estimatedaccordingly.

B. DLCM — ModelingLikesand Dislikes

Apart from the inability to handle data unknown in the
training step,anotherimportantlimitation of the LCM is that
dislike3 ratingsarenot properlymodeled.UndertheLCM, the
correlationof a customer’s ratings with a set of bad ratings
(rating value=0) is intrinsically identical to that with a setof
missingratings(rating value =unknown). That is, both zero-
ratedand unratedproductsdo not affect the iterationsin the
model training stepat all. Sincethe fact that a customerdoes
not like a movie is obviously not identical to that a customer
hasnot ratedthatmovie, this modeldeficiency is highly likely
to limit the prediction accuracy of the LCM. To relieve the
limitation, we convert the ratingsdata | z W T0t U Z } into two data
sets| z0~ W T0t U Z } and | z�� W T0t U Z } wheretheformeronedenotes
like ratings and the latter one denotesdislike ratings. The
conversion is performedusing a threshold(or natural vote).
Ratings in | z W T�t U Z } with valueshigher than the threshold
remainunchangedin | z0~ W T�t U Z } . Ratingswith valueslower
than the thresholdare set to zerosin | z0~ W T0t U Z } . Similarly,
ratingsin | z W T0t U Z } with valueslower than the thresholdare
setto | �0� z W T0t U Z } in | z�� W T0t U Z } . Ratingswith valueshigher
thanthe thresholdaresetto zerosin | z � W T�t U Z } . In that case,| z0~ W T0t U Z } containsonly like ratingsand | z�� W T0t U Z } contains
only dislike ratings.For missingratings,as thereareno cues
about their values, they are set to 0.5 in both | z0~ W T0t U Z }
and | z�� W T0t U Z } . Eq.(7) and Eq.(8) are the formula for the
conversion.

z ~ W T0t U ZD[I�� � z W T0t U Z��4�5� �Xz W T0t U Z���[ � e ��L�4�5� �Xz W T0t U Z���� e �� e � �4�5� �Xz W T0t U Z�� ���G� � � � z5� (7)

z � W T�t U Z\[I�� � ��� z W T�t U Z��4�5� �Xz W T�t U Z���� e ��L�4�5� ��z W T0t U Z\��[�� e �� e � �4�5� �Xz W T�t U Z�� ���&� � � � z5�
(8)

3Here, for ratingswithin the rangeof [0,1], thosewithin [0,0.5) refersto
asdislike ratingswhile thosewithin [0.5,1] refersto as like ratings.
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For example,if thereis a setof ratings � 0.0, 0.8, ??,0.4, ??,
0.6, 0.2,� 1.0� , it will be convertedto � 0.0, 0.8, 0.5, 0.0, 0.5,
0.6, 0.0, 1.0� (like ratings) and � 1.0, 0.0, 0.5, 0.6, 0.5, 0.0,
0.8, 0.0� (dislike ratings).

Using the two setsof convertedratings,we then train two
LCMs, one using � �0�\� ��� � � � and anotherusing � ���D� ��� � � � .
A dual LCM (DLCM) is thus definedas the pair of LCMs,
containing two sets of parameters: �
 ���� �0¡ ¢ � ,  ���� ��¡ ¢ � , ��\� ¢ ��� and �K ��\� �0¡ ¢ � ,  ��\� �D¡ ¢ � ,  X�D� ¢ ��� . The former set
summarizesthe like ratingsand modelshow likely � “lik es”� . Similar to the orginal LCM, ¢ representsthe preference
pattern.The latter set of parameterssummarizesthe dislike
ratings and models how likely � “dislikes” � , and ¢ now
representsthe dislike patterns.

C. Recommendation

To recommendproductsusingthe proposedDLCM, Bayes
factorcanbecomputed.Bayesfactoris definedastheratio of
the posteriorprobabilitiesthat customer� likes and dislikes
product � , given as X� £#¤1¥ ¡ ��� � � X� £#¤ ¦�¡ ��� � � ¤  K� �0� �0¡ £#¤1¥ � K� �0� �0¡ £#¤ ¦ �X§  X� £#¤1¥ � X� £#¤ ¦ �¤  ���� �0� � �  � � �0� � � §  X� £#¤1¥ � X� £#¤ ¦ �¤   � � �0¡ �5�  � � �0¡ �5�X§   � � �5�  � � �5�K§  K� £�¤1¥ � K� £�¤ ¦ � (9)

¨  ���� �0¡ �5�  � � �0¡ �5� §  X� £#¤1¥ � X� £#¤ ¦ � © (10)

Thehigherthevalueof theBaysefactor, thehigherthechance
that the correspondingproductitem is liked by the customer.
Here, £ denotesa bi-variaterandomvariableindicating“lik e”
if £ ¤
¥ and “dislike” if £�¤3¦ . Also, it is assumedthat the
customerprior probabilities  ��\� �5� and  ��\� �5� are constant
and identical, which is used when jumping from Eq.(9) to
Eq.(10).This assumptioncan be justified by the fact that all
thecustomersaretreatedto be identicalbeforeany ratingsare
collectedfrom them.

According to the Eq.(10), the prior probabilites  X� £ ¤1¦ �
and  K� £ª¤«¥ � , are computedby counting the numbersof
“lik es” and “dislikes” in the training set using ¦ © ¬ as the
threshold. ��\� �0¡ ��� and  ��\� �0¡ ��� are obtainedusing the EM
algorithm similar to that of the standardLCM (seeSection
III-A). Then,we cancomputetheBayesfactorfor eachof the
productitemsandrank themaccordingly.

V. EXPERIMENTAL RESULTS

A. ExperimentSetup

In orderto evaluatetheeffectivenessof theproposedexten-
sions,experimentshave beenperformedusingthe EachMovie
database.The full set of the databaseconsistsof 72,916
customerpreferenceratings for 1628 different movies. The
ratings are discretizedinto 6 levels, as 0, 0.2, 0.4, 0.6, 0.8
and1. In this empiricalstudy, ten subsetsof dataaresampled
from different partsof the databasein sucha way that each
data subsetcontains180 customers’preferenceratings for

500 different movies and we usethe ratingsof the first 100
customersfor trainingandthe remainingfor testing.Also, the
ten datasubsetsform two groups,denotedas � data 100 * �
and � data 50 * � . Theformeronecontainscustomershaving
at least 100 ratings and the latter one contains customers
having at least50 ratings.Using thesetwo groupsof datasets,
we can evaluate recommendationperformanceunder differ-
ent level of data sparsity. It is noted that the datasetsin� data 100 * � alsohavehigherdegreeof ratingsoverlapping
(65.2-72.7co-rateditems on average)when comparedwith
thosein � data 50 * � (28.5-39.4on average).

We then applied the three methods— the Pearsoncorre-
lation method (P-Corr), the latent class model (LCM) and
the dual latent class model (DLCM) to the datasetsfor
performancecomparison.

B. PerformanceEvaluation

In [15], perplexity is used as the performancemeasure.
However, it cannotbeusedheresincewe aretrying to predict
the preferencesof customersnot appearingin the training set.
Instead,our evaluation is basedon threedifferent measures.
The first one is the traditional classificationaccuracy. In
our experments,we calculatethe accuracy of P-Corr, LCM
and DLCM via thresholdingon the predicted ratings, the
posteriorprobabilitiesand the Bayesfactor respectively. The
correspondingthresholdsaresetto be ¦ © ¬ , ¦ © ¬ ­ ® and ¥ . The
secondmeasureis the break-even point, which is commonly
usedin areaof informationretrieval. Here,movies in the test
setareorderedwith decreasingpreference(predicted),andthe
break-evenpoint is the point at which recall equalsprecision.
In the currentcontext, recall is the percentageof interesting
moviesthatcanbelocated,whereasprecisionis thepercentage
of movies that are predictedto be interestingand are really
interestingto the customer. The third measureis basedon
the expectedutility usedin [13]. Again, we utilize the list as
usedin computingthe break-evenpoint. We assumethateach
successive item in this list will be lesslikely to be viewed by
the userwith an exponentialdecay. Then,for customer� , the
expectedutility of this list is:¯�° ¤ ± ²�³G´ µ � �D� �0� ¶ �D·(¸�� ¦ �¹ º ² �0» ¼ ½ º ¾ �0» ¼ �
where ¸ is the neutralrating (here,we take 0.5) and ¿ is the
viewing half-life (set to 5). We also computethe maximum
and minimum achievable utilities

¯�À\Á °Â and
¯�À Â ÃÂ , and the

final scoreis thencomputedas:

utility ¤3� ¯ Â · ¯ À Â ÃÂ � ­ � ¯ À�Á °Â · ¯ À Â ÃÂ � © (11)

For all the threemeasures,we only computethem basedon
the ratedmovies in the testset.

Comparingthe threeperformancemeasures,the breakeven
pointandtheaccuracy canbeviewedasevaluatingtheranking
quality at a coarse-level as both of them are not sensitive if
adjacentitems in the ranked output list are flipped. Instead,
detailed ranking quality can be revealed using the utility
measure.For example,if the ranked recommendationoutput
is � movieA, movieB , movieC � andthey areall likedby the



5

customerwith the sameorderof preference,the accuracy and
recall (which in turnsaffectsthebreak-evenpoint) will remain
unchangedeventhoughtheir ordersarechanged.However, the
utility measurewill be different.

C. Resultsand Discussions

1) Performance Comparison Among P-Corr, LCM and
DLCM: We have performed a number of experiments to
comparethe recommendationperformanceof P-Corr, LCM
andDLCM. The resultsare tabulatedin Table I, II and III.

Performancemeasure:break-even point

Datasets:Ä data 100 * Å (# customers=180;# products=500)
# rateditems P-Corr (%) LCM (%) DLCM (%)

2.1 72.3 (3.3) 73.3 (2.2) 75.3 (1.6)Æ
10.9 75.9 (2.4) 74.5 (1.9) 76.7 (1.6)
19.1 76.4 (2.1) 74.6 (2.1) 76.9 (1.5)
25.5 76.8 (1.9) 74.7 (2.0) 77.0 (1.8)
33.1 77.2 (2.0) 74.5 (2.0) 77.2 (1.9)

Datasets:Ä data 50 * Å (# customers=180;# products=500)
# rateditems P-Corr (%) LCM (%) DLCM (%)

1.2 68.0 (3.5) 70.6 (1.9) 71.3 (2.0)Æ
6.3 70.9 (2.1) 71.0 (2.0) 72.2 (1.4)
11.5 71.9 (1.7) 70.9 (2.0) 72.2 (1.6)
14.2 72.2 (1.5) 71.0 (2.0) 72.3 (1.6)
18.6 72.5 (1.6) 70.8 (2.0) 72.3 (1.7)

TABLE I

PERFORMANCE COMPARISON USING BREAK-EVEN POINT. EACH

REPORTED VALUE IS AN AVERAGE OVER FIVE DATA SETS. THE

BRACKETED VALUE IS THE CORRESPONDING STANDARD DEVIATION. THE

COMPARISON IS DONE BETWEEN P-CORR AND THE BEST OF LCM AND

DLCM. RESULTS WITH Ä * Å INDICATE THAT THEY ARE SIGNIFICANTLY

BETTER WITH 80% CONFIDENCE ACCORDING TO T-TEST.

Performancemeasure:accuracy

Datasets:Ä data 100 * Å (# customers=180;# products=500)
# rateditems P-Corr (%) LCM (%) DLCM (%)

2.1 65.4 (4.5) 70.2 (1.7) 73.7 (2.4)Æ Æ Æ
10.9 75.3 (1.9) 72.0 (2.1) 73.9 (2.4)
19.1 75.5 (2.1) 72.2 (2.2) 73.8 (2.4)
25.5 75.7 (2.2) 72.3 (2.3) 73.8 (2.4)
33.1 75.9 (2.1) 72.3 (2.2) 73.8 (2.4)

Datasets:Ä data 50 * Å (# customers=180;# products=500)
# rateditems P-Corr (%) LCM (%) DLCM (%)

1.2 59.3 (1.3) 73.9 (3.2) 78.3 (4.6)Æ Æ Æ
6.3 76.9 (3.7) 74.9 (2.5) 78.4 (4.6)
11.5 78.0 (4.8) 75.2 (3.0) 78.3 (4.6)
14.2 78.4 (4.5) 75.2 (3.0) 78.3 (4.6)
18.6 78.7 (4.3) 75.1 (3.1) 78.3 (4.6)

TABLE II

PERFORMANCE COMPARISON USING ACCURACY. RESULTS WITH Ä * * * Å
INDICATE THAT THEY ARE SIGNIFICANTLY BETTER WITH 95%

CONFIDENCE ACCORDING TO T-TEST.

Basedon Table I and II, it is observed that LCM outper-
forms P-Corr significantly when the numberof items rated
by the new customeris small (which is usedto be the casein
practice).In particular, accordingto TableII, whenthenumber
of rateditemsis around2 for the datasetsin Ç data 50 * È ,
LCM hasanaccuracy of 73.9%while thatof P-Corris 59.3%

Performancemeasure:expectedutility

Datasets:Ä data 100 * Å (# customers=180;# products=500)
# rateditems P-Corr (%) LCM (%) DLCM (%)

2.1 48.9 (4.6) 61.1 (3.5)Æ Æ 59.6 (2.7)
10.9 63.6 (1.8) 65.6 (2.0)Æ 62.2 (2.4)
19.1 67.5 (1.5)Æ 65.7 (2.0) 62.8 (1.4)
25.5 68.8 (1.2)Æ Æ Æ 65.9 (2.0) 63.5 (1.6)
33.1 69.6 (1.4)Æ Æ Æ 65.8 (1.9) 63.8 (1.7)

Datasets:Ä data 50 * Å (# customers=180;# products=500)
# rateditems P-Corr (%) LCM (%) DLCM (%)

1.2 48.6 (3.3) 62.6 (1.6) 62.9 (1.9)Æ Æ Æ
6.3 58.5 (2.5) 64.6 (2.8)Æ Æ Æ 63.9 (1.9)
11.5 64.1 (2.4) 64.2 (3.2) 63.6 (2.1)
14.2 64.4 (2.6) 64.4 (3.3) 63.6 (1.8)
18.6 67.2 (0.9)Æ 64.2 (3.2) 64.0 (1.9)

TABLE III

PERFORMANCE COMPARISON USING EXPECTED UTIL ITY. RESULTS WITHÄ * Å , Ä * * Å AND Ä * * * Å INDICATE THAT THEY ARE SIGNIFICANTLY BETTER

WITH 80%, 90% AND 95% CONFIDENCE ACCORDING TO T-TEST.

(14.6%better).Consistentresultswereobtainedfor the other
two performancemeasures,i.e., breakevenpoint andexpected
utility. However, whenthenew customerratesmoreandmore
items, LCM (model-based)start losing its advantagesand
P-Corr (memory-based)eventually has better performance.
According to tabulatedresults,as the numberof rated items
is increasedto around18, LCM’s accuracy rate continuesto
raiseandeventuallysaturatedat around75.1%while P-Corr’s
raisesto 78.7% (3.6% higher than that of LCM). This most
probablyis due to the deficiency of the LCM to model both
like and dislike ratings. It also echosa similar situation in
the field of pattern recognition where the simple k-nearest
neighbormethodcanoutperformotherpowerful model-based
approacheslike artifical neuralnetworkswhenthe trainingset
is sufficiently large andclean.

By usingthe proposedDLCM, we succeededin improving
the predictionpower of LCM. As revealedin Table I, II and
III, DLCM, as inherited from the model-basedadvantages
of LCM, performssignificantly better than P-Corr when the
numberof rateditemsis small. Whentherearemoreratings,
we found DLCM in generalcan achieve accuracy ratesand
breakevenpointscomparableto thoseof P-Corr. In particular,
According to Table II and I, when the numberof rateditem
is around18 for the dataset Ç data 50 * È , the accuracy and
break-evenpoint of P-Corrare78.7%and72.5%while those
of DLCM are78.3%and72.3%.The differencesare smaller
than0.4%.However, whentheexpectedutility is usedinstead
as the performancemeasure,the performanceof the DLCM,
thoughstill betterthan that of P-Corr, is not as good as that
of the LCM. For example,accordingto Table III, when the
number of rated items is around 18, the expectedutilities
of P-Corr, LCM and DLCM are 67.2%, 64.2% and 64.0%
respectively. Such an observation implies that the current
implementationof the DLCM is capableof improving the
orderingof the productsat a coarselevel (as revealedby the
measuresof break-even point andaccuracy) but not at a fine
level (asrevealedby theutility measure).Furtherinvestigation
alongthis direction is needed.
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2) Different Numberof Latent Classes:All the aforemen-
tionedÉ experimentsassumethat the numberof latent classesÊ

is set to 10. In fact, estimatingthe optimal number of
latent classes(i.e., hidden preferencepatterns)is crucial for
controling the modelcomplexity of LCM andDLCM so that
they are flexible enoughto capturethe true patternsbut at
the sametime strict enoughto avoid spuriouspatternsdue to
noisein thedata.In this paper, we did not attempttheproblem
of estimatingthe optimal numberof latent classes,which is
definitely an important open researchproblem. Instead,we
tried three different numberof

ÊIË�Ì Í Î Ï Ð Î Ï Í Ñ
.4 Generally

speaking,betterresultswereobtainedby settingK to 10 or 15,
insteadof 5. This revealsthat the numberof hiddenpatterns
should be somehow more than five. Also, the performance
difference betweenthe two casesK=10 and K=15 is not
significant and overfitting (i.e., modelswith bigger

Ê
work

worser)wasobserved for somecases.
3) Different Degrees of Ratings Overlapping: To further

understandthe advantageof adoptingmodel-basedmethods
like LCM and DLCM, we can comparethe resultsbasedon
thetwo groupsof datasets

Ì
data 100 *

Ñ
and
Ì
data 50 *

Ñ
which are reportedin the upperand lower halvesof Table I,
II and III. Also, we usedthe bold faceto highlight the best
performanceamongthe threemethods.It is notedthat more
reportedvalueswith bold facewere found in the columnsof
LCM andDLCM in the lower halves(i.e.,

Ì
data 50 *

Ñ
) of

the three tableswhen comparedwith the upper halves (i.e.,Ì
data 100 *

Ñ
). It indicatesthat the performancegain (or

improvement)dueto LCM andDLCM, whencomparedwith
P-Corr, is more prominantfor the datasetsin

Ì
data 50 *

Ñ
which hasa significantly lower degreeof ratingsoverlapping.
Such an observation cohereswith our understandingthat
the model-basedapproachhasthe advantageof interpolating
missingdata,especiallywhenthe datais sparse.

VI . CONCLUSION

In this paper, the latentclassmodelhasfirst beenextended
so that it can be used to recommendproductsto new cus-
tomers.Theextensionwasempiricallyfoundto outperformthe
standardPearsoncorrelationmethodonly when the number
product items rated by the new customersis small. As the
limitation is mainly causedby the instrinsicdeficiency of the
adoptedlatentclassmodelin discriminatingmissingandzero
(dislike) ratings,a dual latentclassmodelwasthenproposed,
which correctsthedeficiency by modelingthe like anddislike
ratings separately. The empirical results show that such a
separationcan further improve the model’s predictionpower.
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L IST OF TABLES

I Performancecomparisonusing break-even point. Each reportedvalue is an averageover five data sets.The
bracketedvalueis the correspondingstandarddeviation. The comparisonis donebetweenP-Corrandthe bestof
LCM andDLCM. Resultswith Ò * Ó indicatethat they aresignificantly betterwith 80% confidenceaccordingto
t-test. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

II Performancecomparisonusingaccuracy. Resultswith Ò *** Ó indicatethat they aresignificantlybetterwith 95%
confidenceaccordingto t-test. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

III Performancecomparisonusingexpectedutility. Resultswith Ò * Ó , Ò ** Ó and Ò *** Ó indicatethatthey aresignificantly
betterwith 80%, 90% and95% confidenceaccordingto t-test.. . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
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Footnotes

1) In Hofmann’s paper, [15] ÔDÕ Ö�× Ø Ù denotesthe numberof times the pair Õ Ö0× Ø Ù has beenobserved and the customer
preferencerating is representedby anotherrandomvariable.Here we assumethat the numberof observationsshould
carry similar informationas the customerratedpreference.

2) Automatically determiningthe optimal numberof hiddenpatternsis under the field of model selection,which is not
addressedin this paper.

3) Here, for ratings within the rangeof [0,1], thosewithin [0,0.5) refers to as dislike ratings while thosewithin [0.5,1]
refersto as like ratings.

4) Due to the spacelimitation, moreexperimentaldetailscanbe found in [21].


