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ABSTRACT

Lip-password has provided a promising solution for speaker
verification (Liu and Cheung 2014). Despite the potential
of this technology, there are few related studies, largely
attributed to the lack of corresponding public datasets. Fur-
thermore, previous works in this field generally demand a
substantial amount of training samples and negative sam-
ples, impeding their applications from a practical perspective.
Therefore, this paper collects a lip-password dataset and
proposes a novel few-shot lip-password based speaker verifi-
cation model, which can be effectively deployed in real-world
scenarios because only a small number of data are required
for training. Specifically, with an analysis of lip-password
features, a down-sampling strategy is presented to generate
more training samples. To compensate for the information
loss caused by this strategy, a few-shot model, consisting of
global and local models, is designed to simultaneously verify
the global and local information of the lip-password. Speaker
identity is verified only if both stages are passed. The effi-
cacy of the proposed method is demonstrated using the newly
collected dataset.

Index Terms— Lip-password, speaker verification

1. INTRODUCTION

Biometric-based identification systems, including those based
on fingerprints, faces, and irises, have been widely utilized in
a variety of applications, such as financial transaction security
[1], access control systems [2, 3], and human-computer inter-
action [4, 5]. Recently, the use of deep learning has led to sig-
nificant progress in face-based identification systems [6, 7].
However, these static face recognition systems are still vul-
nerable to external attacks, such as photo attacks [8] and ad-
versarial attacks [9]. One feasible solution to this problem
is to leverage dynamic information of the face, such as lip
motion [10, 11, 12], which can enhance the security of face
recognition systems without requiring additional equipment.

Generally, both the linguistic information and lip features
extracted from lip contour of a speaker [13] can be used for
identity verification [14]. Along this line, Liu and Cheung
[15, 16] have introduced the concept of lip-password, which
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consists of two parts: the password embedded in the lip mo-
tion, and the underlying characteristics of the lip motion. As
a result, the lip-password can provide double security to a
speaker verification system. That is, only a target person who
says the correct password will be verified. Compared to tra-
ditional face and speech recognition systems, lip-password
based systems have at least three merits: (1) They are insensi-
tive to background noise as audio information is not used, (2)
the introduction of dynamic lip information can effectively
resist static photo attacks, and (3) even if the password is re-
vealed, the system can still reject imposters who say the cor-
rect password based on the underlying characteristics of the
lip motion. Considering these advantages, some works have
proposed to use the 3D information of lip for text-dependent
[17] and text-independent [18] speaker recognition, achieving
satisfactory performance.

However, the application of lip-password based speaker
verification systems to real-world scenarios is often hindered
by several issues. One of the major problems is that these
methods typically require a large number of data for training.
For instance, Wang et al. [18] required each speaker to read
146 identical sentences. However, long-time recording may
result in low-quality data due to fatigue of speakers. Addi-
tionally, obtaining negative samples for lip-password are also
challenging. Some studies, e.g. see [15, 16], have required
users to read some wrong lip-passwords to facilitate model
training, which would increase the registration time further.
Wang et al. [18] used the information of multiple users in
the training stage, which raises concerns about user privacy.
Furthermore, 3D information used in this method requires ad-
ditional equipment for capturing, which increases the overall
deployment costs of such systems. In addition, it is worth
noting that the datasets used in these studies were collected in
controlled indoor environments, with single and stable back-
ground conditions, which may limit the generalization abil-
ity of the above-mentioned methods to real-world scenarios
where illumination conditions can be complex and varied.
Therefore, it is crucial to develop more robust and adapt-
able methods that can cope with these challenges and improve
the performance of lip-based speaker recognition systems in
practical applications.

To this end, this paper proposes a few-shot lip-password
based speaker verification model that minimizes the amount
of lip-password data required for model training. To achieve
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Fig. 1: The lip-password video typically contains a large
amount of redundant information. To obtain more training
data while avoiding the excessive use of data, we propose a
down-sampling strategy in which we extract effective training
data from the video every K frames.

this, we introduce a down-sampling strategy that captures the
redundant information in the lip-password videos to obtain
more training data. To obtain negative samples, we shuf-
fle the order of frames and deform the lips. Furthermore, to
compensate for errors resulting from the down-sampling strat-
egy, we propose a few-shot verification model that divides the
complete lip-password video into smaller sub-segments and
down-samples them to obtain global and local features, re-
spectively. The proposed model verifies the global features
first, and then the local features to ensure the accuracy of the
lip-password. Our main contributions are: we propose a lip-
password verification model that requires only a small num-
ber of training samples, thus making it well-suited for deploy-
ment in real-world scenarios. To validate the effectiveness of
our proposed model, we have collected a dataset that well re-
sembles real-world scenarios.

2. PROPOSED METHOD

During the registration phase, users are required to record N
lip-password videos V = {V1, V2, ..., VN}. The aim is to es-
tablish a discriminative model using these N pieces of data
for speaker verification in the subsequent phase. In the ver-
ification phase, the proposed model will make a decision on
whether a lip-password video Vcand should be accepted as a
target person or rejected as an imposer.

2.1. Lip-password Video Preprocessing

In general, users expect to complete the registration process
as quickly as possible. Thus, the number of training data is
often limited, with N typically being less than 10.

The down-sampling technique is usually used to elimi-
nate redundant information in videos, which can speed up
video processing. However, in this work, we employ down-
sampling to obtain more training samples for the proposed
model. It is observed that the movements of lips in adjacent

frames exhibit high levels of similarity, as shown in Fig. 1,
and we leverage this observation to obtain multiple effective
training samples from each video Vi = [v1, v2, ...vn], where
n is the frame number of Vi and vj is the j-th frame of Vi.
Specifically, we generate a new piece of training data x1 =
[v1, vK+1, ..., vK×(L−1)+1] by selecting one frame every K
frames to form a new video of L frames. When we start down-
sampling from different frames, we can get K different train-
ing data xi = [vi, vK+i, ..., vK×(L−1)+i](i = 1, 2, ...,K). As
illustrated in Fig. 1, the resulting K pieces of data have sub-
tle differences, e.g. different degrees of mouth opening, while
maintaining a high degree of similarity. This strategy removes
redundant information in the lip-password videos, but yields
more effective training data. We label these data as ‘+1’ to
form the positive training samples {x, y = +1}.

To obtain negative training samples, two different strate-
gies are designed to simulate different attack scenarios, re-
spectively. Firstly, we shuffle the order of the lip-password
video frames and down-sample L frames from it to im-
itate the target person saying the wrong password, i.e.,
xr = [v⌊rand()×N⌋, ..., v⌊rand()×N⌋], where rand() is a
random number from 0 to 1. Secondly, we apply a deforma-
tion to the lip, e.g. vertical stretching, in the positive training
samples to simulate the imposter saying the correct password,
i.e., x

′

i = [v
′

i, v
′

K+i, ..., v
′

K×(L−1)+i], where v
′

i denotes the
deformation of vi. We label these data ‘−1’ to form the neg-
ative training samples {x, y = −1}. By combining these two
sets of samples, we obtain a complete training set.

2.2. Proposed Model

Since we have employed down-sampling to obtain both pos-
itive and negative training samples, this could result in im-
posters being mistakenly verified as the target person due to
the loss of information. To ensure the security of the lip-
password system, we have designed a few-shot model com-
prising of global and local models to provide a double verifi-
cation of the lip-password. In the first stage, we focus on ex-
tracting the global features from the training data. Therefore,
we directly down-sample the lip-password videos V to obtain
the training data {x, y}. As the contour and orientation fea-
tures of lips are crucial for lip-password verification [19], we
extract the hog (histogram of oriented gradients) feature, de-
noted as f(x), from the down-sampled training data x. Next,
we utilize the extracted f(x) and the corresponding label y to
train a global classifier

ypred1 = Gglobal(f(x); Θglobal), (1)

where Gglobal and Θglobal denote the global classifier and its
parameters, respectively. Given a sample that is predicted to
be positive by the global classifier Gglobal, we need a second
stage of validation to further verify whether it is a true positive
or not, due to the loss of details during the down-sampling
process.
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Fig. 2: In the first stage, we down-sample multiple training samples by extracting a frame every K frames from the original lip-
password videos and train a global classifier. Given a sample to be validated, once the global classifier predicts it as a positive
sample, the local verification module will be triggered. In this stage, we divide each lip-password video into M sub-segments
and train M local classifiers for each segment. The predictions of all local classifiers are combined to make the final decision.

For the second stage, we divide each lip-password video
into M sub-segments Vi = [V

(1)
i , V

(2)
i , ..., V

(M)
i ], where

V
(j)
i = [vj×⌊N/M⌋+1, vj×⌊N/M⌋+2, ..., v(j+1)×⌊N/M⌋]. For

each sub-segment V
(j)
i , we also employ a down-sampling

strategy to obtain training data {x(j), y(j)}. As V
(j)
i repre-

sents a local segment of the lip-password, this stage captures
more detailed information when down-sampling V

(j)
i than

in the first stage. For each sub-segment, we train a local
classifier

y
(j)
pred = G

(j)
local(f(x

(j)); Θ
(j)
local), j = 1, 2, ...,M, (2)

where G
(j)
local and Θ

(j)
local denote the j-th local classifier of

sub-segment V (j)
i and its corresponding parameters, respec-

tively. The final decision of the second stage depends on the
prediction results of all local classifiers. That is,

ypred2 = σ(
1

M

M∑
j

y
(j)
pred), σ(x) =

{
−1 , τ > x
1 , τ ≤ x

, (3)

where τ controls the strictness of the models.

2.3. User Verification

In the verification phase, given a lip-password video Vcand to
be verified, the proposed model will down-samples V cand to
obtain K pieces of data {x1, x2, ..., xK}. These data are then
fed into Gglobal to make the first-stage decision:

ypred1 = (

K∑
i

Gglobal(f(xi); Θglobal)) > 0. (4)

If more than half of the K pieces of data are classified as
positive samples by Gglobal, Vcand will pass the verification
in the first stage; otherwise, it will be rejected.

Once Vcand has passed the initial verification in the first
stage, it is then segmented into M sub-segments Vcand =

[V
(1)
cand, V

(2)
cand, ..., V

(M)
cand]. For each sub-segment V

(j)
cand, K

pieces of data {x(j)
1 , x

(j)
2 , ..., x

(j)
K } are down-sampled and fed

into the corresponding local classifier G(j)
local. The final deci-

sion in the second stage is made by aggregating the prediction
results from all K pieces of down-sampled data x

(j)
i . That is,

ypred2 = σ(
1

M

M∑
j

(

K∑
i

G
(j)
local(f(x

(j)
i ); Θ

(j)
local)) > 0). (5)

Finally, the speaker will be verified as target person only if
Vcand passes the verification of both stages, i.e., ypred1 =
ypred2 = 1.

3. EXPERIMENT

3.1. Dataset and Evaluation Metrics

We collected a lip-password dataset containing 30 speaker1.
The i-th speaker was required to read four kinds of lip-
passwords: 1) P1

i only includes the correct lip-password
4536708. The speaker was asked to repeat it in English for 16
times, with 6 recordings used for training and the remaining
10 used for testing. 2) P2

i consists of one-number-wrong
passwords generated by randomly modifying any one num-
ber in the correct lip-passwords, e.g., 4336708 and 4539708.
Speaker was asked to read 10 different one-number-wrong
passwords in English. 3) P3

i consists of two-number-wrong
password generated by randomly modifying any two num-
bers in the correct lip-password, e.g., 4336709 and 4539718.
Speaker was asked to read 10 different two-number-wrong
passwords in English. All of them were used as test set. 4) P4

i

consists of random-wrong passwords, e.g., 1234567. Speaker
1Volunteers recorded data using their personal mobile phone’s front-

facing cameras, thus the background and lighting were more random.
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Table 1: The FAR of three scenarios including imposers say-
ing wrong password, imposers saying correct password, and
target person saying wrong password and FRR of target per-
son saying the correct password.

Person Password FAR/FRR(%)(↓)
Target Imposer Correct Wrong [16] Ours

✓ ✓ 0.00 0.00
✓ ✓ 2.41 0.00

✓ ✓ 12.67 7.11
✓ ✓ 67.67 35.67
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Fig. 3: The FAR and FRR of four scenarios with different K.
Table 2: The mean FAR and FRR of four scenarios of each
speaker with different number of local classifier.

FAR(%)(↓) FRR(%)(↓)
M P4 P3 P2 P1

0 4.00 22.33 29.67 15.00
3 0.00 6.00 15.33 35.67
5 0.00 0.00 0.00 75.67

was asked to read 10 different random-wrong passwords in
English. All of P2,3,4

i were used as test set.
We utilized the False Acceptance Rate (FAR=#FalseAccept

#TotalFalse )
to evaluate three scenarios: imposers saying the wrong pass-
word, imposers saying the correct password, and the target
person saying the wrong password. For the i-th speaker, the
test sets are

⋃2,3,4
k

⋃
j ̸=i Pjk,

⋃
j ̸=i Pj1, and

⋃
k2,3,4Pk

i for
these three scenarios. We utilized the False Rejection Rate
(FRR=#FalseReject

#TotalTrue ) to evaluate the scenario of the target
person saying the correct password, where only P1

i is used
as the test set for the i-th speaker. When training global
classifier, we set L = 50 and K = 5. When training local
classifiers, we empirically set M = 3, L = 20 and K = 5.

3.2. Analysis of Experimental Results

We first compare the proposed model with the only 2-D lip-
password based method [16]. The results are reported in Ta-
ble 1. For the threshold settings in both methods, we have
followed the principle of selecting the minimum threshold τ
in the case where the maximum FAR is achieved for scenarios
where imposters say the correct or wrong lip-password. This

is because, in practical scenarios, identifying imposters as the
target person is generally more harmful than identifying the
target person as the imposter. It is worth noting that even at
the maximum FAR, [16] still recognizes a very small number
of imposters saying the correct password as the target person.
By contrast, the proposed method can reject all imposters say-
ing the correct or wrong password in all cases we have tried
so far. Moreover, the proposed method can more effectively
reject the target person when they say the wrong password.
In the case where the target person says the correct password,
the pass rate of our proposed method is also much higher than
that of [16].

Further, we evaluated the effect of the down-sampling pa-
rameter K on the performance of the system, whose results
are shown in Figure 3. It is observed that selecting a suitable
value of K in the range of 4 to 7 can effectively improve the
system’s recognition performance. Otherwise, a large value
of K (i.e. K > 7) will have a negative impact. This is be-
cause increasing K will weaken similarity between the down-
sampled positive samples, thus leading to decreased perfor-
mance. Besides, we tested the effect of the local classifiers
on the performance by reporting the mean FAR and FRR of
four scenarios for each speaker in Table 2. In this experiment,
we focused only on the scenarios where the target person is
saying the correct or wrong password. The results show that
the incorporation of local classifiers can significantly reduce
the FAR on the test sets P2,3,4, but also lead to an increase in
the threshold for accepting the target person.

4. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a few-shot model for efficient
lip-password based speaker verification. Our down-sampling
strategy and global-local model architecture compensate for
the information loss caused by limited training data. The pro-
posed method has achieved promising results and can serve
as a practical solution for secure speaker verification with low
training overhead.

Although this paper solves the problem of small-sample
training in lip-password speaker verification, there still ex-
ist some challenges from a practical perspective. For exam-
ple, speakers may not always speak at a consistent speed.
In this paper, we required volunteers to maintain a constant
speed as much as possible during data recording to mitigate
this issue. Furthermore, the passwords used in this paper are
limited to English numbers. In practice, users may prefer
more flexible password settings, e.g. text-independent and
language-independent. To address these issues, we plan to
collect more diverse data in future work and develop a lip-
password speaker verification system that is less restricted
and more adaptable to user preferences.
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