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ABSTRACT
This paper focuses on an emerging challenging problem called
heterogeneous prototype learning (HPL) across face domains—It
aims to learn the variation-free target domain prototype for a con-
taminated input image from the source domain and meanwhile
preserve the personal identity. HPL involves two coupled subprob-
lems, i.e., domain transfer and prototype learning. To address the
two subproblems in a unified manner, we advocate disentangling
the prototype and domain factors in their respected latent feature
spaces, and replace the latent source domain features with the tar-
get domain ones to generate the heterogeneous prototype. To this
end, we propose a disentangled heterogeneous prototype learning
framework, dubbed DisHPL, which consists of one encoder-decoder
generator and two discriminators. The generator and discriminators
play adversarial games such that the generator learns to embed the
contaminated image into a prototype feature space only capturing
identity information and a domain-specific feature space, as well as
generating a realistic-looking heterogeneous prototype. The two
discriminators aim to predict personal identities and distinguish
between real prototypes versus fake generated prototypes in the
source/target domain. Experiments on various heterogeneous face
datasets validate the effectiveness of DisHPL.
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• Computing methodologies → Biometrics; Reconstruction; Im-
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1 INTRODUCTION
Heterogeneous face synthesis (HFS) refers to translating a face
image from a source domain to another target one through image
synthesis. HFS has received increasing attention in many applica-
tions such as criminal identification and digital entertainment [19].
A variety of reconstruction-based methods [1, 5, 32, 37] and deep
generative model-basedmethods [4, 11, 16, 38] have been developed
for addressing HFS. These methods generally hypothesize that the
source domain image is uncontaminated; and focus on transferring
the domain style, e.g., from near infrared (NIR) to visible (VIS),
while retaining the facial details unchanged in the target domain.

However, the source domain face images captured in real world
are likely to be contaminated by diverse facial variations, e.g., poses,
expressions, or occlusions. Under the circumstances, most existing
HFS methods [1, 4, 11, 28, 32, 32, 37, 38] would make the identity of
the synthesized target domain image difficult to be recognized by
humans as these methods only transfer the image’s domain style
without decreasing the nuisance facial variations. Consequently, it
is critical to reconstruct the variation-free face prototype across the
source-to-target different domains to better represent the personal
identity. This novel practical problem is defined as heterogeneous
prototype learning (HPL) [21]. Unlike the classic HFS which simply
performs image-to-image translation, HPL targets to simultaneously
preserve the personal identity and remove the facial variations
during domain transferring. Therefore, the above-mentioned HFS
methods are unsuitable for HPL because they cannot effectively
handle the facial variations during face synthesis. Furthermore, we
note that the existing prototype learning-based approaches [2, 9,
20, 22, 27] are inapplicable to HPL because they concentrate on
learning the homogeneous prototypes within the same domain.

HPL involves two coupled subproblems, i.e., domain transfer and
prototype learning. A straightforward idea for addressing HPL is
to sequentially execute prototype learning and domain transfer (or
vice versa) in a two-step procedure. Nevertheless, we contend that
this two-step solution is unsatisfactory due to its sub-optimal design:
any image distortion produced in the first step will be magnified
when propagating to the second step. Hence, we are motivated to
look for a desired solution to HPL that is capable of addressing the
above two subproblems jointly using a unified framework.
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Figure 1: Illustration of DisHPL. Given a sample of identity
A wearing glasses in NIR domain, its prototype and domain
features are disentangled in their latent spaces. DisHPL re-
places the domain feature with the target domain one dis-
entangled from the sample of identity B in VIS domain, and
generates the VIS prototype of identity A to approximate the
groundtruth VIS one.

Inspired by the success of disentangled representation learn-
ing [12, 26, 31] based on generative adversarial network (GAN) [7]
for factorizing semantically-meaningful factors of a object, we ad-
vocate disentangling the prototype and source domain factors from
an input face image, and then replace the source domain factor
with the target domain one to generate the heterogeneous proto-
type across the source-to-target domains, as shown in Figure 1.
To this end, we propose a disentangled heterogeneous prototype
learning (DisHPL) framework. In DisHPL, the prototype factor is
associated with the personal identity information, while the do-
main factor is treated as a kind of control code that guides the
domain direction of prototype generation. DisHPL is composed by
one encoder-decoder generator and two multi-task discriminators.
Specifically, the generator has two encoders, i.e., one encodes the
prototype feature and the other encodes the domain-specific feature
from a contaminated input image, and one decoder that outputs
both the homogeneous and heterogeneous prototypes of the input
image. The two discriminators both contain an identity-relevant
and a GAN-relevant sub-discriminators which aim to predict face
identity and classify real and fake prototypes in the source/target
domain. The generator competes with the two discriminators to
force: 1) the learnt heterogeneous and homogeneous prototypes
to contain no variations and capture the identity characteristics of
the input image; and 2) the learnt prototype feature to accurately
encode the identity-relevant information, which could be adopted
for performing robust heterogeneous face recognition (HFR).

Contributions: 1) We propose the DisHPL, which is the first
attempt to tackle HPL using a unified disentanglement learning
framework. 2) We design an encoder-decoder generator, which
simultaneously disentangles the prototype and domain features,
and generates the heterogeneous and homogeneous prototypes
from a contaminated image; 3)We perform experiments on various
NIR-VIS and sketch-photo heterogeneous datasets, to validate the
effectiveness of DisHPL for both heterogeneous and homogeneous
prototype learning, and the promising performance for HFR.

2 RELATEDWORK
HFS targets to synthesize cross-domain face images and then evalu-
ate them within the same domain. Liu et al. [17] firstly explored the
HFS issue and adopted the local linear embedding [23] to maintain

the local reconstruction structure in the synthesized images. Subse-
quently, a variety of reconstruction-based methods [1, 5, 29, 32, 37]
have been proposed to synthesize face images in the target do-
main dependent on a learnt or pre-defined source domain patch
dictionary. GAN [7] has also received considerable attention in
HFS. For instance, Zhu et al. [38] presented a cycle-consistent GAN
to generate cross-domain images using unpaired heterogeneous
training data. Lately, a few attempts [3, 4, 16, 28] have been made to
combine HFS and feature learning into a joint learning framework.
These above-mentioned methods treat HFS as a straightforward
image-to-image translation problem, but cannot effectively remove
facial variations existed in the source domain face images.

Prototype learning is a recent hot topic that tries to learn the
face prototype from a contaminated enrolment image containing
nuisance variations. e.g., poses, expressions, and occlusions. Bene-
fiting from GAN’s powerful mapping capability, a number of GAN
variants [2, 9, 13, 20, 27] have been proposed to remove facial varia-
tions and to generate the realistic-looking prototypes. For instance,
Song et al. [27] put forward a geometry-guided GAN to perform ex-
pression normalization by utilizing fiducial points. Huang et al. [9]
developed a two-pathway GAN to frontalize profile images with
poses through local and global transformations. Despite promis-
ing homogeneous prototypes obtained by these methods, they are
unable to learn heterogeneous prototypes across domains.

3 THE PROPOSED MODEL
3.1 Problem Definition
Suppose a training set contains 𝑁𝑑 identities from both Domain
A and Domain B. Each image x in Domain A is sampled from
the distribution P𝑑𝑎𝑡𝑎𝐴 , i.e., x ∼ P𝑑𝑎𝑡𝑎𝐴 , and is annotated with
𝑙𝑥 = {𝑙𝑖𝑑𝑥 , 𝑙𝑣𝑎𝑟𝑥 }; while each image y in Domain B is sampled from
the distribution P𝑑𝑎𝑡𝑎𝐵 , i.e., y ∼ P𝑑𝑎𝑡𝑎𝐵 , and is annotated with
𝑙𝑦 = {𝑙𝑖𝑑𝑦 , 𝑙𝑣𝑎𝑟𝑦 }. 𝑙𝑖𝑑𝑥 (or 𝑙𝑖𝑑𝑦 ) denotes the identity label of x (or y).
𝑙𝑣𝑎𝑟𝑥 (or 𝑙𝑣𝑎𝑟𝑦 ) indicates whether x (or y) contains facial variations
or not. Take x for example, if x contains arbitrary variation(s) (e.g.,
pose, expression, and occlusion/disguise), then 𝑙𝑣𝑎𝑟𝑥 = 1; otherwise
𝑙𝑣𝑎𝑟𝑥 = 0. Next, we select those uncontaminated Domain A and
Domain B images in the training set by referring to the values of
𝑙𝑣𝑎𝑟𝑥 and 𝑙𝑣𝑎𝑟𝑦 , to build the real Domain A and Domain B prototype
corpuses, respectively. Each image in the real Domain A prototype
corpus is denoted as x𝑟𝑝 ∼ P𝑟𝑒𝑎𝑙𝐴 , and each image in the real
Domain B prototype corpus is denoted as y𝑟𝑝 ∼ P𝑟𝑒𝑎𝑙𝐵 .

Given two query images x𝑡 and y𝑡 , one from Domain A and the
other from Domain B, DisHPL has two objectives:

• Heterogeneous prototype learning: Learning an appropri-
ate Domain B prototype x̂𝑡 for x𝑡 (that is from Domain A)
and Domain A prototype ŷ𝑡 for y𝑡 (that is from Domain B),
such that x̂𝑡 (or ŷ𝑡 ): 1) contains no facial variations, and 2)
captures the identity characteristics of x𝑡 (or y𝑡 ).

• Disentangled feature learning: Disentangling 1) the pro-
totype feature 𝑃x𝑡 (or 𝑃y𝑡 ) that captures the identity informa-
tion of x𝑡 (or y𝑡 ), and 2) the domain feature 𝑉x𝑡 (or 𝑉y𝑡 ) that
contains Domain A (or Domain B) specific information.

As a by-product, DisHPL is also able to perform homogeneous pro-
totype learning within the same domain.
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Figure 2: Illustration of the generator in DisHPL. x (y), x̂ (or
x𝑝 ), and ŷ (or y𝑝 ) denote the input image from Domain A
(Domain B), the learnt Domain B (or Domain A) prototype
of x, and the learnt Domain A (or Domain B) prototype of y,
respectively. 𝑃x and 𝑉x (𝑃y and 𝑉y) denote the disentangled
prototype and domain features of x (y), respectively.

3.2 DisHPL Architecture
3.2.1 Generator 𝐺 . 𝐺 consists of two encoders, i.e., 𝐺𝑒𝑛𝑐𝐴 and
𝐺𝑒𝑛𝑐𝐵 , and one decoder, i.e., 𝐺𝑑𝑒𝑐 . 𝐺𝑒𝑛𝑐𝐴 encodes the prototype
feature 𝑃x for x and the prototype feature 𝑃y for y; while 𝐺𝑒𝑛𝑐𝐵

encodes the domain feature 𝑉x for x and the domain feature 𝑉y for
y. Subsequently, 𝐺𝑑𝑒𝑐 receives the concatenation of 𝑃x and 𝑉x, the
concatenation of 𝑃x and 𝑉y, the concatenation of 𝑃y and 𝑉x, the
concatenation of 𝑃y and 𝑉y as four inputs, and then generates four
different prototypes, i.e., x𝑝 , x̂, ŷ, and y𝑝 , as illustrated in Figure 2.

3.2.2 Discriminators 𝐷 and �̃� . 𝐷 has two sub-discriminators 𝐷𝑖𝑑

and 𝐷𝑔𝑎𝑛 . 𝐷𝑖𝑑 is an identity-relevant sub-discriminator for pre-
dicting the face identity in Domain B. It outputs a vector of 𝑁𝑑 -
dimension with 𝑁𝑑 indicating the number of identities in the train-
ing set. 𝐷𝑔𝑎𝑛 is a GAN-relevant sub-discriminator for classifying
real and fake prototypes in Domain B. It gives a high score to the
real prototype and a low score to the fake one. Similarly, �̃� is also
a multi-task discriminator involving two sub-discriminators �̃�𝑖𝑑

and �̃�𝑔𝑎𝑛 . �̃�𝑖𝑑 outputs a 𝑁𝑑 -dimensional vector for face identity
prediction in Domain A, while �̃�𝑔𝑎𝑛 is adopted to classify real and
fake prototypes in Domain A.

3.3 DisHPL Training
DisHPL involves two adversarial training processes between 𝐺

and 𝐷 , and between 𝐺 and �̃� . Accordingly, we propose to use two
alternate phases to train DisHPL.

3.3.1 Phase 1: Training of 𝐷 and 𝐺 . In this training phase, 𝐺 and
𝐷 are trained to compete with each other to force 𝐺 to generate
the heterogeneous Domain B prototype x̂ for the Domain A input
image x, as well as the homogeneous Domain B prototype y𝑝 for
the Domain B input image y.

For 𝐷 = [𝐷𝑔𝑎𝑛, 𝐷𝑖𝑑 ], it has two training objectives: 1) Given
the generated fake Domain B prototypes x̂ and y𝑝 by 𝐺 and the
real Domain B prototype y𝑟𝑝 , 𝐷𝑔𝑎𝑛 wishes to classify x̂ and y𝑝 as
two fake prototypes, and meanwhile classify y𝑟𝑝 as the real one.
2) Given the Domain B input image y, 𝐷𝑖𝑑 wishes to predict its
identity label 𝑙𝑖𝑑𝑦 correctly. Hence, the ultimate objective function
𝑉𝐷 to train the discriminator 𝐷 is as

max
𝐷

𝑉𝐷 = 𝑉
𝑔𝑎𝑛

𝐷
+ 𝛼1𝑉

𝑖𝑑
𝐷 , (1)

where 𝛼1 is a balance parameter. 𝑉𝑔𝑎𝑛

𝐷
and 𝑉 𝑖𝑑

𝐷
are defined as

𝑉
𝑔𝑎𝑛

𝐷
= 𝐸y𝑟𝑝 [log𝐷𝑔𝑎𝑛 (y𝑟𝑝 )] + 𝐸x [log(1−𝐷𝑔𝑎𝑛 (x̂))] + 𝐸y [log(1−

𝐷𝑔𝑎𝑛 (y𝑝 ))] and 𝑉 𝑖𝑑
𝐷

= 𝐸y [log𝐷𝑖𝑑

𝑙𝑖𝑑𝑦
(y)], where 𝐷𝑖𝑑

𝑖
is the 𝑖-th ele-

ment in 𝐷𝑖𝑑 .
For𝐺 , it also has two training objectives: 1) Fool𝐷𝑔𝑎𝑛 to classify

both of x̂ and y𝑝 as the real Domain B prototypes; 2) Enable 𝐷𝑖𝑑 to
predict the identity label of x̂ as that of x (i.e., 𝑙𝑖𝑑𝑥 ), and the identity
label of y𝑝 as that of y (i.e., 𝑙𝑖𝑑𝑦 ). Hence, the ultimate objective
function 𝑉𝐺 to train the generator 𝐺 is as

max
𝐺

𝑉𝐺 = 𝑉
𝑔𝑎𝑛

𝐺
+ 𝜆1𝑉

𝑖𝑑
𝐺 , (2)

where 𝜆1 is a balance parameter.𝑉𝑔𝑎𝑛

𝐺
and𝑉 𝑖𝑑

𝐺
are defined as𝑉𝑔𝑎𝑛

𝐺
=

𝐸x,y [log𝐷𝑔𝑎𝑛 (x̂) + log𝐷𝑔𝑎𝑛 (y𝑝 )] and 𝑉 𝑖𝑑
𝐺

= 𝐸x,y [log𝐷𝑖𝑑

𝑙𝑖𝑑𝑥
(x̂) +

log𝐷𝑖𝑑

𝑙𝑖𝑑𝑦
(y𝑝 )], respectively.

3.3.2 Phase 2: Training of �̃� and 𝐺 . In this training phase, 𝐺 and
�̃� are trained to compete with each other to force 𝐺 to generate
the heterogeneous Domain A prototype ŷ for the Domain B input
image y, as well as the homogeneous Domain A prototype x𝑝 for
the Domain A input image x.

For �̃� = [�̃�𝑔𝑎𝑛, �̃�𝑖𝑑 ], it has two training objectives similar to
𝐷 : 1) Given the generated fake Domain A prototypes ŷ and x𝑝 by
𝐺 and the real Domain A prototype x𝑟𝑝 , �̃�𝑔𝑎𝑛 wishes to classify
ŷ and x𝑝 as two fake prototypes, and meanwhile classify x𝑟𝑝 as
the real one. 2) Given the Domain A input image x, �̃�𝑖𝑑 wishes
to predict its identity label 𝑙𝑖𝑑𝑥 accurately. Therefore, the ultimate
objective function �̃�𝐷 to train the discriminator �̃� is as follows:

max
�̃�

𝑉
�̃�
= 𝑉

�̃�𝑔𝑎𝑛 + 𝛼2𝑉�̃�𝑖𝑑 , (3)

where 𝛼2 is a balance parameter. 𝑉
�̃�𝑔𝑎𝑛 and 𝑉

�̃�𝑖𝑑 are defined as
𝑉
�̃�𝑔𝑎𝑛 = 𝐸x𝑟𝑝 [log �̃�𝑔𝑎𝑛 (x𝑟𝑝 )] +𝐸y [log(1− �̃�𝑔𝑎𝑛 (ŷ))] +𝐸x [log(1−

�̃�𝑔𝑎𝑛 (x𝑝 ))] and 𝑉
�̃�𝑖𝑑 = 𝐸x [log �̃�𝑖𝑑

𝑙𝑖𝑑𝑥
(x)], where �̃�𝑖𝑑

𝑖
is the 𝑖-th ele-

ment in �̃�𝑖𝑑 .
For 𝐺 , it has two training objectives as follows: 1) Fool �̃�𝑔𝑎𝑛

to classify both of ŷ and x𝑝 as the real Domain A prototypes. 2)
Enable �̃�𝑖𝑑 to predict the identity label of ŷ as that of y (i.e., 𝑙𝑖𝑑𝑦 ),
and the identity label of x𝑝 as that of x (i.e., 𝑙𝑖𝑑𝑥 ). In light of the
above two objectives, the ultimate objective function �̃�𝐺 to train
the generator 𝐺 is formulated as

max
𝐺

�̃�𝐺 = �̃�
𝑔𝑎𝑛

𝐺
+ 𝜆2�̃�

𝑖𝑑
𝐺 , (4)

where 𝜆2 is a balance parameter. �̃�𝑔𝑎𝑛

𝐺
and �̃� 𝑖𝑑

𝐺
are defined as �̃�𝑔𝑎𝑛

𝐺
=

𝐸x,y [log �̃�𝑔𝑎𝑛 (ŷ) + log �̃�𝑔𝑎𝑛 (x𝑝 )] and �̃� 𝑖𝑑
𝐺

= 𝐸x,y [log �̃�𝑖𝑑

𝑙𝑖𝑑𝑦
(ŷ) +

log �̃�𝑖𝑑

𝑙𝑖𝑑𝑥
(x𝑝 )], respectively.

3.4 DisHPL Applications
After training, we can employ the trained generator 𝐺 to handle
the three applications. 1) Heterogeneous prototype learning:
Learning the Domain A (or Domain B) prototype from a Domain
B (or Domain A) input image across domains. 2) Homogeneous
prototype learning: Learning the Domain A (or Domain B) proto-
type from a Domain A (or Domain B) input image within the same
domain. 3) Heterogeneous face recognition: Given a Domain
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A (or Domain B) enrolment set and a new Domain B (or Domain
A) query image, we can acquire their domain-invariant prototype
features in the latent spaces and then perform classification.

4 EXPERIMENTAL RESULTS
4.1 Implementation Details
For 𝐺𝑒𝑛𝑐𝐴 , we use Lightened CNN [33] as the backbone for proto-
type feature extraction. For𝐺𝑒𝑛𝑐𝐵 , we adopt a different deep neural
network, i.e., CASIA-Net [35], as the backbone for extracting the
domain features. 𝐺𝑒𝑛𝑐𝐴 encodes a 256-dimensional prototype fea-
ture while 𝐺𝑒𝑛𝑐𝐵 encodes a 50-dimensional domain feature. For
𝐺𝑑𝑒𝑐 , it takes a 306-dimensional feature vector as the input, and
outputs a face image of 128×128 pixels. For 𝐷 and �̃� , they have the
same network structure whose input is a face image of 128×128
pixels while the output is a (𝑁𝑑 + 1)-dimensional feature vector.

We optimize DisHPL by using the stochastic gradient descent
with a mini-batch size of 5. We follow the work in [30] by adopting
the Adam [14, 25] as the optimizer, in which the learning rate
and momentum are set to be 0.0002 and 0.5, respectively. In the
experiments, the four balance hyper-parameters, i.e., 𝛼1 in Eqn. (1),
𝜆1 in Eqn. (2), 𝛼2 in Eqn. (3), and 𝜆2 in Eqn. (4), are tuned via the
grid search strategy and are all empirically set at 2.

4.2 Evaluation on Prototype Learning
This subsection evaluates the learnt heterogeneous and homoge-
neous prototypes by our DisHPL on BUAA NIR-VIS [8], CASIA
NIR-VIS v2.0 [15], and CUFSF [36] datasets. On the two NIR-VIS
datasets, we denote the NIR domain as Domain A, and the VIS
domain as Domain B. On CUFSF, we denote the sketch domain as
Domain A, and the photo domain as Domain B.

Given a random query image from Domain A, i.e., x, and a
random query image from Domain B, i.e., y, DisHPL can generate
four different prototypes: 1) the Domain A prototype of x, i.e, x𝑝 , 2)
the Domain B prototype of x, i.e., x̂, 3) the Domain A prototype of
y, i.e., ŷ, and 4) the Domain B prototype of y, i.e., y𝑝 . In Figure 3, we
illustrate five prototype learning examples of DisHPL on the above
three datasets. It can be observed that, 1)DisHPL successfully learns
the variation-free heterogeneous prototypes across the NIR-to-VIS,
VIS-to-NIR, sketch-to-photo and photo-to-sketch domains, as well
as the homogeneous prototypes within the same VIS, NIR, sketch
and photo domains. Intuitively, for these contaminated input images
containing facial variations of different postures, expressions (e.g.,
surprise and happiness), and occlusion of glasses, DisHPL is capable
of simultaneously transferring the domain styles and decreasing
the facial variations; 2) On the three datasets, most of the learnt
homogeneous and heterogeneous prototypes by DisHPL capture
well the identity characteristics of the contaminated input images,
and look similar to the reference groundtruth prototypes.

4.3 Evaluation on HFR
This subsection evaluates DisHPL for HFR on the two NIR-VIS
datasets. On BUAA NIR-VIS (or CASIA NIR-VIS v2.0), we choose 50
(or 360) identities for training while another 100 (or 358) identities
for testing according to the standard evaluation protocol [3]. On
each dataset,we choose one VIS image from each testing identity to
build the enrolment set while all testing NIR images for querying.

x̂px ŷ pyx y

Groundtruth prototypesInputs Learned prototypes

(a)

(b)

(e)

(c)

(d)

Figure 3: Prototype learning examples of DisHPL on BUAA
NIR-VIS, CASIA NIR-VIS v2.0, and CUFSF datasets. In each
row, figures from left to right are: the input query images
x and y from two different domains, the four learnt proto-
types by DisHPL, i.e., x𝑝 , x̂, ŷ, and y𝑝 , and the corresponding
groundtruth (GT) prototypes for reference.

Table 1: Recognition rates (%) of DisHPL and the compared
feature learning-based methods on two NIR-VIS datasets.

Dataset Hand-crafted Deep Learning Our
DisHPLKDSR H2-LBP3 CEFD TRIVET ADFL RGM CAJL

BUAA 83.0 88.8 – 93.9 95.2 97.6 98.3 98.7
CASIA 37.5 43.8 85.6 95.7 98.2 97.2 – 97.3

In the HFR experiment, we select 7 representative NIR-VIS fea-
ture learning-based comparing approaches, involving 3 handcrafted
feature learning-based KDSR [10], H2-LBP3 [24] and CEFD [6],
and 4 deep learning-based ADFL [28], TRIVET [18], RGM [3] and
CAJL [34]. The rank-1 recognition rates of DisHPL and the other
methods on the two NIR-VIS datasets are listed in Table 1. We ob-
serve that, although DisHPL is not specifically designed for HFR,
it still achieves promising performance, which indicates the learnt
prototype features by DisHPL capture well the identity information
across heterogeneous domains. Specifically, DisHPL performs the
best on BUAA NIR-VIS dataset, and obtains comparable results
to that of ADFL and RGM on CASIA NIR-VIS v2.0 dataset. The
superiority of DisHPL owes to its two advantages: 1) the Max-
Feature-Map based Lightened CNN in𝐺𝑒𝑛𝑐𝐴 is adaptive to different
appearances in different modalities [33]; and 2) the identity-relevant
sub-discriminators 𝐷𝑖𝑑 and �̃�𝑖𝑑 force the encoders to accurately
encode the identity information in the learnt prototype features.

5 CONCLUSION
This paper has studied an emerging challenging HPL problem,
which involves two coupled subproblems of domain transfer and
prototype learning. To tackle HPL, we have proposed the DisHPL
to jointly address the above two subproblems in a unified disen-
tanglement learning framework. Given a contaminated face image
from the source domain, DisHPL is able to simultaneously: 1) dis-
entangle its domain and prototype features, and 2) generate proper
heterogeneous and homogeneous prototypes. Empirically studies
on various NIR-VIS and sketch-photo face datasets have validated
the effectiveness of DisHPL in both HPL and HFR tasks.
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