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Fast and Accurate Hierarchical Clustering Based
on Growing Multilayer Topology Training

Yiu-ming Cheung™, Fellow, IEEE, and Yiqun Zhang

Abstract— Hierarchical clustering has been extensively applied
for data analysis and knowledge discovery. However, the scala-
bility of hierarchical clustering methods is generally limited due
to their time complexity of O(nz), where n is the size of the
input data. To address this issue, we present a fast and accurate
hierarchical clustering algorithm based on topology training.
Specifically, a trained multilayer topological structure that fits
the spatial distribution of the data is utilized to accelerate the
similarity measurement, which dominates the computational cost
in hierarchical clustering. Moreover, the topological structure
also guides the merging steps in hierarchical clustering to
form a meaningful and accurate clustering result. In addition,
an incremental version of the proposed algorithm is further
designed so that the proposed approach is applicable to the
streaming data as well. Promising experimental results on various
data sets demonstrate the efficiency and effectiveness of the
proposed algorithms.

Index Terms— Data analysis, hierarchical clustering, incremen-
tal algorithm, time complexity, topology.

I. INTRODUCTION
LUSTERING methods can be classified into two types:
partitional clustering [5]-[9], [26], [40] and hierarchical
clustering [10], [18], [19], [31]. Partitional clustering separates
a set of data points into a certain number of clusters to min-
imize the intracluster distance and maximize the intercluster
distance, while hierarchical clustering views each data point as
an individual cluster and builds a nested hierarchy by gradually
merging the current most similar pair of them. Compared
with partitional clustering, hierarchical clustering offers more
information regarding the distribution of the data set. Often,
the hierarchy is visualized using dendrograms, which can be
“cut” at any level to produce the desired number of clusters.
Due to the rich information it offers, hierarchical clustering has
been extensively applied to different fields, e.g., data analysis,
knowledge discovery, pattern recognition, image processing,

bioinformatics, and so on [4], [11], [21].
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In general, a traditional hierarchical clustering framework
can be summarized as follows.

Step 1: Each single data point is assigned to an individual
cluster.

Step 2: The most similar pair of clusters is found according
to a certain linkage strategy.

Step 3: The most similar pair of clusters is merged to form
a new cluster.

Step 4: Steps 2 and 3 are repeated until only one cluster

exists or a particular stop condition is satisfied.

In the above-mentioned steps, the commonly used linkage
strategies are single linkage (SL), average linkage (AL), and
complete linkage (CL), which compute the maximum, average,
and minimum similarity between the data points of two clus-
ters, respectively [27]. The traditional hierarchical clustering
frameworks with SL, AL, and CL linkages are abbreviated
as T-SL, T-AL, and T-CL hereinafter. Although these three
traditional approaches are parameterless and simple to use,
they have three major problems.

1) Their performance is sensitive to different data distrib-
ution types. T-SL “has a tendency to produce clusters
that are straggly or elongated” [17]; T-CL and T-AL
tend to produce compact and spherical-shaped clusters,
respectively.

2) All three only consider the local distance between the
pairs of data points during clustering. When overlapped
clusters exist, their performances will be influenced [37].

3) Their time complexity is O (%), which limits their appli-
cations, particularly for large-scale data and streaming
data.

To tackle the above-mentioned three problems, various types
of hierarchical clustering approaches have been proposed in
the literature. To solve the first two problems, potential-
based hierarchical clustering approaches based on potential
theory [33] have been proposed (see [22] and [23]) where the
potential field is utilized to measure the similarity between data
points. Because this type of approach merges the data points
by considering both the global distribution, i.e., potential fields
of data points and local relationship, i.e., the exact distance
between neighbors, they show robustness when processing
data sets with different data distribution types and overlapped
clusters. Nevertheless, their time complexity is still O(n?).
To cope with the third problem, locality-sensitive hashing-
based hierarchical clustering [20] has been proposed with a
time complexity of O(nm) to speed up the closest pair search
procedure of T-SL, where m is the bucket size. However,
the setting of parameters for this approach is nontrivial, and
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its clustering accuracy is generally lower than that of T-SL.
Furthermore, hierarchical clustering based on random projec-
tion (RP) [30] with time complexity of O (n(logn)?) has also
been proposed. It accelerates T-SL and T-AL by iteratively
projecting data points into different lines for splitting. In this
manner, the data set is partitioned into small subsets, and
the similarity can be measured locally to reduce computa-
tion cost. However, RP-based approaches inherit the draw-
backs of T-SL and T-AL, i.e., they have a bias for certain
data distribution types, and they cannot distinguish over-
lapped clusters well, due to approximation. To simultaneously
tackle the three problems, summarization-based hierarchical
clustering frameworks have been proposed in the literature.
Specifically, data bubble-based hierarchical clustering and its
variants [2], [3], [25], [29], [41] have been proposed to summa-
rize the data points by randomly initializing a set of seed points
to incorporate nearby data points into groups (data bubbles).
Subsequently, the hierarchical clustering is performed on the
bubbles only to avoid the similarity measurement for a large
number of original data points. In general, the performance of
the data bubble and its variants is sensitive to the compression
rate and the initialization of seed points. Our preliminary
work in [39] has addressed the sensitivity problem by training
the seed points to better summarize the data points. Never-
theless, a common shortcoming of the summarization-based
approaches is that the hierarchical relationship between data
points is lost due to summarization. In addition, none of
the above-mentioned approaches are fundamentally designed
for streaming data. Specifically, the entire clustering process
should be executed to update the hierarchy structure for each
new input, which may sharply increase the computational cost.
To solve this problem, the incremental hierarchical clustering
(IHC) approach [34] has been proposed. It saves a large
amount of computational cost by dynamically and locally
restructuring the inhomogeneous regions of the present hierar-
chy structure. Therefore, this approach performs hierarchical
clustering with a time complexity as low as O(nlogn) when
the hierarchy structure is completely balanced. However, the
balance of the constructed hierarchy is not guaranteed, which
makes its worst-case time complexity still O(n?). Further-
more, because IHC is an approximation of T-SL, it will also
have a bias for certain data distribution types.

In this paper, we concentrate on: 1) addressing with the
three above-mentioned problems of traditional hierarchical
clustering frameworks and linkage strategies, and 2) proposing
a new hierarchical clustering framework for streaming data.
We first propose a growing multilayer topology training
(GMTT) algorithm to dynamically learn the spatial distribution
of data and construct the corresponding topological structure.
In the literature, topology training has been widely utilized
for partitional clustering [1], [14], [15], [28], [32], [36], [38].
However, to the best of our knowledge, it has yet to be utilized
for hierarchical clustering. We make the topology grow by cre-
ating new layers with new seeds based on existing seeds if the
existing seeds cannot represent the data set well. The growth is
continued until each node can appropriately represent the local
data distribution. As a result, the GMTT algorithm assigns
more layers and seeds to finely describe the high-density

region of data sets. Accordingly, a hierarchical clustering
framework based on GMTT is formed. Differing from our
preliminary work in [39], this framework can dynamically
create and train seeds to form a multilayer topology. With the
topology, the merging steps of hierarchical clustering are per-
formed under its guidance. Moreover, the similarity between
data points is only measured within each seed’s corresponding
subset, which can significantly reduce the computational cost.
In general, most of the traditional linkage strategies, i.e., SL,
AL, and CL, can be applied to the GMTT-based framework.
To achieve better clustering performance, a new density-based
linkage strategy is also presented. Because it simultaneously
considers the global and local data distribution information,
its clustering performance is promising. In addition,
an incremental version of the GMTT framework, denoted
as the IGMTT framework, is also presented to cope with
streaming data. In the IGMTT framework, each new input
can easily find its nearest neighbor by searching the topology
from top to bottom. Then, both the existing topology and
hierarchy are locally updated to recover the influence caused
by the input. Both the GMTT and the IGMTT frameworks
have competent performance in terms of clustering quality
and time complexity, i.e., O(n'?). Their effectiveness and
efficiency have been empirically investigated. The main
contributions of our work are summarized as follows.

1) The GMTT algorithm is proposed for seed point train-
ing. The topology of the seed points can appropriately
represent the structural data distribution. The training is
automatic without prior knowledge of the data set, e.g.,
number of clusters, proper number of seeds, and so on.

2) A fast hierarchical clustering framework has been pro-
posed based on GMTT. According to the topology
trained through GMTT, distance measurement is locally
performed to reduce computational cost. Merging is
also guided by the topology to make the constructed
hierarchy able to distinguish the borders of real clusters.

3) A new linkage strategy called density linkage (DL)
is presented, which simultaneously considers the local
and global data distribution information to make the
clustering results robust to different data distribution
types and overlapping phenomena.

4) An incremental version of the GMTT framework,
i.e., the IGTMM framework, is provided for streaming
data hierarchical clustering. Similar to the GMTT frame-
work, it is also fast and accurate.

The rest of this paper is organized as follows. Section II
gives an overview of the existing relevant hierarchical clus-
tering approaches. In Section III, the details of the pro-
posed GMTT framework, IGMTT framework, and DL linkage
are described. Then, Section IV presents the experimental
results for various benchmark and synthetic data sets. Finally,
we draw a conclusion in Section V.

II. OVERVIEW OF EXISTING RELEVANT HIERARCHICAL
CLUSTERING METHODS
A. Potential-Based Hierarchical Clustering

The approach proposed in [23] converts the distance
between data points into potential values to measure the
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Algorithm 1 Potential-Based Hierarchical Clustering

Algorithm 2 RP-Based Hierarchical Clustering

Input: Data set X
Output: Dendrogram D
1: fori =1 ton do

2:  compute the potential ¢, by Eq.(2);

3: end for

4: fori =1ton do

5:  find x;’s parent x,;

6:  link the pair as x, — x; to form a part of EWT;

7: end for

g: fori=1ton—1do

9 find and merge the pair with the shortest edge in EWT;
10:  eliminate the edge between the merged pair;

11: end for

density levels of data points. Having the potential value of
each data point, an Edge Weighted Tree (EWT) is constructed,
and the hierarchy can easily be read off from it. Suppose
that we have a data set with n data points, denoted as X =
{x1,x2,...,x,}. The distance between two data points x, and
xp is denoted as dist(x,, xp). The potential value of point x,
received from point x; is calculated by

——— if dist(xg, >
?ist(xa,xb) if dist(x,, xp) > W

if dist(xg, xp) < A

(DX(,,X/; =

A
where the parameter A is used to avoid the singularity problem
when dist(x,, xp) is too small. The total potential value of a
data point x, is defined as the sum of the potential values it
has received from all of the other data points

n
Pry = D, Dy, ©)
i=l,i#a

According to the potential values and the distances between
data points, an EWT is constructed by linking data points to
its closest point with a higher potential value than it. The
hierarchy of the data set can be read off from the EWT by
sequentially merging the linked pair with the closest distance.
The algorithm of the potential-based approach is summarized
in Algorithm 1.

B. RP-Based Hierarchical Clustering

RP-based hierarchical clustering approaches aim to partition
the entire data set into small enough subsets in which the
data points are very close to each other. In this manner,
the similarity can be measured within each subset to reduce
computational cost. In this approach, data points are randomly
projected onto different lines for splitting. After each projec-
tion, the original subset is split into two smaller subsets. After
a certain amount of splitting, each subset will contain a small
number of data points that are highly likely to be very close
to each other, and each pair of the closest data points will stay
in at least one of the subsets. The splitting is stopped when
the size of each subset is smaller than a parameter min Pts.
Finally, all the similarity values of each subset are ranked
together, and pairs of data points are merged according to

Input: Data set X
Output: Dendrogram D
: perturb the data points;
: while subsets with size larger than min Pts exist do
partition these subsets using random projection;
: end while
: compute distance between data points within each subset;
. sort all the computed distances together;
fori=1ton—1do
merge the closest pair;
: end for

the ranking. Because the procedures of the RP-based
framework with SL linkage and RP-based framework with
AL linkage are similar, both of them are summarized
in Algorithm 2.

In the algorithm, improper selection of the parame-
ter minPts may lead to the failure of building a den-
drogram. Therefore, parameter-free versions of RP-based
approaches have also been proposed in [30], which solves
the parameter selection problem by repeatedly performing the
RP-based approaches with the different values of min Pts until
the dendrogram can be correctly constructed.

C. Incremental Hierarchical Clustering

The THC approach was proposed for streaming data, and
it processes each input and maintains the hierarchy in three
steps: 1) search the existing data points to find the one with
the shortest distance to the new input; 2) detect the hierarchy
in a bottom-up manner and insert a new input under a proper
node; and 3) detect and restructure the hierarchy in a top-
down manner. In the IHC approach, we can judge if a node
is homogeneous or not according to its upper and lower
limitation. For a new data point x,, its nearest neighbor x; is
first located over the leaf nodes. Then, the upward detection is
performed to x;’s parent node v,. If the distance dist(x,, xp)
between x, and x; is smaller than the upper limitation and
larger than the lower limitation of v,, v, is judged to be
homogeneous after accepting x, as its child. In this case,
xq and xp, are said to form a normal density region under v,
and x, is simply inserted into the hierarchy as v,’s children.
Similarly, if dist(x,, xp) is smaller than the lower limitation,
xq, and xp will form a higher density region under v).
Therefore, the hierarchy should be restructured by inserting
a new node with the child nodes x, and x; and parent
node v, to maintain the homogeneity of the hierarchy.
If x, and x; form a lower density region under v, detection
should be performed upward to v,’s parent node, grandparent
node, and so on until x, is properly inserted into the hierarchy.
Due to the incorporation of x,, the homogeneity of the nodes
in layers lower than x, may also be influenced. Therefore,
a downward detection and recovery are also necessary to detect
and recover the inhomogeneous regions of the hierarchy until
no inhomogeneous region is detected. The IHC approach is
summarized in Algorithm 3.
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Algorithm 3 THC

Input: streaming data set X
Output: Dendrogram D

1: initialize the hierarchy;

2: for each new input x, do
3: find x,’s parent v;

4:  if x, cause a higher-density region then

5: create new node as the parent node of x, and xp;
6: end if

7. if x, cause a normal-density region then

8: insert x4 as v,’s child node;

9: end if

10: end for

11: detect and recover inhomogeneous regions;

III. THE PROPOSED FAST HIERARCHICAL
CLUSTERING APPROACH

This section will propose a topology training algorithm
that can gradually and automatically make a topology grow
to better represent the distribution of data. Subsequently,
a framework based on it is presented to achieve fast and
accurate hierarchical clustering. Furthermore, an incremental
version of the framework will also be presented for streaming
data hierarchical clustering.

A. Growing Multilayer Topology Training

The GMTT algorithm is presented, which trains a set of
seed points to represent the data distribution. In the beginning,
only one seed point is initialized and trained to be the physical
center of the entire data set. Obviously, one seed point alone
cannot represent the spatial distribution of the entire data set
well, especially for complex real-world data sets. To better
represent the data distribution, a number of new seed points
are initialized and trained to be the child seed points of the
original one. The new seed points are the centers of their
corresponding subsets, which are produced by splitting the
entire data set according to them. All of the newly created
seed points are linked to their parent with edges, which
indicate their affiliation. Because the seed points and their
nested affiliation structure are very similar to the neuron nodes
and the topology of multilayer neural networks, respectively,
we utilize the words “nodes” and “topology” to indicate the
seed points and their affiliation structure hereinafter. For each
new node, growing training should be performed repeatedly
until all of the existing seed points represent their subsets
well. It is expected that more nodes should be assigned
to the regions that are hard to represent well in the data
set. There are many criteria for defining a region that is
hard to represent well, e.g., inhomogeneous data distribution,
high-density data distribution, border region of clusters, and
overlapped region of several clusters. From the perspective
of hierarchical clustering, the merging of data points happens
in high-density regions at the beginning and gradually moves
to low-density regions. Moreover, the merging of the high-
density region data points dominates the processing time.
Based on this scenario, we choose to better represent the

high-density region via the GMTT algorithm. Consequently,
the structure of the trained topology is similar to the desired
hierarchy and can offer guidance to accelerate the hierarchical
clustering procedures.

Specifically, given a data set X = {x,x2,...,x,} with
n data points, the topology 7 is trained by randomly inputting
data points from X to adjust the nodes. Each node in T is
expressed in the form of vy, 5, where [ indicates the layer of
the node in T, p is the sequence number of its parent node,
and & is its own sequential number. For simplicity, v; ,, can
be denoted as vy, if the information of its layer and parent node
is not considered in some cases. The corresponding subset of a
node vy p j, is expressed as X, which contains s, data points
belonging to X. During the training, we need to decide if
the topology should grow or not. In other words, we should
decide if a node vy, can represent its corresponding
subset X; well and when to make the topology grow by
creating B child nodes for vy, in layer /[ + 1. Here, B is
a constant referred to as the branching factor, and it controls
the number of child nodes created for each node. The nodes
that cannot represent their subset well are defined as coarse
nodes. The definitions of a full coarse node and semicoarse
node are as follows.

Definition I: Let v, be a leaf node with a sj,-point
corresponding subset. Given the branching factor B and the
upper limitation Up, the node vy, 5 is a full coarse node if
and only if s > Ur - (B —1).

Definition 2: Let vy, be a leaf node with a sj,-point

corresponding subset. Given the branching factor B and the
upper limitation Uy, the node vy, is a semicoarse node if
and only if Uy < s, < Up-(B—1).
In the above-mentioned two definitions, Uy, controls the upper
bound of the size s; of vy p ;s subset. For a full coarse node,
B new child nodes should be trained by randomly selecting
data points from Xj. For a semicoarse node, By new child
nodes should be created and trained in the same manner, where
B is the branching factor of a semicoarse node. During the
training, the value of By will dynamically change according
to the size of the semicoarse node’s corresponding subset

— |2
[]

Supposing that vy, , is a full coarse node, B child nodes
{0141, 11,6415 Vi41, 11425 - - - » Vi+1,h,t+8) should be initialized
from vy p p’s subset X = {xp,1,%p2,...,%ns,), where t is
the total number of nodes before the initialization of B new
child nodes. After the initialization, the value of ¢ is updated
by t¢w) = ((0ld) L B For an input Xp,i, the winner child node
O/41,h,w 15 determined among B child nodes by

w=argmin y;llxpi — vi41,n,jll2 )

1—BH+1< <t
where y; is the winning frequency of node v;y1 ;,; among
B new child nodes. After the winner child node v;41 4,4 is
selected out, it is adjusted with a small step toward x;; by
Dl(—rll—elv:]})z,w = Dl(—(l)—li)h,w +n- (xh’i - Dl(—(l)—li)h,w) (5)
where # is the learning rate. The child nodes are iteratively
trained through (4) and (5) until convergence. The training
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Algorithm 4 Nodes Training

Input: Data set X, learning rate #, upper limitation Uy and
branching factor B (By)

Output: B (By) new child nodes

1: initialize B (Bg) new nodes from subset Xj;

2: while Convergence = false do

3 randomly select a data point xj ; from Xp;

4:  find the winner node according to Eq.(4);

5

6

adjust the winner node according to Eq.(5);
: end while

Algorithm 5 GMTT Algorithm

Input: Data set X, learning rate #, upper limitation Uz and
branching factor B

Output: Topology T

1: initialize a node vy,9,1 from X to be the top node of T’;

2: while existing full-coarse or semi-coarse node do

3:  find a coarse node v, 5 in T

4

5

generate B (Bg) new nodes through Algorithm 4;
: end while

procedure of child nodes can be summarized in Algorithm 4.
After B new child nodes are created and trained for v; p p,
X, is split into B subsets. As each new child node only
represents a part of X, the current representation becomes
more precise. Here, we also define the concept of a fine node
to judge when to stop the growth of the topology.

Definition 3: Let vy p, be a child node with a sj,-point

corresponding subset. Given the upper limitation Uy, the
node vy, 5, is a fine node if and only if s, < Up.
When all the leaf nodes in the topology are judged as
fine nodes, the growth is stopped. The entire GMTT algo-
rithm is summarized in Algorithm 5. An example of the
GMTT algorithm is illustrated in Fig. 1, where a three-layer
topology is trained for a 20-point data set with B = 3 and
Ur = 4. In the topology shown in Fig. 1, layer 1 contains
only one top node v1,0,1 with the corresponding subset X1,
which is also the entire data set X. Because s; > Up,
B child nodes are initialized and trained in the next layer
using data points from Xj. A branch stops its growth with fine
node v7 1,3 in layer 2 because s3 < Uy. Finally, the topology
stops its growth in layer 3 because all of the leaf nodes are fine
nodes, which means that the entire data set can be represented
well. It can be seen from the figure that the union of all the
leaf nodes’ subsets X3, X5, X¢, X7, Xg, and X9 is the entire
data set X.

Here, we also discuss why we design the GMTT algorithm
but do not directly train sufficient seed points in one layer.

1) In GMTT, the number of corresponding data points of

each leaf node will be smaller than Uy due to the
GMTT. This guarantees that high-density regions have
more nodes, and low-density regions have less. However,
if we initialize a sufficiently large number of nodes once,
some nodes will be trapped locally and will not represent
the density distribution of the data well. Therefore,
GMTT is more proper for hierarchical clustering.

Layer 1 Node Information
o Node [Subset| Size
Vi
Pat . Vier | X 20
VN [ Xz 9
\ = Layer 2, vis | Xs 4
é; \9 Ve | Xa 7
V213 V214
st vizs | Xs 3
™ Ve LN X 2
Y v T . 3 V326 6
L A Layel Vi | X 4
g Viss | Xs 4
Vi
Vize V39 Xo 3
Vi2s 7 Vids

Fig. 1. Topology trained for a 20-points data set.

Fig. 2. Results of (a) GMTT and (b) its one-layer version.

The results of GMTT and its one-layer version are
compared in Fig. 2. It can be observed that the nodes
trained through GMTT fit the density distribution better.

2) The structure of the topology trained through GMTT is

consistent with the expected hierarchy whose nodes in
deeper layers indicate a high-density distribution of data
and vice versa. Moreover, links in the topology indicate
the affiliation between subsets of nodes, which are
similar to the links in the dendrogram. These properties
make the topology suitable for hierarchical clustering.
However, if all the seed points are trained in one layer,
they cannot offer the desired information for hierarchical
clustering.

Although the trained topology is similar to the desired den-
drogram, they still have significant differences. First, each leaf
node in the topology is the physical center of its subset but not
an exact data point. Second, a link in the topology connecting
two nodes only indicates their affiliation during the growth
of the topology but not their detailed hierarchy relationship.
Therefore, how to efficiently and effectively obtain the desired
dendrogram through further processing of the topology will be
discussed in Section III-B.

B. Fast Hierarchical Clustering Based on GMTT

From the perspective of hierarchical clustering, the con-
structed hierarchy should satisfy two properties: homogeneity
and monotonicity [24]. Suppose we cut a dendrogram hori-
zontally to produce a certain number of clusters; homogeneity
is the property that the similarity between intracluster points is
higher than that of the intercluster points. Monotonicity is the
property that the clusters produced by cutting the dendrogram
in a layer close to the bottom are more homogeneous than
the clusters produced by cutting the dendrogram in a layer
close to the top. In the topology obtained through GMTT,
because the subset of each node is a local part of their parent
node’s subset, it roughly satisfies the property of homogeneity.
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The monotonicity is also satisfied among the nodes that are
lineal consanguinity of each other, where the concept of lineal
consanguinity is defined in the following definition.

Definition 4: Let v, be a node in T. If another node v,,

in T can be found by searching 7 in a constant direction
(bottom-up or top-down) from vy, then v, and v,, are said to
be lineal consanguinity of each other.
For instance, v3,25 and v1,0,1 shown in Fig. 1 are lineal
consanguinity of each other, but v3 2 5 and v2,1,3 are not. Even
node v7 1,3 is in layer 2, its homogeneity is not guaranteed to
be lower than that of node v3 5 5 in layer 3 because the subset
of 0375 is not a local part of v7 1 3.

To merge all of the data points according to the topol-
ogy, data points inside leaf nodes’ subsets and the subsets
themselves should be merged according to a certain linkage
strategy. The merging procedures should also comply with
the lineal consanguinity relationship between topology nodes
to exploit the homogeneity and monotonicity of the topol-
ogy. As discussed in Section I, potential-based methods have
competitive performance because they consider both the local
and global data distributions. The potential value can also
be understood as an index indicating the density level of
a data point. In other words, a very small potential value
indicates that the data point is located in a very high-density
region. Because we focus on the density distribution of data
points in this paper, we define density as the negative of
potential as defined in (1) and (2). However, computing the
density value for each data point by considering all of the
other data points is very time-consuming, especially for large-
scale data sets. To accelerate the computation, we present our
density measurement to compute the density value of data
points and nodes. The density 0, ; of a point x,; inside a
leaf node vp,’s subset Xj is estimated according to both its
neighbors inside X; and the other leaf nodes of the topology,
which can be written as

Sh u
On,i = n%l | Z 'wh,i,j + Z Qpim (6)
j=1,j#i m=1,m#h

where 7 is the size of X and u is the total number of leaf nodes
inside the topology. wy ;,; is the density value of x;_ ; received
from another data point xj_j in Xj. Qp ;5 is the density value
of xp,j received from another leaf node v,,. Here, wy; ;j and
Qp.;.m are defined as

1
Whij = ————— )
[|xn,i — xn,jll2
and

1
Qpim =8y - —————— (8
[1xn,i — vmll2

respectively.
The density €, of a leaf node v, can be written as

1 " 1
€n = — > T )
n= Sk Tt Oh — Um||2

Accordingly, the density of a nonleaf node can be estimated
in the same manner according to all of the other leaf nodes
that are not lineal consanguinity of itself.

Data set,

& Roy
=

Data points in the subsets are linked to form sub-MSTs.

Fig. 3.

Algorithm 6 GMTT Hierarchical Clustering Framework

Input: Data set X, learning rate #, upper limitation U and

branching factor B

Output: MST M

1: train a topology 7' through Algorithm 5;

2: measure the density for the new child nodes according to
Eq.(9) and their corresponding data points according to
Eq.(6)-(8);

3: form sub-MSTs for the new child nodes and their corre-
sponding data points according to Eq.(10);

Based on the above-mentioned density estimation, we also
present our DL linkage to comply with the topology as follows.
For a data point x;; inside a leaf node v’s subset Xy, a set
of data points with higher density values than xj ; is selected
out from X as Xfah’i = {xpjlOh; = Onij=1,2,..., 8,
j #i}. In X}?eh”, the winner x; ,, with the shortest distance
to xp,; is selected out by

w = argmin =03\ |1Xh.i = Xn.jl |2 (10)

{Jlxn,jeX,

and linked with x;; through an edge with Ilength
[|Xn,i — Xn,w|l2. When all of the data points in X} are linked
with their winner points, a sub-MST has been formed for Xj.
In Fig. 3, we take the same data set and topology shown
in Fig. 1 as an example to show the sub-MSTs formed through
DL. According to the sub-MSTs, subsets should be linked to
form a complete MST. Therefore, nodes in the same layer
sharing the same parent node are also linked to form sub-MSTs
according to their density values. It is commonly recognized
that the hierarchical clustering result can be expressed in the
form of an MST instead of a dendrogram because they contain
the same information and can be converted to each other
easily [16], [17], [24]. Therefore, the hierarchical cluster-
ing task can also be converted to form an MST for our
GMTT framework with DL linkage. When sub-MSTs are
formed for all of the leaf nodes’ subsets and all of the nodes
sharing the same parent, a complete MST linking all of the
data points has been formed. The entire GMTT hierarchical
clustering framework is summarized in Algorithm 6.

Here, we also introduce how to transform the MST into
a dendrogram according to the corresponding topology and
MST in three stages.

Stage 1: Only data points belonging to leaf nodes’ subsets
are considered for merging. Specifically, for a leaf
node v, all the pairs of linked data points in
its subset X, are stacked together according to
the ascending order of their edge lengths. The
stacked pairs form a local merging queue (LMQ)
qn. After the LMQs: {q1, g2, - .., qu,}, are formed
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Fig. 4.

Six LMQs: {q1, 92, .-
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,qe}, are formed according to the corre-

sponding sub-MSTs in Fig. 3. At the beginning, ¢3(1) = p(xg, x9) is the
most similar pair among the candidates C (dashed frame). Therefore, xg and
xg are merged first and p(xg, x9) is removed from g3.

Stage 2:

for all the wu; leaf nodes, a candidate set
C = {qi(1),q2(1),...,q4(1)} containing the
pairs with the shortest edges in each LMQ is
formed. A set of lengths of the edges D =
{di1(1),d>(1),...,dy (1)} of the candidates is also
formed. Then, the most similar pair g,(1) that
should be merged is found by

g = argmin D(i).

1<i<u

Y

After the merging, g,(1) is removed from both
set C and gg. Subsequently, the current most
similar pair in g, is popped up into C. The above-
mentioned operations are iteratively performed
until an all-leaf-parent (ALP) node in T becomes
an all-candidate-parent (ACP) node. For a nonleaf
node, if all its child nodes are leaf nodes, it is
an ALP. When all the data points belonging to the
subsets of ALP’s child nodes are merged together
within their subsets, the ALP becomes an ACP.
Fig. 4 illustrates the merging procedure of Stage 1
using the 20-point data set from Figs. 3, and 5
shows the corresponding dendrogram. After merg-
ing the data points according to Fig. 5, an ALP
02,12 becomes an ACP. Therefore, both the child
nodes of ACP and data points belong to the subsets
of all the other leaf nodes should be considered for
merging in Stage 2.

Because the topology only guarantees the
monotonicity of nodes that are lineal consanguinity
of each other, lengths of edges between ACP’s
leaf nodes are not guaranteed to be larger than
the edges linking unmerged data points belonging
to the subsets of all the leaf nodes. Therefore,
pairs of ACPs’ leaf nodes are viewed as merging
candidates and should be considered together with
the data point candidates for merging. Suppose
that v, is the only ACP at the beginning of
Stage 2, pairs of its leaf nodes should also be
stacked to form an LMQ Qy, for node v;, according
to their edge lengths. Afterward, the closest pair
of nodes Qj(1) is put into the candidate set C.
Because data points belonging to the subsets

Fig. 5.

Fig. 6.

Fig. 7.

Fig. 8.

Stage 3.

E Linkage Between Data Points

No. of merging steps

X Xr X5 Xe X5 Xe X7 Xs Xo Xw Xu Xpp Xis Xus Xis Xis X171 Xis X1 X2

Dendrogram at the end of Stage 1.

Layer 1

Topology at the end of Stage 2.

E Linkage Between Nodes
E Linkage Between Data Points

1 1
o 1
1

No. of merging steps

Xi Xx Xs Xi X5 Xe X7 Xs Xo Xwo Xu Xi2 Xis Xus Xis Xie Xi7 Xis X1 Xoo

Dendrogram at the end of Stage 2.

E Linkage Between Nodes
E Linkage Between Data Points

No. of merging steps

Xi Xx X5 Xi X5 Xe X7 Xs Xo Xwo Xu Xi2 Xis Xus Xis Xie Xi7 Xis X1 Xz

Dendrogram at the end of Stage 3.

of ALP’s child nodes continue to be merged,
more ALPs will become ACPs in Stage 2. Because
ACPs’ child nodes also continue to be merged in
Stage 2, when all the child nodes of an ACP are
merged together, the ACP becomes a leaf node.
In Stage 2, the merging of leaf nodes and data
points is performed repeatedly until all of the
ALPs become ACPs. Fig. 6 demonstrates the
topology at the end of Stage 2. The corresponding
dendrogram is presented in Fig. 7.

After Stage 2, the candidate set C only contains
pairs of nodes in this stage. These nodes are finally
merged according to their edge lengths until all
of the candidates are merged together. The final
dendrogram of the 20-point data example formed
after Stage 3 is shown in Fig. 8.

The transformation algorithm is summarized in Algorithm 7.
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Algorithm 7 MST-Dendrogram Transformation Algorithm

Algorithm 8 IGMTT Hierarchical Clustering Framework

Input: MST M, topology T trained through Algorithm 5
Output: Dendrogram D

1: generate LMQs for the subset of each leaf node;

2: generate merging candidates C;

3: while C is not empty do

4:  if new ACP occurs then

5 generate LMQ for the ACP;

6: move the closest pair from the LMQ to C;

7. end if

8:  merge the most closest pair in C;

9:  remove the merged pair from C;

10:  if the merged pair’s LMQ is not empty then

11: move the present closest pair from the LMQ to C;
12:  end if

13: end while

Traditional linkages, i.e., SL, AL, and CL, can also be
applied to the GMTT framework, and their results can be
transformed into dendrograms easily. Here, we offer guidance
regarding how to apply them to the GMTT framework.

SL: Similar to the proposed DL, SL can also form an
MST for hierarchical clustering tasks. Therefore,
SL can be applied by taking the place of DL in the
GMTT framework. The MST produced by it can be
transformed into a dendrogram using Algorithm 7.
Differing from DL and SL, AL merges data points
according to the average distance between the
present members of clusters and does not produce an
MST. Therefore, we apply it to directly produce the
candidate set C without forming LMQs. Whenever a
pair of objects (data points or nodes) is selected from
C for merging, AL will produce a new candidate
among the objects with the same parent node as the
merged one.

CL: CL can be applied in the same manner as AL.
When applying the three traditional linkages, nodes are viewed
as data objects and processed according to their real values.

AL:

C. Incremental Hierarchical Clustering Based on GMTT

Streaming data processing is a significant challenge for
hierarchical clustering approaches. To make the GMTT frame-
work feasible for the processing of streaming data, we present
its incremental version. We first train a coarse topology
through GMTT using the former part of inputs. Then, for
each new input, the coarse topology is dynamically updated
through the incremental version of GMTT, which is abbre-
viated as IGMTT. Specifically, for a streaming data set X
with n objects, the coarse topology is trained through the
GMTT algorithm using the former r streaming inputs of X
with the upper limitation Uy and branching factor B. Then,
for each new input x;, the closest leaf node v;, of x; is found
by searching 7 from top to bottom according to the lineal
consanguinity relationship. Subset X, of v, incorporates the
new input, and the size s, of X, is updated by s,(lnew) =

s}(l‘ﬂd) + 1. If vj is judged as a coarse node, the updating is

Input: Streaming data set X

Output: MST M

1: train a coarse topology 7' using the former r inputs;
2:fori=r+1tondo

3:  search to find the closest leaf node v, for x;;

4: X = X, Ux; and s;(lnew) = S(OId) + 1;

5. if vy is a full-coarse node then

6: generate B new nodes through Algorithm 4;

7: measure the density for the new child nodes and
8: their corresponding data points;

9: form sub-MSTs for the new child nodes and their
10: corresponding data points;

11:  end if

12: end for

triggered to update 7 by initializing and training B or By
new child nodes for v;,. To make the IGMTT algorithm more
efficient, we choose a reasonable and efficient updating trigger
condition. That is, the updating is only triggered when a full
coarse node occurs. Otherwise, the algorithm will directly
process the next input.

In our IGMTT framework, the MST connecting all the data
points and nodes should also be updated dynamically accord-
ing to each input. Specifically, for a new input x;, the density
values of existing data points and nodes are updated using the
same trigger condition of the IGMTT algorithm for topology
training. That is, if the subset X of node v, is judged as a
full coarse node after accepting x;, B new child nodes are
initialized and trained for v,. The density values of the data
points belonging to the subsets of the new child nodes and
the child nodes themselves are calculated using (6) and (9).
Then, sub-MSTs of each of the new child nodes’ subsets and
the new child nodes themselves are formed according to DL.
The result of the IGMTT framework can also be transformed
into a dendrogram according to Algorithm 7. To better explain
the details of our IGMTT framework, we summarize it
in Algorithm 8.

D. Discussion and Complexity Analysis

In this section, we further discuss and analyze the capabil-
ities and potential limitations of the proposed GMTT frame-
work in terms of distribution type and dimensionality of data
sets. For the IGMTT framework, the relationship between
clustering quality and the number of data points for training
the coarse topology is also discussed.

1) Distribution Type: The proposed GMTT-DL approach
is robust to different data distribution types, especially
the overlapping type since the GMTT algorithm extracts
the structural distribution of data and the DL linkage
considers both the global and local distributions of data.
For some special distribution types, i.e., chain-shaped,
spherical-shaped, and ring-shaped distributions, its per-
formance will not be very competitive compared to some
traditional approaches that have an obvious bias for these
distributions. However, these special distribution types
will not occur individually in most of the real data sets.
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By contrast, overlapping is very common in real data
sets.

2) Dimensionality: The GMTT algorithm extracts the data
distribution structure by gradually creating necessary
nodes. New nodes gradually split the data space to detect
and represent the data distribution. Due to the curse of
dimensionality, the distribution of data points will be
sparser for high-dimensional data. As a result, nodes
trained through GMTT will be less representative, and
the structural distribution information offered by the
topology may have less contribution or even negative
contribution to improve the clustering quality. However,
the curse of dimensionality will also influence the other
hierarchical clustering approaches since Euclidean dis-
tance is commonly utilized by the existing approaches.

3) Coarse Topology: The IGMTT algorithm trains a coarse
topology using the former part of streaming data.
Because it extracts the structural distribution of data and
allows fine training for the coarse topology according
to the following inputs, the size of the former part
of streaming inputs for coarse topology training will
not influence the clustering quality significantly if the
distribution of streaming data does not change with
time. The case in which the data distribution changes
over time is another challenging problem for hierarchical
clustering, which is not considered in this paper.

The above-mentioned discussion is further justified by the
experimental results in Section IV.

We also prove that the time complexity of the GMTT and
IGMTT frameworks can be optimized to O(nl's), which is
lower than O(n?) of traditional approaches.

Theorem 1: The GMTT framework has time complexity
O(n'?) if the upper limitation Uy is set at \/n.

Proof: When the topology T trained through GMTT is
a total imbalanced tree, we will have the worst case time
complexity. In this case, the number of nonleaf nodes is
up = (n—UL/(B —1)UL). From the top to the bottom of 7,
the numbers of data points for training the nonleaf nodes can
be viewed as an arithmetic sequence {n,n — (B — 1)U, n —
2(B— 1)U, ...,n— (uy — 1)(B — 1)Ur}. Therefore, total
number of data points for training all the nonleaf nodes is
sn = nuy — (B — 1)UL, + un)/2). For each of the data
points, B nodes should be considered to find the winner node
using (4). For each nonleaf node, the training will be repeated
I times for convergence. Therefore, the time complexity for
the topology training (Algorithm 6, line 1) is O (s, BI).

According to (6)—(8), Uy — 1 data points and u; — 1 leaf
nodes should be considered to measure the density for a
data point, where u; = (n/Ur) stands for the number of
leaf nodes in T. For n data points, the time complexity is
O(nUr + nuj). According to (9), at most u; — 1 leaf nodes
should be considered to measure the density for a node. For
u,; nonleaf nodes and u; leaf nodes, the time complexity is
O (u;(up;+uy)). Therefore, the time complexity for measuring
the density for all the data points and nodes (Algorithm 6,
line 2) is O(nUy + nu; + ujuy + ulz).

For each nonleaf node, a sub-MST should be constructed
for its B child nodes. For u,; nonleaf nodes in total, the time

complexity is O(uy B?). For each of the leaf nodes, a sub-
MST should be constructed for its corresponding Uy data
points. For u; leaf nodes in total, the time complexity
is O(ule). Therefore, the time complexity for constructing
the MST (Algorithm 6, line 3) is O (un B> + u,;U3).

The overall time complexity of the proposed GMTT frame-
work is O (s, BI +nUy, + nu; + ujuy,; + ulz +u, B+ u;UI%).
Here, I is a very small constant ranging from 2 to 10 according
to the experiment. B is always set to a small positive integer,
e.g., 2-4 in the experiments. When Uy, is set at /n, the overall
time complexity can be optimized to O(n'”). 0

With the same parameter setting, the complexity of
applying SL, AL, and CL to the GMTT framework is
also O (n'?).

Theorem 2: The IGMTT framework has time complexity
O (n'?) if the upper limitation Uy is set at /7.

Proof: According to the proof of Theorem 1, the time
complexity of the coarse topology training (Algorithm 8§,
line 1) is O(r'd), where r is the size of training set
and r < n.

For n inputs, the time complexity for searching the closest
leaf node (Algorithm 8, line 3) according to u;,; nonleaf nodes
is O(Bupn).

According to Definition 1, lines 6—10 of Algorithm 8 will
be performed once for every Uz (B — 1) new inputs. In other
words, they will be triggered n/Ur (B — 1) times in total.

For each trigger, B new nodes should be trained by
U (B —1) data points and the training will be repeated I times
for convergence (Algorithm 8, line 6). Therefore, the time
complexity for n/Ur (B — 1) triggers is O (nl).

For each trigger, Uy — 1 data points and u; — 1 leaf nodes
should be considered to measure the density for each of
the Up(B — 1) data points; u; — 1 leaf nodes should be
considered to measure the density for each of the B new
nodes (Algorithm 8, line 7). Therefore, the time complexity
for n/Up(B — 1) triggers is O((Up + u;)n + (un/Uy)).

For each trigger, a sub-MST for the corresponding Uy,
data points of each of the new nodes should be formed.
Therefore, the time complexity for B new nodes should
be O(B Uz); A sub-MST should also be formed for the B new
nodes, which has time complexity O(B?). For n/Ur(B — 1)
triggers, the time complexity for the MST construction part
(Algorithm 8, line 9) is O(Urn + (Bn/UL)).

The overall time complexity of the IGMTT framework is
O + Buyn + nl + (UL + up)n + (un/Ur) + Urn +
(Bn/Ur)). Similar to the GMTT framework, the time com-
plexity can be optimized to O(n') with Uy = /n. O

The time complexity of the proposed MST-dendrogram
transformation algorithm is analyzed as follows. For a leaf
node, the time complexity for forming LMQ for the corre-
sponding Uy, data points is O(Uz). For u; leaf nodes, the time
complexity is O(Uzul). In each merging step, the distance
between the first pairs in #; LMQs should be compared to
find the smallest one. For n — 1 merges, the time com-
plexity is O(u;n). Therefore, the overall time complexity of
the transformation algorithm is O(Uzuz + uin). When we
set Uy at 4/n, the time complexity can also be optimized
to O(n'?).
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Fig. 9. Three synthetic data sets.
TABLE I
STATISTICS OF THE 10 DATA SETS

Data #Ins. #Att. #Class|| Data #Ins. #Att. #Class
Seed 210 7 3 Mice 1080 77 8
Magic 19020 10 2 Urban 168 147 9
Occupy | 20560 5 2 Syn A | 1000 2 2
Frogs 7195 22 4 Syn B 1000 2 4
Protein 567 77 8 Syn C 903 2 3

IV. EXPERIMENTS

Experiments were conducted in three parts: 1) study of
the parameters; 2) performance evaluation of the GMTT
framework; and 3) performance evaluation of the IGMTT
framework. All of the experiments were performed on both
benchmark and synthetic data sets with different sizes, dimen-
sions, and distribution types. All of the real data sets were
collected from the UCI Machine Learning Repository! [13],
and the synthetic data sets, Syn A—Syn C, are shown in Fig. 9.
Statistics of the data sets is given in Table 1. All of the feature
values of the 10 data sets are normalized to the interval [0, 1]
using the min-max normalization scheme for the experiments.

A. Evaluation Measures

The quality of the hierarchy produced by the proposed
GMTT framework has been measured by two indices: hier-
archy accuracy (H-Acc) [34] and the Fowlkes Mallows index
(FM-index) [12].

The H-Acc is calculated by

2 cec lele) Neh)|

n

Accy = (12)

where n is the number of data points in the data set X and
¢; stands for the ith class of the class set C. ¢(¢;) and ¢(h;)
denote the set of data points within class ¢; in X and the set of
data points under sub-hierarchy #;, respectively. h; stands for
the subhierarchy in the hierarchy H, under which the points
correspond to the points in the data set X with the class c;.
h; can be defined as

le(ci) Ne(h))ll
le(ci) Ueh))ll
To measure the FM-index, the constructed hierarchy struc-

ture should be cut horizontally to produce the same number
of clusters as the number of classes of the original data.

hi = argmax, .y (13)

Uhttp://archive.ics.uci.edu/ml/

Suppose that R; is the classification result produced by the
benchmark data set, and R; is the clustering result produced
by horizontally cutting the hierarchy, the FM-index can be
computed by

TP TP
FM = \/ .
TP +FP TP+ EN

where TP is the total number of true positives, FP is the total
number of false positives, and FN stands for a false negative.
If two clustering results R; and R, match completely, the
FM-index will take the maximum value 1, and vice versa.

To determine whether the performances of the proposed
approaches are significantly better than those of their coun-
terparts, we also use the Wilcoxon signed-rank test [35] to
indicate the significance of improvements. In the experiments,
we use “—” and “+4” to express the acceptance and rejection of
the null hypothesis, respectively. The acceptance and rejection
of the null hypothesis indicate that the performance of our
method is not significantly better and significantly better than
that of the counterparts, respectively. For all the comparisons
in the experiments, we use the commonly used significance
level of o = 0.05.

The experiments were conducted on a desktop computer
with an Intel(R) Xeon(R) CPU with the main frequency
of 3.30 GHz and 8 GB of DDR2-667 RAM.

(14)

B. Study of the GMTT Parameters

In the proposed GMTT framework, there are three para-
meters, i.e., the branching factor B, upper limitation Uy, and
learning rate #. Each of them may influence the clustering
performance in different ways. Here, we discuss them indi-
vidually and also investigate the combination of any two of
them by fixing the remaining one.

1) Branching Factor B: A too-large value of B may cause

a flat topology, which makes the topology unable to
distinguish between high-density and low-density dis-
tributions of data. Moreover, a too-flat topology cannot
offer rich structural information for hierarchical cluster-
ing. Therefore, a too-large value of B may influence
the quality of the hierarchy. By contrast, a too-small B
may make the topology too deep. Too many layers will
lead to a high computational cost for topology training.
In addition, a too-small B will split data points into large
subsets in the topology, which may incorrectly split real
clusters and yield poor clustering accuracy. Therefore,
a too-small B may influence the run time and quality of
the GMTT framework.

2) Upper Limitation Up: A too-large U; may make the
subsets too large to distinguish different clusters. How-
ever, it will accelerate the run time of GMTT framework.
A too-small Uy, may lead to large amounts of computa-
tion because it yields a deep topology.

3) Learning Rate n: Both a too-large and a too-small 7
will lead to a high computation cost and will influence
the clustering quality. When # is too large, the training
is very unstable after each adjustment and hard to
converge. When 7 is set too small, training needs many
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To experimentally investigate the impact of any pair of

the parameters, the proposed GMT
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ing to the analysis in Section III-D, Uy was set at
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10 times for different value combinations of each pair of
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>

relationships between parameters. The experimental results of

s

n are presented in Figs. 10-12, respec-

tively. It can be observed that our discussion regarding the

B-Ur, B-y, and U—

clusters. For each pair of parameters, the remaining one is

fixed. As a rule of thumb, the value of 5 was set at 0.1
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TABLE II
H-Acc OF 8 COUNTERPARTS ON 10 DATA SETS

Approach Seed Magic  Occupy  Frogs  Protein Mice Uban Syn A SynB SynC
GMTT-SL (+) | 0.8581 0.9848 0.8971 0.8071 0.4977 0.5051 0.7512 0.9915 0.9644 0.7443
T-SL 0.6810 09788  0.8001 0.6505  0.5062 0.4194 0.5595 0.9690 0.9130 1.0000
GMTT-AL (-) | 0.8471 0.9626 0.8892 0.7781 0.4684 0.5305 0.7464 0.9905 0.9682 0.7318
T-AL 0.8667 0.9927 0.8402 0.7001 0.4868 0.4250 0.7262 0.9930 0.9820 0.8295
GMTT-CL (+) | 0.8767 0.8478 0.8636  0.7685 0.4940 0.5069 0.7304 0.9924 0.9688 0.7441
T-CL 0.8429 09902 0.8178 0.7122 0.3951 04398 0.5536 0.8970 0.9660  0.7287

TABLE III

FM-INDEX OF 8 COUNTERPARTS ON 10 DATA SETS

Approach Seed Magic  Occupy Frogs Protein Mice Urban Syn A SynB Syn C
GMTT-SL (+) | 0.8543 0.6753 0.7130 0.6397 0.3507 0.3270 0.5583 0.9915 0.9425 0.5513
T-SL 0.3476  0.6487 0.7106 0.6146  0.1746  0.1981 0.2024 0.5010 0.7700  1.0000
GMTT-AL (+) | 0.8638 0.7033  0.7583 0.6082 0.3711 0.3255 0.5662 0.9905 09717 0.5381
T-AL 0.8952 0.6492 0.7299  0.6140 0.1728 0.1722 0.5298 0.5010 0.9820 0.4961
GMTT-CL (+) | 0.8833 0.6555 0.7885 0.6429 0.3546 0.3322 0.5824 0.9924 0.8942 0.5497
T-CL 0.8429 0.5294  0.7385  0.7400 0.1693 0.3370 0.5417 0.8970 0.8090 0.4651

three parameters is confirmed. Moreover, the clustering quality
in terms of the H-Acc and FM-index of the GMTT framework
is very robust to different parameter value combinations except
for some extreme values, e.g., B =2, Uy, =2, y = 1, and
n = 0.001. From the run time results, it can be observed
that the run time is the lowest when the value of Up is
approximately /7, which also confirms the time complexity
analysis in Section III-D. According to the experimental results
and the above-mentioned discussion, we set B = 4, n = 0.1,
and Uy = ./n for all of the data sets in the following
experiments.

C. Performance Evaluation of the GMTT Framework

To investigate the effectiveness of the GMTT framework,
we have compared its performance with that of the traditional

hierarchical clustering framework combined with traditional
linkage strategies, i.e., SL, AL, and CL. For each data set,
the H-Acc and FM-index were calculated to measure the
performance of all the counterparts. Because there are ran-
domization procedures in the GMTT framework, we perform
it 10 times and take the average performance as the final
result. The experimental results are given in Tables II and III.
For each data set, the best result is highlighted via boldface.
“4+” and “— beside the GMTT frameworks stand for the
Wilcoxon test results. It can be observed that the GMTT
framework obviously boosts the performance of SL, AL, and
CL on most of the 10 data sets. T-SL outperforms its GMTT
version on the Syn C data set because the data distribution
type of Syn C is chain shaped, which is preferred by SL.
The performance of T-AL is also obviously better than that
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TABLE IV

H-Acc PERFORMANCE COMPARED WITH STATE-OF-THE-ART COUNTERPARTS ON

10 DATA SETS

Approach | Seed Magic Occupy Frogs Protein Mice Urban Syn A Syn B Syn C
GMTT-DL | 0.8861+0.02 0.993+£0.01 0.886+0.05 0.788+0.05 0.5004+0.04 0.555+0.05 0.7334+0.05 0.995+0.00 0.9724+0.01 0.781+0.06
GMTT-SL | 0.858+0.06 0.985+0.04 0.897+0.04 0.807£0.02 0.498+0.05 0.505£0.04 0.751+0.05 0.992+0.01 0.9644+0.01 0.744+0.07
GMTT-AL | 0.847+0.06 0.963+0.08 0.889+0.05 0.7884+0.04 0.4684+0.04 0.5304+0.07 0.7464+0.05 0.991£0.01 0.968+0.01 0.732£0.05
GMTT-CL | 0.87740.04 0.848+0.13 0.864+0.04 0.769£0.06 0.494£0.03 0.507£0.10 0.730£0.04 0.992+0.01 0.969+0.01 0.744+0.08
P-EL 0.876 0.987 0.810 0.739 0.404 0.604 0.637 0.995 0.898 0.698
RP-SL 0.681 0.979 0.800 0.650 0.506 0.419 0.560 0.969 0.913 1.000
RP-AL 0.867 0.993 0.840 0.700 0.487 0.425 0.726 0.993 0.982 0.829
TABLE V
FM-INDEX PERFORMANCE COMPARED WITH STATE-OF-THE-ART COUNTERPARTS ON 10 DATA SETS
Approach Seed Magic Occupy Frogs Protein Mice Urban Syn A Syn B Syn C
GMTT-DL | 0.88640.02 0.732+0.01 0.74040.16 0.635+£0.06 0.3414+0.02 0.333+0.02 0.5804+0.04 0.995+0.00 0.974+0.01 0.571+0.06
GMTT-SL | 0.854+0.07 0.675£0.08 0.713+0.16 0.640£0.09 0.3514+0.03 0.327£0.02 0.5584+0.03 0.992+0.01 0.943+0.09 0.551+£0.07
GMTT-AL | 0.864+0.03 0.703+0.06 0.7584+0.12 0.6084+0.09 0.3714+0.03 0.3254+0.03 0.5664+0.04 0.991+0.01 0.972+£0.01 0.538=+0.07
GMTT-CL | 0.88340.03 0.65540.12 0.789+0.13 0.643+0.09 0.355+0.02 0.332+0.02 0.582+0.06 0.992+0.01 0.894+0.16 0.550+0.08
P-EL 0.890 0.728 0.703 0.615 0.160 0.197 0.202 0.995 0.843 0.401
RP-SL 0.348 0.649 0.711 0.615 0.175 0.198 0.202 0.501 0.770 1.000
RP-AL 0.895 0.649 0.730 0.614 0.173 0.172 0.530 0.501 0.982 0.496
TABLE VI

of its GMTT version on the Syn B data set because the
data distribution type of Syn B is spherical shaped, which is
preferred by AL. We can also observe from the experimental
results that the performances of different linkages with the
GMTT framework are close to each other with competitive
performance on most of the data sets. This indicates that the
GMTT framework dominates the clustering performance and
that different linkage strategies will not obviously influence
the performance. In general, the GMTT framework is robust
to different linkage strategies and outperforms the traditional
one in terms of hierarchy quality.

To verify the effectiveness of the proposed GMTT-DL
approach, we have compared its performance with that of
all the other linkage strategies with the GMTT frame-
work, i.e., GMTT-SL, GMTT-AL, and GMTT-CL. Moreover,
the state-of-the-art hierarchical clustering approaches, i.e., the
potential-based framework with edge-weighted tree linkage
(P-EL) [23] and the RP-based framework with SL (RP-SL)
and AL (RP-AL), have also been compared. To make the
comparison fair, we use the autoparameter-selection version
of the RP-based approaches. The hierarchy quality of all
the counterparts in terms of the FM-index and H-Acc are
compared in Tables IV and V, respectively. Because there are
randomization procedures in the GMTT framework, the stan-
dard deviations of all the linkages with the GMTT framework
are also presented. The best and the second best results are
highlighted by boldface and underlining, respectively. It can
be observed from the experimental results that GMTT-DL
outperforms the other counterparts on most of the data sets.
Although its performance is not always the best one for all of
the data sets, its performance is still competitive. Moreover,
almost all of the winners on each data set are GMTT-based
approaches, which indicate the effectiveness of the GMTT
framework. It can also be observed from the results that
GMTT-DL can effectively cope with the overlapping problem
since most of the real data sets and the Syn A and Syn B

WILCOXON SIGNED-RANK TEST BETWEEN GMTT-BASED
APPROACHES AND THE OTHER THREE COUNTERPARTS

H-Acc FM-index
Approach | P-EL  RP-SL RP-AL | P-EL RP-SL RP-AL
GMTT-DL + + + + + +
GMTT-SL + + + + + +
GMTT-AL + + - + + +
GMTT-CL - + - + + +
TABLE VII

WILCOXON SIGNED-RANK TEST BETWEEN GMTT-DL AND THE
OTHER GMTT-BASED APPROACHES IN TERMS OF H-AccC

Approach GMTT-SL GMTT-AL GMTT-CL
GMTT-DL + + +

TABLE VIII

WILCOXON SIGNED-RANK TEST BETWEEN GMTT-DL AND THE
OTHER GMTT-BASED APPROACHES IN TERMS OF FM-INDEX

Approach GMTT-SL GMTT-AL GMTT-CL
GMTT-DL + + +

data sets have overlapped clusters. This is because the topology
trained through GMTT extracted the structural distribution
information of data sets and the DL considers the global
and local distribution information together. In addition,
the standard deviations indicate that all of the GMTT-based
approaches have stable performance on different data sets.
In Table VI, the experimental results of the GMTT-based
approaches and the other three state-of-the-art counterparts,
i.e., P-EL, RP-SL, and RP-AL, given in Tables IV and V are
compared by the Wilcoxon test. From the test results, we can
see that GMTT-DL and GMTT-SL are significantly better than
all of the other counterparts in terms of H-Acc and FM-index.
We also test the significance between GMTT-DL and all of
the other GMTT-based approaches in Tables VII and VIII.
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TABLE IX
H-AcC PERFORMANCE OF IGMTT-DL AND ITHC ON 10 DATA SETS
Approach Seed Magic Occupy Frogs Protein Mice Urban Syn A Syn B Syn C
GMTT-DL (+) | 0.870+0.05 0.981+0.03 0.868+0.05 0.769+0.06 0.466+0.05 0.521+0.05 0.751+£0.03 0.992+0.01 0.966-£0.01 0.778-+0.04
IHC 0.7744+0.11 0.9554+0.05 0.862+0.10 0.763+0.10 0.511+0.16 0.4184+0.09 0.5924+0.10 0.905+0.11 0.926+0.02 0.805+0.13
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Fig. 13.  Run time on the Magic, Occupy, and synthetic data sets. For the
Magic and Occupy data sets, the bars from left to right stands for GMTT-DL,
P-EL, RP-SL, RP-AL, T-SL, T-AL, and T-CL, respectively.

The results indicate that GMTT-DL significantly outperforms
GMTT-SL, GMTT-AL, and GMTT-CL.

To verify the efficiency of GMTT-DL, the run times of all
of the counterparts on the two large-scale data sets, Magic and
Occupy, are compared in Fig. 13. The run times on each data
set are recorded and visualized by histograms for comparison.
To better observe the changing orientation of the run time
for all of the approaches, we also run all of the counterparts
on a synthetic data set with its size increased from 1000 to
200000 by a step size of 20000. From Fig. 13, we can observe
from the run time of the Magic and Occupy data sets that the
proposed approach takes much less time in comparison with
all of the other counterparts. According to the run time of
the synthetic data set with changing size, we can find that
the run times of T-SL, T-AL, and T-CL increase dramatically
with the size of the data set. Compared with them, the run
times of the four fast hierarchical clustering approaches,
i.e., GMTT-DL, P-EL, RP-SL, and RP-AL, increase obvi-
ously slower. Although the run time of GMTT-DL remains
the smallest on the synthetic data set with sizes from
1000 to 200000, RP-SL and RP-AL have lower growth rates
than GMTT because their time complexity is lower. If the
size of the synthetic data set continues increasing, the run
times of the RP-based approaches will be smaller than that
of the proposed GMTT-DL. However, the hierarchy quality
of RP-SL and RP-AL is limited by T-SL and T-AL as
discussed in Section I. Therefore, the performance of
GMTT-DL is still competitive. Generally speaking, GMTT-DL
is very competitive compared to the state-of-the-art counter-
parts when both the hierarchy quality and processing speed
are considered in practical applications.

D. Performance Evaluation of IGMTT Framework

Furthermore, to verify the effectiveness and efficiency of
the IGMTT framework, we compared it with another popular
IHC method. The two online approaches were also performed
on all 10 data sets. Because IHC does not form a binary hier-
archy, its FM-index performance cannot be measured. There-
fore, the two online approaches are only compared in terms
of H-Acc. It can be observed from the experimental results
shown in Table IX that IGMTT-DL evidently outperforms

Fig. 14. Run time on the Magic, Occupy and synthetic data sets. For the
Magic and Occupy data sets, the left and right bars stand for IGMTT-DL and
IHC, respectively.

ITHC on most of the data sets. Because IHC is an approximation
of T-SL, it has higher accuracy on the Syn C data set,
which is composed of chain-shaped clusters. As discussed in
Section III-D, high-dimensional data will influence the perfor-
mance of the GMTT framework. Therefore, the performance
of IGMTT-DL is not better than that of IHC on the Protein
data set, which has 77 attributes. According to the standard
deviation recorded in Table IX, the performance of IGMTT-DL
is obviously more stable than that of IHC on all of the data sets
since the clustering procedure of IGMTT-DL is supervised by
the topology, which reasonably represents the structural distri-
bution of data sets. For IGMTT-DL and IHC, the significance
level of the difference between their performances in terms of
H-Acc is also tested through the Wilcoxon signed-rank test.
“+4” besides IGMTT-DL indicates that the H-Acc performance
of IGMTT-DL is significantly better than that of IHC.

To verify the efficiency of IGMTT-DL, its run time is
also compared with that of IHC. The experimental settings
are the same as for the efficiency verification experiment of
GMTT-DL in Section I'V-C. From Fig. 14, we can see that both
the run time and growth rate of IGMTT-DL are remarkably
lower than those of THC.

In general, IGMTT-DL can incorporate new streaming
inputs effectively and efficiently in hierarchical clustering
tasks.

V. CONCLUSION

This paper has presented a topology training algorithm,
GMTT, which can train a multilayer topological structure
for a data set to fit its density distribution. Based on the
GMTT algorithm, a hierarchical clustering framework has
been designed, featuring lower time complexity and higher
clustering quality compared to the existing approaches.
The proposed framework can remarkably boost the perfor-
mance of the existing traditional linkage strategies and has
competitive performance when combined with the proposed
DL linkage. We have analyzed that the GMTT framework
improves the time complexity of hierarchical clustering
to O(n') without sacrificing the hierarchy quality. Although
three parameters should be set, its performance is robust to the
parameter settings, which makes it easily utilized in different
application domains. Furthermore, its incremental version,
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IGMTT, has also been proposed to expand its application
domain. The IGMTT-based framework has the same time com-
plexity as the GMTT framework but can dynamically update
the topology and successively incorporate new inputs to update
the corresponding hierarchy structure. Experiments have
shown the promising results of the GMTT-DL and IGMTT-DL
approaches in comparison with the existing counterparts.
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