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a b s t r a c t

Many methods have been proposed for Arabic font recognition, but none of them has considered the
specialty of the Arabic writing system. Most of these methods are either general pattern recognition
approaches or application of other methods which have been developed for languages other than Arabic.
Therefore, this paper is the first attempt to present an alternative method for Arabic font recognition
based on diacritics. It presents the diacritics as the thumb of Arabic fonts which can be used individually
to identify and recognize the font type. Diacritics are the marks and strokes which have been added to
the original Arabic alphabet. Though they are the smallest regions in the Arabic script, with today
technology it is very easy to get a high resolution image with a very low cost. In this kind of images, the
diacritics can reveal very useful information about the font type. In this study, two algorithms for
diacritics segmentation have been developed, namely flood-fill based and clustering based algorithm.
The experiments conducted proved that our approach can achieve an average recognition rate of 98.73%
on a typical database that contains 10 of the most popular Arabic fonts. Compared with existing methods,
our approach has the minimum computation cost and it can be integrated with OCR systems very easily.
Moreover, it could recognize the font type regardless of the amount of the input data since five diacritics,
which in most cases can be found in only one word, are enough for font recognition.

& 2013 Elsevier Ltd. All rights reserved.
1. Introduction

Font recognition is a fundamental issue in the identification
and analysis of documents. In the past this task was considered
highly demanding on computer hardware. The OCR techniques are
making great successes in commercial software, but the possibility
of increasing the efficiency of the OCR system can be guaranteed
by taking font type into account. Automatic document processing
(ADP) techniques tackle font recognition on the basis of two main
aspects. First, it generalizes the font type for all characters in the
document. The use of this approach only enables us to reduce
the number of alternative forms of each class of a font family.
This clearly leads to the recognition of only one kind of font. The
second aspect that should be considered in ADP techniques is the
identification of the font types used within the document, which is
usually neglected in spite of its importance [1].

Different Optical Font Recognition (OFR) methods have been
successfully applied in many languages except Arabic, because
these methods always fail to accord with the characteristics of the
ll rights reserved.
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Arabic writing system. Arabic is an alphabetic language written in
a cursive way and this is not only in handwriting but also in
machine typing characters. It is something between Latin and
Chinese. In Latin, each word consists of letters separated from each
other and in Chinese each character consists of strokes connected
with each other to build one block representing a word. In Arabic,
however, the word consists of one or more subwords and each
subword may have one or more letters connected with each other,
which makes working with an Arabic text a very challenging task.
This explains why these approaches are successful with most
languages but not with Arabic.

The most common approaches toward font recognition are font
recognition based on typographical features [2–4] and font recog-
nition using textural features [5–8]. It has been reported that the
second approach is more efficient than the former one [9].
However, solving the problem of font recognition is still just a
small task in OCR or ADP system. Most of the existing OFR
methods are full pattern recognition systems; they have their
own processing blocks starting from reading the image to the final
step which is the recognition of the font class. When one of these
types of OFR systems is added to OCR or ADP system, it increases
the computational cost and mainly reduces the performance of the
system especially when it is used in real time applications, for
example, using OCR system to read the road signs in an autono-
mous car. Therefore, the speed and the possibility of integrating
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1 This work is an extension to our conference paper [19].
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the OFR with other systems through sharing most of the proces-
sing blocks is a critical need. Another drawback in the currently
proposed methods is that when identifying the font type, the
features depend on the whole given text image and it is always
preceded by a preprocessing step. This fact makes the font
recognition even more costly. The study reported in this paper
addresses the problems discussed above and proposes instead an
Arabic font recognition system which can easily be integrated with
OCR system by sharing all its preprocessing blocks. At the same
time, the features are extracted only from the diacritics which are
very easy to be segmented.

Over the last two decades, a few approaches were proposed for
Arabic font recognition. It can be classified into two main cate-
gorizes: segmentation-free and segmentation-based approaches.
Segmentation-free approaches intend to recognize the font by
extracting the texture features globally from a predefine text
entity, it could be a whole image, a text block or a text line. Also,
the texture features extraction algorithm is always a very well
known algorithm. Systems based on this approach differ only on
the type of the text entity and the algorithm used for extracting
the texture features.

In [10,11], Silmane et al. used Gaussian mixture model to
estimate the font category likelihoods in a word images. It was
the first attempt to evaluate Arabic OFR on a publicly available
database(APTI), but due to the database limitation, this approach
can be used only with already segmented word images. Imani
et al. [12] proposed the use of wavelet to extract features from a
128 � 128 text block. In this approach, most of the training dataset
was labeled using a learning algorithm which may produce wrong
labeled data. As a result, this will reduce the final recognition rate.
In [13], Bataineh et al. used Gray-Level Co-occurrence Matrix
(GLCM) features extracted from the edges of a 512 � 512 text
block. The text block was created by removing the spaces between
words and lines, but multi-size words are not normalized which
will produce different edge features for the same word written by
the same font. Pourasad et al. [14] proposed the use of holes of
letters and text line horizontal projection profile for Farsi font
recognition. This approach will fail with fonts contain no holes and
also will fail with the skewness text. Khosravi and Kabir [15]
proposed the use of Sobel and Roberts gradients in 16 directions to
extract the texture features form a 128 � 128 text block for Farsi
font. This approach is flexible regarding the size of the input text
block, but this is also a problem because the text block is processed
without normalization and the measurements depend on pixels
which make this approach fail with high resolution or fewer word
input text. In [16], Ben Moussa et al. demonstrated how we can use
a combination of BCD (box counting dimension) and DCD (dilation
counting dimension) techniques to obtain features from text
paragraphs, accuracy rate of about 98% has obtained. Abuhaiba [17]
proposed the use of horizontal and vertical projection profiles, Walsh
coefficients, invariant moments, geometrical features for Arabic OFR
using word level images. The features in this approach are extracted
from common words, and the author assumes that at least the whole
paragraph is written using the same font. The problem with this
approach is that the segmentation algorithm of the common words
during the test process may filter out all the input text. Zramdini and
Ingold [3] proposed the use of scale invariant feature transform (SIFT)
with 128 � 128 text block. The authors claim to reach a recognition
rate of 100% , but the computational cost is very high especially when
using big database.

For segmentation-based approach, only one method was pro-
posed by Abuhaiba [18]. This approach segments each word into
symbols then creates a template for each symbol. The problem
with this approach is that it is based on segmenting the individual
characters in each word which is the most complicated problem in
Arabic text. The method proposed in this work which uses the
word height for symbol segmentation is not valid with the
majority of Arabic fonts and it works only under ideal conditions.

In addition, all techniques used in these approaches are general
techniques which can be applied to any texture analysis or
recognition problem. It does not have any specific treatment for
Arabic text where a simple modification or direct application of
these techniques may not solve the problem of Arabic font
recognition. And the absence of commercial products for Arabic
OFR is an evidence.

Although the texture features approaches are robust to noisy
and low resolution text images, it is reliable only with uniform and
homogeneous text block where all words have the same font which
is not always the case. So, to take the advantages of texture features
robustness and to overcome the complexity of Arabic character
segmentation, we propose a novel method1 for Arabic font recogni-
tion using diacritics-based rotation invariant features with a low
computational cost. Diacritics are not connected to each other nor
to the text body which makes the diacritics very easy to be
segmented. Two efficient algorithms have been developed for
diacritics segmentation which are the main contribution in our
method. Besides font recognition, we also address the computation
simplification and font recognition of irregular text like skewness
text lines, multi-font formats, and multi-language text image.

Diacritics are the most common shapes that appear in any Arabic
text. Unlike the normal characters' shapes, where some of them may
not be found at all; it is very easy to find hundreds of diacritics in
only one page of a text. The dots diacritics, for instant, are shared by
many characters and the same vowel diacritic can be attached to
almost all characters. Therefore, the fact that our recognition system
is based mainly on diacritics allows us to ensure getting sufficient
information from any input image even if it contains only few words.
Thus, our focus on diacritics does not mean that normal characters
are useless; it is similar to identifying a person using only his
fingerprint. If we consider the retina, face, voice, DNA and many
other biometrics, we will have more discriminatory information; but
as long as the fingerprint gets the task done, there is no need to
include other factors. The same thing is applied to diacritics.

The rest of this paper is organized as follows. In Section 2, we
introduce Arabic diacritics in detail. In Section 3, we introduce our
proposed method. In Section 4, the experimental results are given.
Finally, Section 5 concludes the paper and gives some perspectives
of future work.
2. Arabic diacritics

Arabic is a widely used alphabetic writing system in the world
[20], and it has 28 basic letters. The alphabet was first used to write
texts in Arabic, most notably the Qur'an, the holy book of Islam as
shown in Fig. 1. With the spread of Islam, it came to be used to write
many languages like, at various times, Urdu, Pashto, Uyghur (in
China), Ottoman Turkish and Spanish (in Western Europe) [21]. To
accommodate the needs of these languages, new letters and
symbols were added to the original alphabet. This process is known
as the Ajami transcription system, which is different from the
original Arabic alphabet. Then many modifications and improve-
ments have been made to the Arabic writing script, which results in
additional letters and strokes. The new strokes are called diacritics,
and the purpose of adding these diacritics was to
1.
 Distinguish between letters of the same or similar shape.

2.
 Indicate sounds (vowels and tones) that are not conveyed

by the basic alphabet.



Fig. 1. Seventh-century kufic script (a), with its equivalent today script (b), diacritics are the only difference between them.

Table 1
Arabic alphabetic examples, four shapes for each letter, beginning, middle, end and
in isolation. The associated numbers are the order of the letters in the
alphabetic list.

No. Beginning Middle End Isolated

1
2

3
8

12
17
18
27
28

subword 1subword 2subword 3
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3.
 Indicate the absence of a vowel.

4.
Fig. 2. Arabic writing style four steps: (a) step 1: defining the letters composing the
word, (b) step 2: selecting the equivalent letter's shape with respect to its position,
(c) step 3: connecting letters, (d) step 4: adding the diacritics, (e) final word. Our
approach is to reverse the 4th step and separate the diacritics then use it for font
recognition.

Table 2
Arabic diacritics.

No Diacritic name Shape

1 Fatha and Kasra
2 Tanwin (Fathateen and Kasrateen)
3 Damma
4 Hamza
5 Madda
6 Shadda
7 Tanwin (Dammateen)
8 Sukun

9 One dot
10 Two dots
11 Three dots

Fig. 3. The Diacritic “Hamza” written in 10 different fonts.
Clarify the difference in the meaning between words consisting
of the same letters.

Nowadays, the diacritics are not something additional or optional
to the language; rather they are a crucial part of it. In order to master
the writing style of the Arabic alphabet, the writer needs to master
the writing and the correct placing of the diacritics. The text written
in modern Arabic may contain all diacritics called the fully diacritic
form or contain only the necessary diacritics called the basic diacritic
form. Therefore, modern Arabic writing system is composed of two
main parts: letters and diacritics.

Unlike cursive writing which the Latin alphabet is based on,
the standard Arabic style possesses substantially different
shapes depending on whether a letter is connected with a
preceding and/or a succeeding letter, hence each letter has
either two or four shapes [22]. As shown in Table 1, the shapes
correspond to the four positions: beginning of a subword,
middle of a subword, end of a subword, and in isolation [23].
The writing style can be summarized into four steps: (1) defining
the word letters, (2) selecting the appropriate letter shape with
respect to its position, (3) connecting each letter to its succeed-
ing letter unless the letter has no middle shape or it is the last
letter in the word and (4) adding the corresponding diacritics to
the word. Fig. 2 shows an example of this process. In this paper,
we reverse the 4th step to separate the diacritics then use it for
font recognition.

When typing in Arabic, all diacritics need to be entered
separately except for the “dots” diacritics (diacritics 9, 10 and 11
in Table 2). This demonstrates the fact that the diacritics need to
be concerned for new font design, meaning that the shape and the
style of the diacritics have to follow the style and the appearance
of the font. Fig. 3 shows the “Hamza” diacritic written in 10
different fonts, and Table 2 lists all Arabic diacritics used in
modern Arabic writing.



Fig. 4. The proposed system architecture.
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3. Proposed method

The proposed method for Arabic font recognition is illustrated
in Fig. 4 for training and testing. Initially, for training the input
image is split into its original two parts, one part contains letters
and the other part contains diacritics. Features are extracted then
from each diacritic to generate a feature vector which is stored in
the database. Since the representative features for each font are
determined by the features extracted from training diacritics, a
comparison is needed between the test diacritic features and
the training diacritic features in order to estimate the similarity.
In our approach, a composite of central and ring projection (CCRP)
features proposed in [24] are extracted from each diacritic, and the
normalized cross correlation is used to measure the similarity
between the testing and training diacritics.
3.1. Preprocessing

The preprocessing mainly focuses on diacritics segmentation,
all other preprocessing tasks like noise removing, orientation
correction and text localization are assumed to be done by OCR
or ADP system.
Fig. 5. Flood-fill based diacritics segmentation: (a) the input image, (b) the
horizontal projection profile for the image in“a”, (c) flood-fill seeds detection,
(d) the image “a” after applying the flood-fill operations, and (e) the final result.
3.1.1. Flood fill-based diacritic segmentation
Flood-fill (sometimes called seed-fill) is a simple algorithm

used to determine the region connected to a given pixel (the seed)
and fill it with specific color. In Arabic text, the letters in a sub-
word are connected with each other forming one region, while the
diacritics associated with each subword are located above or
below it. Each diacritic can be seen as an independent region,
because they are not connected to each other nor to the text body.
Consequently, if we apply a flood-fill operation on all text regions
of an input document image; the result will be the same image
containing only the diacritics. In our case, we need to determine
the seed of the flood-fill operation which should be a pixel located
in the text region as follows.

Using the text horizontal projection profile, the maximum
value in this profile indicates the location of the baseline as shown
in Fig. 5(a) and (b). Let G represent the input document binary
image, then

HprofileðiÞ … �
N

j … 1
Gði; jÞ ð1Þ



Fig. 6. Diacritics segmentation using flood-fill algorithm: (a) the input image with
baselines (blue lines) and the flood-fill seeds shown in red circles while the actually
used seeds are filled with yellow and (b) the resultant image. (For interpretation of
the references to color in this figure caption, the reader is referred to the web
version of this article.)

Fig. 7. Diacritics segmentation using clustering-based algorithm: (a) an example f
components“text and diacritics” with respect to region size , the diacritics background
in modern style where the vowels diacritics are not included “Kufi font”, (d) the outpu
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where N is the number of columns in the image. The index of the
baseline Ibaseline equals to the index of the maximum value in the
profile:

Ibaseline … arg max
i

ðHprofileðiÞÞ ð2Þ

The pixels located on the baseline intersect only with the main
text. Along the baseline, starting with j…0, if any pixel p(j) with a
value equal to 1 followed by a pixel pðj þ 1Þ with a value equal to 0,
then, pðj þ 1Þ is a seed for a flood-fill operation as shown in Fig. 5
(c). Some text regions may have more than one seed, but only one
flood-fill operation will be performed because the value of any
extra seeds will be set to 1 in the first flood-fill operation executed
on this region. After clearing the whole text, we can easily detect
diacritics (Fig. 5(d)) and obtain their labels (Fig. 5(e)). Providing
that the input image contains more than one text line, we can
detect the lines boundaries using the horizontal projection profile.
While the maximum values in the profile indicate the baselines,
the minimum value between two adjacent baselines indicates the
boundary between them. Thus, we can easily segment each text
line and apply the flood-fill segmentation algorithm which was
mentioned above. Fig. 6 shows an example from our page level
test dataset.

3.1.2. Clustering-based diacritics segmentation
When the text lines are not well separated or the text direction

is not horizontal, the flood-fill based diacritic segmentation algo-
rithm may result in a poor segmentation. Thus, to segment the
diacritics, we use a K-means cluster-based method. A major
advantage of the k-means algorithm is its computational simpli-
city. Furthermore, its conceptual simplicity has been a source of
rom our test dataset “Traditional Arabic font”, (b) image “a” after sorting its
shown in white and text background shown in black, (c) another example written
t of the image “c”, (e) input image rotated 401, (f) the output of the image “e” .
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inspiration to many researchers and a lot of methods have been
proposed to improve its performance [25], especially the cluster-
ing initialization and the instance order. In our implementation,
we only run one iteration of K-means followed by a validation
process.

Given an input image G, let cluster C1 represents the text,
cluster C2 represents the diacritics and vector S … ‰S1; S2; …; Sn�
represents the size of all regions R, where n is the total number of
regions, then
Step1
Fig
: Initialize the clusters representatives as

� 1 … meanðSÞ; � 2 … � 1=4:
Step2
 :
for i…1 to n

if dðSi; � 2Þo dðSi; � 1Þ then
C2� Ri

end{if}
end{for}
. 8. Fea
where d is the Euclidian distance.

3.1.3. Diacritics validation
All diacritics can be segmented successfully, but the letters

written in an isolated form may be misclassified as diacritics

especially the letter “Alef” . Therefore, the diacritic D will be

labeled as an isolated letter if the height m and width n of D satisfy
m4 2n.

As shown in Fig. 7, if we reorder all regions (text and diacritics)
in the image G according to the region size S, we can see that the
diacritics are grouped together especially when G is written with
the basic diacritics (which is the most widely used writing style) as
shown in Fig. 7(d). Some diacritics may be classified as normal
characters. This will not effect the recognition accuracy, because it
only reduces the number of diacritics extracted from the input
image which can be seen as an image contains only the success-
fully extracted diacritics.
Polar
Transform

0 60 120 180 240 30
40
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100
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140
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180

RP

CP

tures extraction, (a) the input diacritic image I, (b) the polar transform o
3.2. Features extraction and classification

Rotation invariant is the most critical problem with text image
processing, because the scanning procedure always remain difficult
to be controlled perfectly. To avoid this issue, we use a composite of
central and ring projection (CCRP) proposed in [24] for feature
extraction. The CCRP is very easy to be implemented, and its very
appropriate to be applied for diacritics, because each diacritic
compose of one region only. Ring projection (RP) and central
projection (CP) are methods for transforming 2-D patterns into 1-D
pattern. RP reduces the dimensionality by performing projection
along circles with different radius [26], while CP reduces the
dimensionality by performing projection along lines with different
polar angles [27]. As shown in Fig. 8, to calculate the CP and RP, we
first find the centroid ðx0; y0Þ of the diacritic region D then translate
the origin of the diacritic image I to this centroid. Let

R … max
ðx;yÞ A D

���������������������������������������
ðx�x0Þ2 þ ðy�y0Þ2

q
ð3Þ

be the longest distance from ðx0; y0Þ to a point ðx; yÞ on D.
The Cartesian coordinate system then should be converted to polar
coordinate system. The conversion is based on the following rela-
tions:

x … � cos � ; y … � sin � ð4Þ

hence,

Iðx; yÞ … Ið� cos � ; � sin � Þ

where, � A ‰0; R�; � A ‰0; 2� �.
The RP and CP methods are performed by computing the

following integrals, respectively:

f ð� Þ …
Z 2�

0
Ið� cos � ; � sin � Þ d� ð5Þ

f ð� Þ …
Z R

0
Ið� cos � ; � sin � Þ d� ð6Þ
0 360

0 20 40 60 80 100 120 140 160 180
0

60

120

180

240

300

360

f I, (c) the ring projection curve of I and (d) the central projection curve of I.



Fig. 9. CP and RP feature curves for the first four diacritics from left shown in Fig. 3. (a) The CP curves and (b) the RP curves.
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Since the diacritic image is in a discrete format, Eqs. (5) and (6)
can be approximated as follows:

CP : f ð� lÞ … �
2�

� … 0
Ið� l cos � ; � l sin � Þ ð7Þ

RP : f ð� kÞ … �
R

� … 0
Ið� cos � k; � sin � kÞ ð8Þ

where, � l A ‰0; R�, l … 0; 1; …; M and � k A ‰0; 2� �, k … 0; 1; …; N. An
illustration of CP and RP is shown in Fig. 9 for 4 different diacritics.

In this implementation, we group each class of diacritics in
each font, then the mean CCRP for each diacritic class is calculated.
The result is 110 CCRP features (10 fonts � 11 diacritic class).

For classification we use the normalized cross correlation.
Given two sequences a and b, the normalized cross correlation is

NCCða;bÞ lð Þ …
�
l
�
k

akbk�l

�������������������
�
k

a2
k�

k
b2

k

r ð9Þ

For test diacritic X and training diacritic class Y, let Xr and Yr

represent the curves obtained by RP, Xc and Yc represent the curves
obtained by CP for diacritics X and Y respectively, then the
similarity is defined as follows:

SimðX; YÞ … � 1 � NCCðXr ;Yr Þ þ � 2 � NCCðXc ;YcÞ ð10Þ

where � 1 þ � 2 … 1.
For M fonts, the diacritic X is of font K when SimðX; YÞ is

maximum at K:

XK … arg max
K

ðSimðX; YkÞÞ; 1 r K r M ð11Þ

where Y is the training diacritic class which has the maximum
similarity with X compared to all training diacritic classes belong-
ing to the font K.
When the image G is a text of more than one character, it will
contain more than one diacritic, say N diacritics. In this situation, a
max voting strategy can be applied. If the diacritic X is classified as
font K, then the vote VK is added by one. The font with the
maximum vote is selected as the font type for G:

GK … arg max
K

ðVK Þ; 1r K r M ð12Þ
4. Experimental results

The proposed font recognition method is evaluated by using
our database. The experiments were conducted through eight
experiments in which the first two experiments are for font
recognition using both the page level dataset and the line level
dataset. Experiment 3 is for determining the minimum number of
diacritics required for font recognition. In experiment 4 we
address the influence of the diacritic class in the recognition
result. Experiment 5 is for font style recognition, and experiment
6 is for recognizing the font of an Arabic text written with non-
Arabic text. In experiment 7 we show how our method works with
text written in different orientation. Finally, an evaluation of our
approach with real scanned data are presented in experiment 8.
Further, all simulations are performed using MATLAB 7.0.

4.1. The database

To the best of our knowledge, there are over 2000 Arabic fonts,
but only a few are mostly used. The database used here includes
the training and test datasets. The training dataset consists of a
paragraph which contains all kinds of diacritics that may appear in
an Arabic text written by 10 different fonts: Jaridah, Farisy, Kufi,
Tholoth, Badr, Traditional Arabic, Andalos, Hijaz, Simplified Arabic
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and Naskh font, as shown in Fig. 10. Each font is written in four
sizes: 10, 11, 12 and 13 with four different font styles: normal, bold,
italic and bold–italic, to end up with 160 training samples (10
fonts � 4 sizes � 4 styles). Also the same 160 texts were rewritten
using only basic diacritics. This makes the final training samples
up to 320. We extract the diacritics from the training samples and
store them separately. After that, we run a test on the training
diacritics which belong to the same font class and check if there
exist 100% similar diacritics and exclude the duplicated diacritics
from the database to reduce the training samples.

For test data, two different datasets are created: page level
dataset where the image contains several text lines; and line level
dataset where the image contains only one text line. Page level
dataset was created by converting the pages in an Arabic eBook to
digital images. The book has about 238 pages with 8 lines in each
Fig. 10. Examples of the training text shown in different fonts and sizes. From top:
Jaridah, Farisy, Kufi, Tholoth, Badr, Traditional Arabic, Andalos, Hijaz, Simplified
Arabic and Naskh.

Table 3
Confusion matrix of 10 Arabic fonts in page level.

Font Andalos Badr Farisy Hijaz Jaridah

Andalos 100% 0 0 0 0
Badr 0 100% 0 0 0
Farisy 0 0 93.75% 0 0
Hijaz 0 0 0 93.54% 0
Jaridah 0 0 0 0 100%
Kufi 0 0 0 0 0
Naskh 0 0 0 0 0
Simplified Arabic 0 0 0 0 0
Tholoth 0 0 0 0 0
Traditional Arabic 0 0 0 0 0
page. 48 pages with full diacritics and another 48 pages with basic
diacritics are selected. After that the font of these pages is changed
using word processor software to the selected fonts, sizes and
styles to end up with 960 images, 96 images for each font.

Line level dataset is the same as the page level dataset except
that each line is segmented individually. Since each page has
8 lines, consequently the line dataset will have 7680 lines image
(960 pages � 8 lines).
4.2. Page level font recognition

The aim of this experiment is to recognize the font using the
diacritics extracted from the whole page with the assumption that
the page is written with only one font. By using the proposed
method, the average font recognition rate reaches 98.73% and the
recognition rate for most font types reaches 100%. The lowest
recognition rate is for the Hijaz font which is equal to 93.54%. The
result is shown in Table 3.
4.3. Line level font recognition

We run the second experiment on the line level dataset for line
font recognition with the assumption that each line was written
with only one font. The average recognition rate reaches 95.42%,
the highest recognition error rate occurs between the simplified
Arabic font and traditional Arabic font because of the similarity
between these two fonts. For OCR system, the same technique
should work with both fonts. The result is shown in Table 4.

While the font recognition is just a supplementary step for
OCR; our approach provides a robust solution for this problem
such as the book cover shown in Fig. 11(a), which contains five
different fonts in just one single page. Compared to the state-of-
the-art methods, the font of the book cover can be detected very
easily using our approach by selecting to recognize the font in
line level.
4.4. Number of diacritics influence

The difference between the above two experiments lies only in
the number of the diacritics N involved in the recognition process.
The recognition rate of both experiments is close, which may raise
a question about the minimum number of diacritics needed to
recognize a font. To answer this question, we run the third
experiment on the page level dataset by selecting 1600 diacritics
from each font then dividing them into 20 groups, 80 diacritics for
each group. The experiment is run 80 times in each group, and
each time the number of diacritics N increases by 1. We then
calculate the average minimum number of diacritics needed for
best font recognition rate.
Kufi Naskh Simplified Arabic Tholoth Traditional Arabic

0 0 0 0 0
0 0 0 0 0
6.25% 0 0 0 0
0 0 0 6.46% 0
0 0 0 0 0
100% 0 0 0 0
0 100% 0 0 0
0 0 100% 0 0
0 0 0 100% 0
0 0 0 0 100%



Table 4
Confusion matrix of 10 Arabic fonts in line level.

Font Andalos Badr Farisy Hijaz Jaridah Kufi Naskh Simplified Arabic Tholoth Traditional Arabic

Andalos 95.68 0.13 1.08 0.13 0.27 0.54 1.21 0 0.54 0.40
Badr 1.24 96.19 0 0.51 0 0 0 0.21 0.31 1.54
Farisy 0.14 0 88.48 0 0.41 0 1.22 0.41 9.35 0
Hijaz 0.14 0.84 0.56 93.31 0 0.28 0 0.84 4.04 0
Jaridah 0.54 0.14 0.41 0.00 97.97 0.14 0 0.14 0.68 0
Kufi 0.41 0 0 0.14 0 99.18 0 0 0.14 0.14
Naskh 0.14 0.14 0.28 0 0 0 99.15 0 0.28 0
Simplified Arabic 0 1.00 0.45 0 0.11 0 1.34 92.19 0.11 4.80
Tholoth 0 0 0 0 0 0 0.31 0 99.69 0
Traditional Arabic 0 0 0 0 0 0 0 7.62 0 92.38

Fig. 11. (a) A book cover where text lines are written in different fonts which can be detected using our approach by selecting to recognize the font in line level and (b) the
result of applying line level font recognition, the lines fonts from top are Andalos, Traditional Arabic, Simplified Arabic, Tholoth and Hijaz.

Table 5
The minimum number of diacritics needed for font recognition.

Font Andalos Badr Farisy Hijaz Jaridah Kufi Naskh Simplified Arabic Tholoth Traditional Arabic

Minimum diacritics number 5 3 7 5 4 1 1 5 1 3

Table 6
Font recognition rate given only one diacritic class.

Font\diacritic

Andalos 88.96 88.96 100 95.75 99 100 100 100 98.97 100 100
Badr 100 100 97.3 100 87.63 97.3 100 97.3 96.86 100 100
Farisy 100 100 100 100 100 100 100 100 92.43 100 100
Hijaz 93.33 93.33 100 100 100 100 100 100 91.26 100 100
Jaridah 100 100 100 98.8 98.8 100 100 100 92.86 100 100
Kufi 100 100 98 100 100 100 97.62 98 91.12 100 100
Naskh 100 96 100 95.63 100 88.67 95.42 100 89.43 100 100
Simplified Arabic 100 100 98 100 100 100 98.04 100 92.36 92.59 100
Tholoth 100 100 85.42 97.8 100 100 100 100 91.96 92.22 100
Traditional Arabic 100 100 100 94 100 100 100 98 94.79 89.52 100
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As shown in Table 5, the minimum number of the diacritics
needed to recognize the font of a given text is different from one
font to another. Some fonts, such as Kufi needs only one diacritic,
while Farisy font needs seven diacritics as the highest number.
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Fig. 12. Average font recognition rate given only one diacritic class.

Table 7
Confusion matrix of 10 Arabic fonts considering the style in page level dateset.

Font name Font style Normal Italic Bold Bold–italic

Andalos Normal 100
Italic 100
Bold 42 58
Bold–italic 12 88

Badr Normal 100
Italic 13 87
Bold 17 83
Bold–italic 4.2 95.8

Farisy Normal 100
Italic 100
Bold 4 25 71
Bold–italic 92 8

Hijaz Normal 100
Italic 100
Bold 42 58
Bold–italic 4 96

Jaridah Normal 63 37 37
Italic 75 25
Bold 8 92
Bold–italic 25 75

Kufi Normal 67 33
Italic 54 46
Bold 100
Bold–italic 100

Naskh Normal 100
Italic 100
Bold 100
Bold–italic 100

Simplified-Arabic Normal 96 4
Italic 88 12
Bold 100
Bold–italic 12 88

Tholoth Normal 100
Italic 100
Bold 17 20 63
Bold–italic 8 4 88

Traditional-Arabic Normal 58 42
Italic 100
Bold 100
Bold–italic 4 50 21 25
4.5. Diacritic class influence

The discrimination between diacritics in different fonts differs
from one diacritic to another, some are well distinguishable while
others are very similar. To address this issue we run an experiment
for recognizing the font given only one diacritic class. From the
page level dataset, we manually select 1000 diacritics from each
diacritic class in each font type, then test them against the training
diacritics. The result is shown in Table 6 and the average recogni-
tion rate is shown in Fig. 12. From the result we can see that the
“three-dots” diacritic has the highest discrimination rate equal to
100% for all fonts, while the “one-dot” diacritic is the lowest.

4.6. Font style recognition

In this section, an experiment for recognizing the style of the
font is carried out on the page level dataset. The training dataset is
recreated to include the font style in the diacritic class by grouping
diacritics according to the diacritic class and font style in each font.
The result is 440 training class(11 diacritic class � 10 fonts � 4 font
styles) and the average recognition rate comes to 83.02% as shown
in Table 7. Naskh font has the highest discrimination rate as 100%
for all four styles, while the Farsi font gets the lowest recognition
rate equal 100%, 100%, 71% and 8% for normal, italic, bold and
bold–italic style respectively.

4.7. Multi-language document

Another practical experiment is carried out in this section as
shown in Fig. 13(a) where Arabic text is written along with another
language text both in the same document. The Latin language (as
in this example) does not contain any diacritics, and it does not
have any effect on the extraction of the diacritics, which allows us
not only to easily recognize the Arabic font but also to localize
Arabic text as shown in Fig. 13(b). In this figure, the location of the
Arabic text is simply the location of the diacritics.

4.8. Text orientation

Recognizing the text font type written in non-horizontal
orientation is always a challenging task for many OCR systems.
This is mainly due to the fact that it cannot detect the text location
or it cannot recognize the font type of the text, such as maps and
figures where the text may appear with skewness. But in our
Fig. 13. Multi-language document (Arabic and English), the English text does not
contain any diacritics except for letters “i” and “j” where it can be detected by
calculating the ratio between the width of the diacritic and the letter (subword)
associated with it, the other diacritics are belong to the Arabic text which can be
used for font recognition and text localization.



Fig. 14. Text with different orientation: (a) an illustration map of the“Holy mosque of Makkah” and (b) the result image indicates two fonts diacritics, Naskh font shown in
red and Andalos font shown in green. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)

Table 8
Font recognition with 200 scanned images (20 images per font type). our system recognize the font of 191 images with top 1 result, and all the 200 images with top 3 result.

Font Andalos Badr Farisy Hijaz Jaridah Kufi Naskh Simplified Arabic Tholoth Traditional Arabic

Top 1 RR 20 17 19 20 20 18 20 18 20 19
Top 2 RR 20 19 20 20 20 19 20 20 20 20
Top 3 RR 20 20 20 20 20 20 20 20 20 20

Fig. 15. Snapshot of the proposed Arabic font recognition system. The text image shown contains more than one thousand diacritics (labeled with red color). (For
interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)
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approach, by segmenting the diacritics using the clustering-based
algorithm, the diacritics can be located regardless of its orienta-
tion. Also, by using the rotation invariant CCRP features, we
can recognize the font type of the text in any orientation. Fig. 14
shows a map used in one of our experiments, it contains
about 15 labels indicating the names of places which are written in
different orientations using two font families, the recognition
result is shown in Fig. 14(b).

4.9. Real data evaluation

This last experiment is to test our proposed method with real
data. We scanned 200 pages from our page level dataset written
by 10 different fonts, 20 pages for each font. The scan resolution
was equal to 200 dpi. The test result is shown in Table 8, and a
snapshot of our system with a real data image is shown in Fig. 15.
From this figure we can see that almost all diacritics have been
segmented correctly.

In addition, Artificial distortion has been added to some
randomly selected images, and MATLAB built-in median filter
and thresholding functions are used for this experiment. Our
system can recognizes the font class of these images as long as
the size of the noise objects is small enough to be filtered out,
otherwise it will be difficult to be distinguished from the diacritics.
Also, we test a few colored images with different resolutions
collected from the internet as shown in Fig. 16.



Fig. 16. Examples of testing our method with real images: (a) shows the noisy image written with Jaridah font, (b) shows the result of diacritics segmentation for the noisy
image, (c) shows a colored low resolution (96 dpi) image written with Tholoth font, and (d) shows the result of diacritics segmentation for image (c). (For interpretation of
the references to color in this figure caption, the reader is referred to the web version of this article.)

Table 9
Comparison study with recent proposed works.

Publication Number of fonts Average recognition rate Required time per sample (ms)

Ben Moussa et al. [16] 10 96.2% using KNN N/A
98% using RBF

Khosravi et al. [15] 10 94.16% 3.78 ms
Slimane et al. [10] 10 99% N/A
Our 10 98.73% 1.3 ms
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5. Conclusion

This paper presents a novel method for Arabic font recognition.
The proposed method is based on segmenting the diacritics from
the input text image, then extracting CCRP features from these
diacritics. The main contribution of the proposed method is that it
only uses diacritics for font recognition. We made some experi-
ments with the available Arabic OCR products; we noticed that,
the major errors come from the letters associated with diacritics.
We believe that separating diacritics from letters will highly
improve the accuracy of the result when processing any Arabic
text image. This in turn enabled us to get a promising result in this
work for font recognition and we will continue using the same
approach for our future OCR. The main disadvantage of this
approach is noise and broken strokes which unfortunately intro-
duce invalid diacritics and, as a result, it might decrease the
recognition rate. But, As long as the size of noise objects are
smaller than the diacritics size, we can still successfully segment
all diacritics in the image, but if the size of the noise objects grow
to be close to diacritics size, it will be very difficult to distinguish
between them, but this could be controlled during the acquisition
process. A few works have been proposed for Arabic font recogni-
tion, but each of the proposed method has its own database,
Table 9 is a comparison of our method with some of these
methods. Accordingly, our method is the fastest one (the time
indicated in the table refers to the time needed to recognize the
font of a 512 � 512 text image), which makes it the best candidate
to work with an OCR system where the time needed to identify the
font type should be as short as possible.
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