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Abstract—This paper presents a watermarking algorithm that
is suitable for the data represented in floating- or fixed-point
numbers. By keeping the modulation information, every value in
the original object can be restored with the smallest error. For
the sake of exact recovery, the redundancy in the watermarked
object should be exploited to save the recovery information. We
analyze the security of the algorithm and enhance it by adding
a pseudorandom (PR) sequence to the watermarked object. The
algorithm can be applied in the measurement to embed some
useful information in a distortion-free way. We implement it on
the Virtual Reality Modeling Language (VRML) models, and the
experimental results show its efficacy.

Index Terms—Authentication, modulation, reversible water-
marking, security, 3-D geometry.

I. INTRODUCTION

IN the past decades, digital watermarking techniques have
received much attention in the community (e.g., [1]–[6])

for a variety of applications, such as copyright protection [4],
authentication [5], quality evaluation [6], etc. Compared with
cryptographic algorithms [7], fragile watermarking does not
change the file format or affect the perceptual quality of a host
(also called original object hereinafter), in which a tamperproof
watermark is embedded. By comparing the extracted water-
mark with the embedded watermark, the watermarked object
can be authenticated. In the research area of fragile watermark-
ing, an attractive topic is reversible data hiding. Normally, a
certain degree of distortion will definitely be introduced to the
original object to generate the watermarked object. With the
reversible watermarking technique, which is also referred to as
lossless, distortion-free, or invertible hiding, we can revert to
the exact copy of the original object by removing the distortion
caused by the embedding. The property of reversibility is
desirable particularly in high-precision applications, such as
military, medical, as well as in the measurement.

In the literature, quite a few algorithms have been proposed
to accomplish the property of reversibility. The typical methods
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are based on modulo 256 addition [8], lossless multiresolution
transform [9], lossless compression [10], [11], invertible noise
adding [12], difference expansion [13], [14], integer wavelet
transform [15], circular interpretation of bijective transforma-
tion [16], histogram modification [17], and so forth. In general,
these algorithms focus on digital images that are stored as
integers from 0 to 255. How to reversibly embed information
into the objects represented by floating- or fixed-point numbers,
such as the 3-D models consisting of coordinates (e.g., [18])
and the high-dynamic-range images [19], has seldom been
investigated. However, reversible hiding in any type of data is
desirable to avoid information loss. Since most of the existing
methods take advantage of the characteristics of digital images,
directly applying them to the objects represented by floating-
or fixed-point numbers may encounter difficulties or cause
a large distortion. In our preliminary work [20], the idea of
keeping the modulation information in the watermarked object
is adopted in quantization-based embedding. In addition, we
implement it on 3-D mesh models so that the original mesh
model can approximately be recovered. The condition for the
exact recovery is given in [21], and the recovery process can
be performed without any specific information of the original
object. Nevertheless, it is possible to estimate the quantizer
employed in the modulation by the statistical analysis of the wa-
termarked object, as shown in the following section. Therefore,
the security of the algorithm needs to be enhanced to prevent
the possible information leakage from the watermarked object.

We regard the security of reversible watermarking as the
uncertainty and computational difficulty to correctly extract the
embedded watermark and recover the original object without
authorization. To enhance the security, a pseudorandom (PR)
number generator is employed with a secret key as the seed.
Then, a PR sequence is generated and added to the watermarked
object to make it hard to estimate the employed quantizer. In
the recovery process, the added sequence should be subtracted
from the watermarked object to extract the embedded water-
mark and recover the original object. The applicability of the
watermarking algorithm is discussed, and it is interpreted as a
kind of LSB hiding for the data represented in floating- or fixed-
point numbers. For the sake of exact recovery, the methods to
exploit the redundancy in the watermarked object are proposed
to save the recovery information. To apply our algorithm in
the measurement, we take the 3-D geometry with coordinates
for instance, and the experimental results on the virtual reality
modeling language (VRML) models [22] are given.

The rest of this paper is organized as follows. In Section II,
we first introduce a watermarking algorithm by quantization-
based modulation. Then, its security is analyzed and enhanced
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by adding a PR sequence to the watermarked object. In
Section III, the applicability of the watermarking algorithm is
discussed. Moreover, its application in the measurement is il-
lustrated in Section IV. The experimental results on the VRML
models are given in Section V. Finally, we draw a conclu-
sion in Section VI.

II. SECURITY-ENHANCED WATERMARKING

ALGORITHM BY MODULATION

In [21], a quantization-based watermarking algorithm is in-
troduced. First, a string of bit values are embedded into the
original object based on the odd–even embedding, which is
the simplest example of the quantization index modulation
scheme [2]. Then, the modulation information is calculated and
kept in the watermarked object. The general procedure can be
summarized as follows.

A. Quantization-Based Modulation

To embed a string of bit values W = {w1, w2, . . . , wN}
into an original object Y = {Y1, Y2, . . . , YN} consisting of N
values, there are two parts of information that need to be hidden
in the watermarked object Z = {Z1, Z2, . . . , ZN}. One part is
the embedded data, i.e., W, and the other part is the modulation
information, which is the difference between the original object
Y = {Y1, Y2, . . . , YN} and the object Y′ = {Y ′

1, Y
′
2, . . . , Y

′
N}

generated from Y, W, and the quantization step size Δ.
Further, a new signal E = {e1, e2, . . . , eN} associated with a
parameter a is generated to represent the modulation infor-
mation by ei = (Yi − Y ′

i )/a for i = 1, . . . , N . The detailed
procedure is as follows.

Step 1) For i = 1, . . . , N , initialize the integer quotient Qi

by Qi = �Yi/Δ� with the quantization step size Δ,
where �·� represents the floor function. We define
the function B(·) and the remainder Ri by{

B(Qi) = Qi −
⌊

Qi

2

⌋
× 2

Ri = Yi − Qi × Δ
. (1)

It can be seen that the output B(Qi) is a bit value
of 0 or 1, and the value of Ri is nonnegative.
For example, B(−7) = −7 − �−7/2� × 2 = −7 −
(−4) × 2 = 1.

Step 2) A bit value wi is embedded into Y ′
i based on the

odd–even embedding by

Y ′
i =

⎧⎨
⎩

Qi × Δ + Δ
2 , if B(Qi) = wi

Qi × Δ − Δ
2 , if B(Qi) �= wi & Ri ≤ Δ

2

Qi × Δ + 3Δ
2 , if B(Qi) �= wi & Ri > Δ

2
(2)

so that Y ′
i = �Y ′

i /Δ� × Δ + (Δ/2), and
B(�Y ′

i /Δ�) = wi. Subsequently, ei = (Yi − Y ′
i )/a

is obtained.
Step 3) For i = 1, . . . , N , ei is further added to Y ′

i by

Zi = Y ′
i + ei =

⌊
Y ′

i

Δ

⌋
× Δ +

Δ
2

+ ei. (3)

If the difference between Yi and Y ′
i is denoted by γi, then

it can be seen from (2) that γi ∈ (−Δ,Δ]. Since ei = γi/a for
i = 1, . . . , N , the signal E = {e1, e2, . . . , eN} will be distrib-
uted within (−(Δ/a), (Δ/a)] if the parameter a is a positive
value. Further, the parameter a should be assigned with a value
greater than 2 so that ei ∈ (−(Δ/2), (Δ/2)) for i = 1, . . . , N .
Hence, the adding of ei in (3) will not change the embedded
value wi because B(�Zi/Δ�) = B(�Y ′

i /Δ�) = wi. Therefore,
it is necessary to divide the modulation information, i.e., the
difference between Y and Y′, by a value greater than 2 so as to
keep it in Z without changing the embedded data W.

B. Watermark Extraction and Recovery Process

With the quantization step size Δ, the embedded bit val-
ues W = {w1, w2, . . . , wN} can be extracted from the water-
marked object Z = {Z1, Z2, . . . , ZN} by

wi = B

(⌊
Zi

Δ

⌋)
. (4)

From a practical point of view, the precision of the watermarked
object Z needs to be taken into account. Supposing that Z
is stored at the precision level of 10−m, the roundoff error
is within (−5 × 10−(m+1), 5 × 10−(m+1)]. To ensure that the
value of �Zi/Δ� is not affected so that wi can correctly be
extracted, the following condition should be satisfied:

0 ≤ Δ
2

+ ei ± 5 × 10−(m+1) < Δ (5)

which is equivalent to (Δ/2) − (Δ/a) > 5 × 10−(m+1) as ei ∈
(−(Δ/a), (Δ/a)]. Given a > 2, the embedded data can cor-
rectly be extracted if

Δ >
a

a − 2
10−m. (6)

In practice, Δ should be as small as possible to minimize the
distortion caused by data embedding. Given the original object
Y at the precision level of 10−n and n = m, the value of Δ
should be greater than (a/(a − 2))10−n.

To recover the original object Y = {Y1, Y2, . . . , YN},
the modulation information E = {e1, e2, . . . , eN} should be
retrieved from Z = {Z1, Z2, . . . , ZN}. For i = 1, . . . , N ,
we have

ei = Zi −
(⌊

Zi

Δ

⌋
× Δ +

Δ
2

)
= Zi − Y ′

i (7)

where Y ′
i = �Zi/Δ� × Δ + (Δ/2) can easily be obtained from

Zi with the quantization step size Δ. Subsequently, for i =
1, . . . , N , a value Yi in Y can be obtained by

Yi = Y ′
i + ei × a. (8)

If the watermarked object Z is stored at the same precision
as the original object Y, then only a part of the modulation
information can be saved because of the roundoff error. Given
a > 2 and (6), it can be seen from (8) that the error intro-
duced to the recovered object will be within (−5a × 10−(m+1),
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Fig. 1. PMFs of Ri and (Δ/2) + ei for the coordinates in the original and
watermarked VRML models of “indigo”, respectively, with a = 2.1 and Δ =
0.0013. (a) The PMF of Ri for the VRML model of “indigo”. (b) The PMF of
(Δ/2) + ei for the watermarked model.

5a × 10−(m+1)]. The difference between the recovered and
original objects may be out of the range (−5 × 10−(m+1), 5 ×
10−(m+1)) so that the recovered object is unequal to the original
object. Nevertheless, the range of the introduced error can be
controlled by the parameter a. For instance, if we set a within
(2, 3), then the difference between the recovered object and the
original object will be within (−1.5 × 10−m, 1.5 × 10−m) so
that the possible error is either 10−m or −10−m.

C. Security Enhancement

In the proposed algorithm, the embedded watermark and the
modulation information may be disclosed if the quantization
step size Δ is known. In the following, we show that it is
possible to estimate the quantizer employed in the modulation
by the statistical analysis of the watermarked object. As shown
in Section II-A, ei ∈ (−(Δ/a), (Δ/a)] so that (Δ/2) + ei, and
the remainder of Zi modulo Δ by constraining the quotient to
be an integer is within ((Δ/2) − (Δ/a), (Δ/2) + (Δ/a)]. By
assigning a value greater than 2 to a, there are a couple of gaps
in the probability mass function (PMF) of (Δ/2) + ei. More
accurately, (Δ/2) + ei will not be distributed in the intervals
of [0, (Δ/2) − (Δ/a)) and ((Δ/2) + (Δ/a),Δ). By setting
a = 2.1 and Δ = 0.0013, the PMFs of the remainders of the
coordinates in the original and watermarked models of “indigo”
modulo Δ (i.e., Ri and (Δ/2) + ei) are shown in Fig. 1, respec-
tively. We calculate the PMF by dividing the interval of [0,Δ)

Fig. 2. With a = 2.1 and Δ = 0.0013, the PMF of ((Δ/2) + ei + Vi)%Δ
for the coordinates in the watermarked model of “indigo’” after a PR sequence
V is added.

into 50 subintervals with the same size, counting the numbers
of Ri and (Δ/2) + ei in every interval and normalizing the
obtained numbers. For the values in an original object such as
the VRML model of “indigo”, there is no characteristic gap
in the PMF of Ri, as shown in Fig. 1(a). However, as shown
in Fig. 1(b), none of the remainders of the values in the wa-
termarked model modulo Δ, i.e., (Δ/2) + ei, is distributed in
the first and last subintervals because (1/2) − (1/a) = (1/2) −
(10/21) > (1/50) and (1/2) + (1/a) = (1/2) + (10/21) <
(49/50). From the PMF of (Δ/2) + ei, we can easily find the
gaps and estimate the value of Δ. Noting that 2.1 is only slightly
greater than 2, the gaps will become more obvious if the value
of a is increased. Therefore, information leakage is possible if
no protection measure has been made.

To enhance the security, a PR number generator is em-
ployed with a secret key K as the seed to generate a PR
sequence V = {V1, V2, . . . , VN}. For consistency, we use Z′ =
{Z ′

1, Z
′
2, . . . , Z

′
N} to denote the object obtained in Section II-A

instead of Z = {Z1, Z2, . . . , ZN}. Inspired by the technique of
dither modulation [2], the PR sequence V is added to Z′ to pro-
duce the final watermarked object Z = {Z1, Z2, . . . , ZN} by

Zi = Z ′
i + Vi =

⌊
Z ′

i

Δ

⌋
× Δ +

Δ
2

+ ei + Vi (9)

for i = 1, . . . , N . By making Vi randomly distributed within
the interval of (−(Δ/2), (Δ/2)), the gaps in the PMF of
(Δ/2) + ei can be filled. As shown in Fig. 2, the remainder of
Zi modulo Δ (i.e., ((Δ/2) + ei + Vi)%Δ) for the coordinates
in the watermarked model of “indigo” is close to uniform
distribution in the interval of [0,Δ). Since it is hard to estimate
the value of Δ from Z = {Z1, Z2, . . . , ZN}, less information
of the employed quantizer can be learned from the watermarked
object. Furthermore, neither the embedded bit value wi nor
the modulation information ei can be extracted from Zi

unless Vi has been subtracted. Therefore, the security of the
watermarking algorithm has been enhanced by the adoption of
a PR sequence.

As the PR sequence V is generated at the same precision as
Z′ in the embedding process, it should be at the same precision
as the watermarked object Z in the recovery process, also
with the secret key K as the seed of the PR number generator.
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The object Z′ obtained in Section II-A can be produced by
subtracting V from Z = {Z1, Z2, . . . , ZN} by

Z ′
i = Zi − Vi =

⌊
Z ′

i

Δ

⌋
× Δ +

Δ
2

+ ei (10)

for i = 1, . . . , N . After that, the embedded watermark W
can be extracted from Z′, and the original object Y can
be recovered. If the embedding and recovery processes are
performed by two different parties, then the key K, the
parameter a, and the step size Δ need to be transferred (e.g.,
by using the public key infrastructure).

III. APPLICABILITY OF THE WATERMARKING ALGORITHM

If the watermarked object Z is at the same precision as the
original object Y, then the modulation information saved in Z
is insufficient for the exact recovery of Y. Nevertheless, the
proposed algorithm is applicable in the following cases.

Case 1) The slight difference between the recovered object
and the original object can be neglected. When Z is
at the same precision as Y, the error for each value
is either −10−n or 10−n by setting the parameter
a within (2, 3), where 10−n is the precision level
of Y. Under these circumstances, the watermarking
algorithm can be interpreted as a kind of the LSB
hiding in a sense that only the minimum distortion
may be introduced to every value. For the data
represented in floating- or fixed-point numbers, the
slight error may be tolerable. As for the data ob-
tained in the measurement, the least significant digit
is an estimated value.

Case 2) The algorithm is also applicable to the host where
the errors can be saved. As for 2 < a < 3, we can
use −1, 0, and 1 to represent the errors −10−n,
0, and 10−n, respectively. With the error vector
that can be obtained in advance, the original object
Y can exactly be recovered. Given that the host
is represented by floating-point numbers, lossless
compression techniques can be employed to make
room for the extra bits. For each floating-point
number in the single precision (see the IEEE 754
standard [23]), we can take the two least significant
bytes in the mantissa part. After we compress the
chosen bytes with some lossless algorithm, the error
vector can be appended. As a result, the file size
of the watermarked object Z will not be increased,
given that enough space can be saved by lossless
compression for the error vector. A certain degree
of distortion will be caused by replacing the two
bytes in every floating-point number with the com-
pressed bit stream and the error vector. However, the
distortion will be removed by decompression in the
recovery process.

Case 3) Another way is to increase the precision of the
watermarked object Z. After storing every value in
Z with one more decimal digit, the precision level of
Z becomes 10−(n+1). Given a ∈ (2, 3) and (6), the

TABLE I
PROCEDURE OF THE PROPOSED WATERMARKING ALGORITHM

difference between the recovered and original ob-
jects is within the interval of (−2 × 10−(n+1), 2 ×
10−(n+1)). Therefore, the original object Y can
exactly be recovered at the precision level of 10−n

after rounding. This method can only be used pro-
vided that there is redundancy in data represen-
tation; thus, the file size will not be changed by
increasing the precision (e.g., both of the two values
1.652 and 1.6523 can be represented by floating-
point numbers in single precision). Otherwise, the
file size will also be increased when the precision is
increased, such as the case that Y is represented by
fixed-point numbers.

The procedure of the proposed watermarking algorithm is
summarized in Table I, including the embedding and recovery
processes. The additional operations required in Cases 2 and 3
have been marked, respectively. From the discussions, it can be
seen that our algorithm is quite suitable for the data obtained in
the measurement.

IV. APPLICATION IN THE MEASUREMENT

To illustrate how to apply the proposed algorithm in the
measurement, we take the 3-D geometry with coordinates
for instance, including polygonal meshes and point clouds. A
polygonal mesh approximates the surface of a 3-D object by
specifying a set of vertices. In addition to the coordinates of
vertices in 3-D space �3, the connectivity between them is also
contained in a polygonal mesh. In contrast, only the coordinates
of the sampled points are recorded in a point cloud, which is
obtained by 3-D scanning.
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With the dissemination of 3-D models, such as the VRML
models for representing 3-D graphics on the web, how to verify
the authenticity and integrity of 3-D geometry has become an
important issue. In the literature, quite a few watermarking
algorithms (e.g., [24]–[28]) have been proposed to embed a
tamperproof watermark in a 3-D mesh model. Since the geom-
etry has been changed by the embedding process, it is desirable
to recover the original object after extracting the embedded
watermark. As the coordinates are represented by real numbers,
the proposed algorithm can directly be applied to them.

Suppose that there are N vertices or points P = {p1,
p2, . . . ,pN} in a 3-D geometry, where pi = {pix, piy, piz}
is the coordinates of a vertex or point. The watermark-
ing algorithm can be implemented on the three sets of
coordinates {p1x, p2x, . . . , pNx}, {p1y, p2y, . . . , pNy}, and
{p1z, p2z, . . . , pNz} with the same quantization step size Δ
and parameter a following the procedure in Section II-A,
respectively. A watermark consisting of three 3N bits, as
denoted by W = {w1, w2, . . . , w3N}, can be embedded by
modulating P to G′ = {g′

1,g
′
2, . . . ,g

′
N}. A PR sequence D =

{d1,d2, . . . ,dN} distributed in (−(Δ/2), (Δ/2)) is generated
and added to G′ to generate the watermarked geometry G =
{g1,g2, . . . ,gN}.

To extract the embedded data from G, the PR sequence D =
{d1,d2, . . . ,dN} should be subtracted to obtain the set of vec-
tors G′ = {g′

1,g
′
2, . . . ,gN

′}. With the quantization step size Δ
used in the embedding process, three strings of bit values can
be retrieved from {g′1x, g′2x, . . . , g′Nx}, {g′1y, g′2y, . . . , g′Ny},
and {g′1z, g

′
2z, . . . , g

′
Nz}, respectively. In addition, the original

coordinates {p1x, p2x, . . . , pNx}, {p1y, p2y, . . . , pNy}, and
{p1z, p2z, . . . , pNz} can be recovered from G′ with the
quantization step size Δ and the parameter a, as shown in
Section II-B. If the coordinates in the watermarked geometry
can losslessly be compressed to make room for the error vector
(i.e., Case 2 in Section III) or the precision of the watermarked
geometry can be increased without changing the file size (i.e.,
Case 3 in Section III), then the recovered geometry will be
identical to the original geometry. If neither the watermarked
geometry is losslessly compressed nor its precision is increased,
i.e., Case 1 in Section III, then the difference between the recov-
ered and the original coordinates belongs to {−10−n, 0, 10−n}
by setting the parameter a within (2,3), where 10−n is the
precision level of coordinates in the original geometry. To make
the embedded watermark invariant to the roundoff error, the
quantization step size Δ should be larger than (a/(a − 2)) ×
10−n, as shown in (6). To verify the authenticity and integrity,
the recovered geometry is regarded as intact only when the
extracted watermark matches with the embedded watermark.

In industrial applications, the embedded watermark can in-
clude the content information (e.g., a hash value) and the
metadata, such as the attributes and documentation of the
original object, the copyright information, etc. In addition to
3-D coordinates, the watermarking algorithm can be applied to
other measurement results. For every value in the measurement
result, one bit can be embedded with the same quantization step
size so that the embedded watermark can blindly be extracted.
To exactly restore the original values, a convenient way to
enable the exact recovery is to increase the precision of the

TABLE II
VRML MODELS USED IN THE EXPERIMENTS

watermarked data, as discussed in Case 3 of Section III. Even if
the precision cannot be increased, only the smallest error may
be caused in the last digit of each value.

V. PERFORMANCE ANALYSIS

We implemented the proposed algorithm on 3-D models in
VRML format, as listed in Table II,1 where the capacity of every
model is also given. A secret key K was used as the seed of
the PR number generator to generate the sequence to be added.
The watermark can be some metadata of the original model
and/or a hash value generated from the recoverable content.
We tested the three cases listed in Section III, respectively. In
Case 1, the precision of the watermarked geometry was the
same as that of the original geometry. In Case 2, the redun-
dancy in the watermarked geometry was exploited by losslessly
compressing the floating-point numbers to make room for the
error vector. However, only the models of “pavilion”, “indigo”,
and “gears” consist of enough coordinates to make use of this
method (see the number of bytes in Table II that can be saved
by the lossless compression software WinRAR [29]). In Case 3,
the coordinates in the watermarked models were increased from
the precision level of 10−5 to 10−6. When the coordinates
in the original VRML models were represented by floating
point numbers with a single precision, all of the watermarked
models listed in Table II could still be stored after increasing
the precision.

In the experiments, we assigned 2.1 to the parameter a.
When the watermarked geometry was at the precision level
of 10−6, the quantization step size Δ should be greater than
(2.1

√
3/(2.1 − 2)) × 10−6 
 3.64 × 10−5 to ensure that the

embedded data can correctly be extracted. In case that the pre-
cision of the watermarked geometry cannot be increased and at
the level of 10−5, the quantization step size Δ should be greater
than (2.1

√
3/(2.1 − 2)) × 10−5 
 3.64 × 10−4. The pictures

rendered from the original, watermarked, and recovered VRML
models of “sgilogo” and “gears” in Case 3 are shown in Fig. 3.

A. Imperceptibility and Reversibility

To represent the geometrical distortion of 3-D geometry, the
3-D SNR defined in [21] is used. The impact of watermark
embedding could be tuned by the quantization step size Δ. If
0.00008 and 0.0005 were assigned to Δ in Case 3, then the
obtained 3-D SNRs of the watermarked VRML model “indigo”
were about 73.20 and 57.33 dB, respectively. In Case 2, the
distortion of the watermarked geometry was aggravated by

1Downloaded from http://www.martinreddy.net/ukvrsig/vrml.html
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Fig. 3. (a) Original VRML model of “sgilogo”. (b) The watermarked model of “sgilogo” generated by setting Δ = 0.00008 and a = 2.1, as discussed in
Case 3 of Section III. (c) Recovered model of “sgilogo”. (d) Original VRML model of “gears”. (e) Watermarked model of “gears”. (f) Recovered model of
“gears”.

replacing the two least significant bytes in the mantissa part
of every floating point number with the compressed bit string
and the error vector. The 3-D SNRs of the watermarked models
“pavilion,” “indigo,” and “gears” after the replacement were
44.03, 47.07, and 47.53 dB, respectively.

The 3-D SNR of the recovered geometry can be calculated
in the same way. When the precision of the watermarked
VRML model was increased from 10−5 to 10−6 as in Case 3,
the recovered model was identical to the original model because
the obtained 3-D SNR was infinite by setting Δ and the param-
eter a at 0.00008 and 2.1, respectively. The exact recovery
could also be achieved in Case 2, but only for the large VRML
models, such as “pavilion,” “indigo,” and “gears” in Table II.

In Case 1, neither the precision of the watermarked geometry
is increased, nor the coordinates are compressed to save the
error vector. Therefore, the original geometry could only be
approximately recovered, and the 3-D SNRs of the recovered
geometries were calculated. When 0.001 and 0.0005 were
assigned to Δ, the 3-D SNR values of the recovered model
“indigo” were both about 83.72 dB. As shown in Fig. 4, the 3-D
SNR of the recovered geometry is always much higher than
the 3-D SNR of the watermarked geometry, which is decreased
when the quantization step size Δ is increased. It can be seen
that the roundoff error is constant and small.

B. Capacity

Since a position vector has three coordinates, three bit values
can be embedded in it. Given N vertices in a polygonal mesh or
N points in a point cloud, the data-hiding capacity of the imple-

Fig. 4. By setting the parameter a at 2.1 in Case 1 in Section III, the 3-D SNR
of the watermarked VRML model “indigo” decreases over the quantization
step size Δ, as shown by the lower curve. In contrast, the 3-D SNR of the
approximately recovered model remains constant, as shown by the upper curve.

mentation is 3N bits, which is higher than the previous works,
such as 3N − 2 bits in [26] and N − 1 bits in [21]. Different
from the algorithm in [26] that is applicable to manifold triangle
meshes, the capacity of our algorithm can be maximized for any
3-D geometry consisting of coordinates.

C. Authentication and Integrity Verification

The authenticity and integrity of a 3-D geometry can be ver-
ified by embedding a watermark into every coordinate and then
comparing the extracted watermark with the embedded water-
mark. By assigning 0.00008 and 2.1 to the quantization step
size Δ and the parameter a in Case 3, a watermark independent
from the original geometry was embedded. The watermarked
geometry underwent the following modifications: modifying
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TABLE III
WATERMARKED GEOMETRY IS GENERATED BY ASSIGNING 0.00008 AND 2.1 TO THE PARAMETERS Δ AND a, AS DISCUSSED IN CASE 3 IN SECTION III.

AFTER THE WATERMARKED GEOMETRY HAS BEEN PROCESSED BY THE FOLLOWING MODIFICATIONS, THE EXTRACTED WATERMARKS

ARE COMPARED WITH THE ORIGINAL WATERMARKS TO OBTAIN THE VALUE OF H DEFINED IN (11)

Fig. 5. PMFs of (Δ/2) + ei and ((Δ/2) + ei + Vi)%Δ for the coordinates in the watermarked VRML model of “pavilion,” with a = 2.1 and Δ = 0.037.
(a) PMF of (Δ/2) + ei. (b) PMF of ((Δ/2) + ei + Vi)%Δ.

Fig. 6. PMFs of (Δ/2) + ei and ((Δ/2) + ei + Vi)%Δ for the coordinates in the watermarked VRML model of “pear,” with a = 2.1 and Δ = 0.0007.
(a) PMF of (Δ/2) + ei. (b) PMF of ((Δ/2) + ei + Vi)%Δ.

one vertex position by adding the vector {4Δ, 5Δ, 6Δ}, oppo-
sitely moving two vertices by adding the vector {2Δ, 2Δ, 2Δ}
and {−2Δ,−2Δ,−2Δ}, applying random permutations to
every coordinate in the watermarked geometry according to
Gaussian noise with zero mean and a variance of Δ2/16,
translation, uniformly scaling, and rotation.

A string of bit values were extracted from the modified
geometry, as denoted by W′ = {w′

1, w
′
2, . . . , w

′
3N}, after per-

forming the modifications, respectively. The extraction was also
performed without subtracting the added sequence from the
watermarked geometry. The extracted watermark W′ was com-
pared with the original watermark W = {w1, w2, . . . , w3N} by
using the normalized Hamming distance

H =
1

3N

3N∑
I=1

C (w′
i, wi) (11)

where C(w′
i, wi) is equal to 1 if w′

i = wi and equal to 0 oth-
erwise. By comparing W′ with W using (11), the value of H
was calculated and listed in Table III. When slight modifications
were made, the value of H was less than but close to 1. When
the modifications were global and intense, the extracted values
were greatly different from the embedded ones. The value
was close to 0.75 if the watermark extraction was performed
without subtracting the added sequence, which is distributed
within (−(Δ/2), (Δ/2)). It can be seen that the embedded
watermark was sensitive to all the modifications so that it is
suitable for strict authentication. With a watermark independent
from the original geometry, the geometrical modifications can
be localized. If a hash value generated from the recoverable
content is embedded instead, then the modification can easily
be detected but cannot be localized to the tampered vertices or
points.
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D. Security Enhancement

By generating a PR sequence with a secret key and adding
it to the watermarked object, the PMF of the remainders of the
resulting values modulo the quantization step size is close to
uniform distribution. In addition to Figs. 1 and 2, the PMFs
of (Δ/2) + ei and ((Δ/2) + ei + Vi)%Δ for the coordinates
in the watermarked VRML models of “pavilion” and “pear”
were calculated in the same way, as shown in Figs. 5 and 6,
respectively. The similar results were obtained for the other
VRML models in Table II. Since there is no gap in the PMF of
the remainders after adding the PR sequence, it becomes much
harder to estimate the quantizer employed in the modulation.
Even if the quantization step size is known, the embedded
watermark cannot correctly be extracted without subtracting the
added sequence, as shown in Table III. As the PR sequence
is mixed with the modulation information, it is hard to sub-
tract it from the watermarked object without the secret key.
Therefore, one cannot illegally extract the embedded watermark
and recover the original object. Hence, the security of the
watermarking algorithm has been enhanced by the adoption of
a PR sequence.

VI. CONCLUSION

In this paper, a watermarking algorithm has been proposed
for the objects represented by floating- or fixed-point numbers.
By keeping the modulation information in the watermarked
object, the original object can approximately be recovered,
whereas exact recovery is possible by further exploiting the
redundancy. The security of the algorithm has been analyzed
and enhanced by adding a PR sequence to the watermarked
object. In the recovery process, the added sequence should be
subtracted to extract the watermark and recover the original
object.

We have discussed the applicability of the algorithm. It has
been shown that it is quite suitable for the data obtained in
the measurement. Moreover, it has been applied to 3-D objects
consisting of coordinates to embed some useful information.
The implementation on 3-D VRML models has shown the
efficacy of our algorithm.
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