Lip Segmentation under MAP-MRF Framework with Automatic Selection of Local Observation Scale and Number of Segments
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Abstract—This paper addresses the problem of segmenting lip region from frontal human face image. Supposing each pixel of the target image has an optimal local scale from the segmentation viewpoint, we treat the lip segmentation problem as a combination of observation scale selection and observed data classification. Accordingly, we propose a hierarchical multiscale Markov random field (MRF) model to represent the membership map of each input pixel to a specific segment and local-scale map simultaneously. Subsequently, lip segmentation can be formulated as an optimal problem in the maximum a posteriori (MAP)-MRF framework. Then, we present a rival-penalized iterative algorithm to implement the segmentation, which is independent of the number of predefined segments. The proposed method mainly features two aspects: 1) its performance is independent of the predefined number of segments, and 2) it takes into account the local optimal observation scale for each pixel. Finally, we conduct the experiments on four benchmark databases, i.e., AR, CVL, GTA V, and VidTIMIT. Experimental results show that the proposed method is robust to the segment number that changes with a speaker’s appearance, and can enhance the segmentation accuracy by taking advantage of the local optimal observation scale information.
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a challenging problem involving two major issues. Firstly, almost all existing methods process the whole input image under an invariant global observation scale. However, in the real world, it is quite common that an image is composed of structures with different optimal local observation scales from the segmentation viewpoint [10]. Fig. 2 illustrates the segmentation results obtained by the method proposed in our previous work [11] under different global observation scales. Under the finest scale (see Fig. 2 (b)), the upper lip can be extracted exactly, however the parts around the mouth corners are clearly over-segmented. Although this problem can be tackled under coarser scales (see Fig. 2 (c) and (d)), the upper lip is under-segmented. Moreover, in some other cases, the over- and under-segmentation may even arise simultaneously under the same global scale. Thus, it is hard to solve the problem by simply adjusting the global observation scale.

The selection of the number of segments is another problem in lip segmentation. Almost all the existing methods require pre-assigning the number of segments (also called number of clusters) appropriately, or their performance may result in over- or under-segmentation. An example of the under- and over-segmentation caused by an inappropriately pre-assigned number of segments is shown in Fig. 3. In the task of lip segmentation using color cues, each of the segments is uniform with respect to specific hue characteristics such as lip region, skin region, teeth, and so forth. In practice, it is hard to determine the number of segments exactly beforehand because the appearance of speakers, e.g. mustache, teeth, and tongue, differs. To the best of our knowledge, only the methods proposed in [8] and [12] are somewhat independent of the number of segments. Nevertheless, the lip tracking scheme presented in [8] suggests that the number of segments should be set to two. In [12], the number of clusters is determined by an individual local exhaustive search before segmentation, i.e. there are redundant data traverses which is a typical shortcoming for the real time system.

In this paper, we propose a lip segmentation method to deal with the two problems stated above. We design a hierarchical multi-scale Markov random field (MRF) model, in which the MRF posed on each layer represents the membership map of each input pixel belonging to a specific segment. Then, another MRF is built to represent the local-scale map of the given image in order to introduce the influence of observation into the segmentation result. Based on the two MRFs, we obtain a three-term energy function which involves priori energy of scale, priori energy of label, and likelihood energy. Thus, the lip segmentation task with local scale consideration can be formulated as an optimal problem in the maximum a posteriori (MAP)-MRF framework. An optimal segmentation result can be achieved by minimizing the energy function.

Moreover, considering the possible redundant segments that are caused by assigning the number of segments larger than the ground truth, we will present an iterative rival-penalized algorithm featuring independence from the number of segments when implementing the segmentation. Subsequently, the pixels that fall into the redundant segment can be corrected to the true segment by using the algorithm. We will evaluate the performance of the proposed method in terms of its robustness against the number of segments, segmentation accuracy, and efficiency in comparison with the existing counterparts in four benchmark databases.

The remainder of this paper is organized as follows: Section II provides a review of related works. Section III introduces the MRF model briefly, while Section IV describes the proposed method in detail. Section V shows the experimental results. Lastly, we draw a conclusion in Section VI.

II. A REVIEW OF RELATED WORKS

Related works in the literature based on different theories and methodologies can be roughly summarized into
five categories. The first is the thresholding-based method, which provides a simple way to implement lip segmentation. For instance, the lip segmentation proposed in [13] utilizes two threshold values in Q channel to obtain lip pixel candidates. The works described in [6] and [14] also employ the thresholding-based method to implement lip segmentation. Since the threshold values are determined empirically, such a method is not essentially applicable for cases with complexion difference, appearance of a moustache, and illumination variation. Although thresholding-based lip segmentation has rarely been reported in recent years, it is still commonly used in lip segmentation as a pre- or post-processing step.

The second category is the gradient-based methods that have been utilized widely to extract the lip contour [15]–[17] due to their efficacy in boundary detection. However, the accuracy of the methods is easily affected by false boundary edges.

The third category is the shape template-based methods which include several sophisticated methods such as the active contour model (ACM), the active shape model (ASM), and the active appearance model (AAM). ACM, which is also known widely as the “snake” model, is an energy-minimized deformable spline influenced by constraint (i.e. internal energy) and image forces (i.e. external energy) that pull the spline towards the object contours [18], [19]. ASM-based methods build the point distribution model to represent the shape of a class of objects (i.e. training set), and deform the model to fit an example of the object in a new image. Similarly, AAM-based methods also build a statistical model to represent an object. The model is based not only on the shape, but also on the appearance of the object [2], [20], [21]. Nevertheless, the final segmentation accuracy of such a method depends on the initial template position. Moreover, its performance is somewhat sensitive to the noise boundaries brought by the appearance of moustache and teeth.

The fourth category is the clustering-based segmentation methods. For example, fuzzy C-means (FCM) and K-means clustering-based methods have been employed to perform lip segmentation [22]–[24]. Moreover, the works described in [25]–[27] utilize statistical models, e.g. the Gaussian mixture model (GMM) and FCM, to estimate the lip membership maps as well. Nevertheless, such methods may miscalculate the membership due to similarity and overlap between the lip and non-lip pixels in color space. As a result, lip segmentation methods that depend solely on edge or color information will not deliver satisfactory performance [28]. Liew et al. [29] have therefore proposed a fuzzy clustering algorithm taking spatial restriction into account. This method considers both the distributions of data in feature space and the spatial interactions between neighboring pixels during clustering. Another fuzzy clustering based lip segmentation method proposed in [30] obtains the spatial continuity constraints by using a dissimilarity index that allows spatial interactions between image voxels. Similarly, Leung et al. [31] and Wang et al. [12] deal with lip segmentation using fuzzy clustering with spatial restriction. Although these methods give promising results, their accuracy highly depends on the pre-defined number of segments, whose selection is often a nontrivial task in practice.

The last category is the MRF-based methods that provide an alternative means for lip segmentation by taking into account the spatial restriction. Recently, some architectural modifications on classical MRF have been presented. For instance, Liévin et al. [8], [32], [33] have utilized the multilayer MRF model, i.e. the layers corresponding to adjacent frames in a video sequence, to deal with the lip segmentation and tracking problems. Since each MRF is constructed by the color features of the corresponding frame, this model integrates both hue information and temporal dynamics. Further, Zhang et al. [14], [34] have utilized the MRF model, in which the energy function is composed of both of the color and the edge information to perform the lip segmentation. Moreover, the methods presented in [35] and [36] have also relied on MRF to segment the lip region. Nevertheless, to the best of our knowledge, the two problems stated in Section I, i.e. the local observation scale problem and the dependency problem of the number of segments, have not yet been solved in most of the existing MRF-based lip segmentation methods.

III. AN OVERVIEW OF THE MRF MODEL IN IMAGE SEGMENTATION

This section will briefly introduce the MRF model. Interested readers may refer to [37]–[39] for more details.

Let \( S = \{1, 2, \ldots , s\} \) be the lattice site set of a given image with \( r \) rows and \( c \) columns in pixel, where \( s = r \times c \), and \( O \) is the set of observed data in a space, e.g. gray-scale space, or RGB color space. Thus, we can utilize a random field \( \mathcal{X} = \{X_i = x_i \mid i \in S, x_i \in O\} \) to represent the image, where \( X_i \) denotes the random variable posed in site \( i \). Moreover, since MRF-based image segmentation problems are usually formulated as the labeling problems, we define a label MRF \( \mathcal{F} = \{F_i = f_i \mid i \in S, f_i \in L\} \) to represent the segmentation result, where the label set \( L = \{0, 1, \ldots , m-1\} \) is composed of the segment index, and \( m \) is the number of segments. For the sake of description hereinafter, the probability of event \( F_i = f_i \) is denoted as \( P(f_i) \), while the joint probability \( P(F_1 = f_1, F_2 = f_2, \ldots , F_s = f_s) \) is denoted by \( P(f) \). Based on the definition of MRF, \( \mathcal{F} \) satisfies the Markovianity

\[
P(f_i|F_{S\setminus{i}}) = P(f_i|F_{N_i}),
\]

where \( N_i \) is the set of sites neighboring \( i \).

Within the MAP framework, the optimal label configuration, i.e. the optimal segmentation result, \( f^* = \{f^*_i \mid i \in S\} \) can be obtained by solving the following equation:

\[
f^* = \arg \max_{f \in \Omega^L} P(f \mid x),
\]

where the Cartesian product \( \Omega^L = L \times L \times \cdots \times L = L^s \) is the configuration space of \( \mathcal{F} \) on the site set \( S \), and \( f \) and \( x \) denote a configuration of \( \mathcal{F} \) and \( \mathcal{X} \), respectively. Eq. (2) can be further computed by the following equation:

\[
f^* = \arg \max_{f \in \Omega^L} P(f \mid x). = \arg \max_{f \in \Omega^L} P(x \mid f).
\]

According to the Hammersley-Clifford theorem [37], the prior probability \( P(f) \) can be specified as

\[
P(f) = \frac{1}{Z} e^{-U(f)/T},
\]
where Z is a normalizing constant, and U(f) is the prior energy function. The temperature 𝑇̂ is a constant which will be simply set at 1 hereinafter.

As for the likelihood term P(x | f), similar to Eq. (4), we get

\[ P(x | f) = \frac{1}{Z'} e^{-U(x | f)} \]  

(5)

provided that P(x | f) is Gaussian distributed, where Z' is a normalizing constant and U(x | f) denotes the likelihood energy function.

We define the energy function:

\[ \mathcal{E}(f; x) = U(f) + \alpha U(x | f), \]  

(6)

where the weighting parameter α is introduced to determine the proportion of U(f) to U(x | f) in the entire energy function. Thus, Eq. (3) can be rewritten as

\[ f^* = \arg \min_{f \in \Omega^L} \mathcal{E}(f; x). \]  

(7)

Besag et al. [37] provide a further specified form of the prior energy function:

\[ U(f) = \sum_{c \in C} V_c(f), \]  

(8)

which is the sum of clique potentials \( V_c(f) \) over the set C of all possible cliques. Thus far, a number of optimization methods, e.g., simulated annealing (SA), and iterated conditional modes (ICM), have been utilized to solve Eq. (7).

IV. MRF-BASED IMAGE SEGMENTATION IN VARIOUS SCALES

In this section, we firstly propose a hierarchical multi-scale MRF model. Then, an iterative algorithm to optimize the proposed objective function is introduced, which can perform lip segmentation without knowing the true number of segments beforehand.

A. The Hierarchical Multi-Scale MRF Model

As stated in Section III, a given image can be represented by x, which denotes a configuration of the observation random field \( \mathcal{X} = \{X_i = x_i \mid i \in S, x_i \in O\} \). For convenience of description, the sites set S is mapped into a 2D pixel coordinate \( \{(p_x, p_y) \mid 1 < p_x \leq c, 1 < p_y \leq r\} \) temporarily. Thus, we have \( x_i = x_{p_x, p_y} \) if \( i = (p_y - 1) \cdot r + p_x \).

Based on the scale-space representation [40], an image pyramid can be obtained by:

\[ \tilde{x}_{p_x, p_y}^{(k)} = g_k(p_x, p_y) \star x_{p_x, p_y} \]  

(9)

with

\[ g_k(p_x, p_y) = \frac{1}{2\pi \cdot 2^k} \cdot \exp\left(-\frac{p_x^2 + p_y^2}{2^k + 1}\right), \]  

(10)

where \( \tilde{x}_{p_x, p_y}^{(k)} \) denotes the corresponding observed data of \( x_{p_x, p_y} \) in layer k of the pyramid.

We utilize the notation \( \tilde{x}_{p_x, p_y}^{(k)} \) to represent the image posed in layer k of the pyramid. Since the size of each \( \tilde{x}_{p_x, p_y}^{(k)} \) is different, we further employ interpolation to normalize them to have the same size as the finest layer. The normalized configuration is denoted by \( x_i^{(k)} = x_i^{(k)} | i \in S \). Specifically, let \( x_0 \) be equal to x. An illustration of \( x_i^{(k)}(k = 0, 1, 2) \) is shown in Fig. 4. Since the values in neighboring interpolation nodes are not changed abruptly, the differences among the results obtained by various interpolation methods are small. In this research, the linear interpolation is utilized because of its low computational complexity.

Thus, the traditional MRF-based image representation can be extended into multi-scale space by using a hierarchical model. For arbitrary observation scale k (i.e. the layer k of the image pyramid), there is an observation random field \( \mathcal{X}^{(k)} = \{X_i^{(k)} = x_i^{(k)} | i \in S, x_i^{(k)} \in O\} \). For each \( \mathcal{X}^{(k)} \), there is a corresponding hidden label MRF named \( \mathcal{F}^{(k)} = \{f_i^{(k)} | i \in S, f_i^{(k)} \in L\} \) to represent the segmentation result.

Suppose each pixel of a given image has an optimal local scale from the segmentation viewpoint. Given an image, we further assume that the local scale values compose an MRF

\[ T = \{T_i = t_i \mid i \in S, t_i \in D\}, \]  

(11)

where \( D = \{0, 1, \ldots, d - 1\} \) is the scale value set, in which 0 refers to the finest scale while \( d - 1 \) means the coarsest scale. \( t = \{t_i \mid i \in S, t_i \in D\} \) is the configuration of T. Thus, the observation random field and the corresponding hidden label MRF in the hierarchical model can be further rewritten as

\[ \mathcal{X} = \{X_i^{(t_i)} = x_i^{(t_i)} | i \in S, t_i \in D, x_i^{(t_i)} \in O\} \]  

(12)

and

\[ \mathcal{F} = \{f_i^{(t_i)} = f_i^{(t_i)} | i \in S, t_i \in D, f_i^{(t_i)} \in L\}, \]  

(13)

respectively.

Accordingly, the optimization problem shown in Eq. (2) can be extended by adding the scale configuration as another variable directly:

\[ \{f^*, t^*\} = \arg \max_{f \in \Omega^L, t \in \Omega^D} P(f, t | x), \]  

(14)
where \( \Omega^D = D \times D \times \cdots \times D = D^s \) is the configuration space of the scale MRF \( T \) on the site set \( S \), \( i \) denotes the configuration of scale, and \( t^* \) denotes the optimal scale selection result.

The corresponding energy function can be denoted by

\[
E(f, t; x) = U(t) + \beta U(f^{(t)}) + \gamma U(x^{(t)} | f^{(t)})
\]  
(15)

where \( \beta \) and \( \gamma \) are weighting parameters. The details of the derivation process are given in Appendix I.

We suppose that the observed data, which belong to segment \( j \) and layer \( k \), follow a specific Gaussian distribution with the parameter \( \theta^{(k)}[j] = [\mu^{(k)}[j], \Sigma^{(k)}[j]] \), where \( \mu^{(k)}[j] \) and \( \Sigma^{(k)}[j] \) denote the mean vector and covariance matrix, respectively. Since the content changes usually take place continuously in a video stream, we assume that the difference between \( \theta^{(0)}[j] \), \( \theta^{(1)}[j] \), \ldots, \( \theta^{(d-1)}[j] \) is negligible. Thus, \( \theta^{(k)}[j] \) can degenerate to \( \theta[j] = [\mu[j], \Sigma[j]] \), which is shared by all observed data that fall into the segmentation class \( j \). Thus, the notation of the likelihood energy term, \( U(x^{(t)} | f^{(t)}) \), can be replaced by \( U(x^{(t)} | f^{(t)}; \Theta) \), where \( \Theta = \{ \theta[j] | j \in L \} \). Eq. (15) can be rewritten as

\[
E(f, t; x, \Theta) = U(t) + \beta U(f^{(t)}) + \gamma U(x^{(t)} | f^{(t)}; \Theta).
\]  
(16)

Hereinafter, Eq. (16) is called the objective function. Since \( T \) is an MRF, the prior energy term \( U(t) \) in Eq. (16) can be specified as

\[
U(t) = \sum_{c \in C} \sum_{i \in S} \sum_{l \in L} \left[ 1 - \delta(t_l - t_r) \right] \tag{17}
\]

where \( \delta(\cdot) \) is the Kronecker delta function.

To specify the second term of Eq. (16), we introduce a 3D neighborhood system. Recall the definition of the 2D neighborhood system \( N_i = \{ i’ \in S | |i - i’| \leq rad, i \neq i’ \} \), which represents the spatial restriction between the neighboring sites in a 2D MRF. Since the change of label in specific pixel caused by the minor observation scale variation cannot be abrupt or frequent, it is feasible to assume that the label MRFs on different pyramid layers \( \{ F^{(k)} | k \in D \} \) can be treated as a 3D MRF defined on \( S \). In this MRF, the value at site \( i \) is not only dependent on the values at sites belonging to \( N_i \), but also the values at neighboring sites in the next scale layers. The values in the neighboring sites of \( i \) is \( \{ f^{(k)}_j | i’ \in N_i, k \in D, k' = k, k+1, k-1 \} \). Fig. 5 depicts a 3-D neighborhood system.

Thus, the second term in Eq. (15) can be expressed by

\[
U(f^{(t)}) = \sum_{c \in C} \sum_{i \in S} \sum_{l \in L} \left[ 1 - \delta(f^{(t)}_l - f^{(t)}_i) \right].
\]  
(18)

The likelihood term is specified as

\[
U(x^{(t)} | f^{(t)}; \Theta) = \sum_{i \in S} \left[ (x^{(t)}_i - \mu^{(t)}_i)^T \Sigma^{(t)}_i^{-1} (x^{(t)}_i - \mu^{(t)}_i) \right].
\]  
(19)

where \( T \) denotes the matrix transpose operation.

According to MAP theory, the optimal segment label map \( f^* \) and optimal local-scale map \( t^* \) can be obtained by solving the following equation:

\[
\{ f^*, t^* \} = \arg \min_{f \in \Omega^L \atop t \in \Omega^D} E(f, t; x, \Theta).
\]  
(20)

B. The Proposed Algorithm Without Knowing the Number of Segments

From the practical viewpoint, the true number of segments \( m^* \) in lip segmentation usually varies due to the appearance (e.g. moustache, teeth, and tongue) of speakers, and the estimation bias of \( m^* \) may induce segmentation error. Therefore, we present an algorithm featuring automatic selection of the number of segments to perform lip segmentation within the proposed model.

Suppose each pixel belongs to multiple segments with a different degree of membership when the corresponding observation scale is determined, the membership can be formulated as

\[
i^{(k)}_i[j] = \frac{G(x^{(k)}_i[j]; \theta[j])}{\sum_{j' = 0}^{m-1} G(x^{(k)}_i[j']; \theta[j'])}, i \in S, j \in L, k \in D
\]  
(21)

where \( G(\cdot) \) denotes the Gaussian probability density function (p.d.f.), and \( k \) denotes the scale of the given observation. Given \( k \), there are \( m \) membership sets named \( \{ i^{(k)}_i[0] | i \in S \}, \{ i^{(k)}_i[1] | i \in S \}, \ldots, \{ i^{(k)}_i[m-1] | i \in S \} \). Moreover, as \( k \in \{ 0, 1, \ldots, d - 1 \} \), the number of all possible membership sets is \( m \times d \). When the observation scale at site \( i \), denoted as \( t_i \), is determined, there are only \( m \) membership sets left and denoted by

\[
i^{(t)}_i[j] = \frac{G(x^{(t)}_i[j]; \theta[j])}{\sum_{j' = 0}^{m-1} G(x^{(t)}_i[j']; \theta[j'])}, i \in S, j \in L.
\]  
(22)

When each membership set is viewed as a random field defined on \( S \), they compose a hierarchical model. There are \( m \) layers in this model, and the random field posed in the \( j \)th layer can be represented by \( \{ i^{(t)}_i[j] | i \in S \} \). Then, the value
of label MRF $\mathcal{F}$ is used for representing the segmentation result, which can be specified by

$$f_i = \arg \max_{j \in L} f_i^{(t_0)}[j]. \tag{23}$$

According to Eq. (23), $f_i$ can be regarded as a function with respect to $f_i^{(t_0)}[j]$. Thus, Eq. (18) can be regarded as a function with respect to the configuration $\{f_i^{(t_0)}[j] \mid i \in S, j \in L\}$. For simplicity, we utilize the notation $N_j^+$ to represent the site set $N_j \cup \{i\}$. We employ the following equation to approximate the map between $U(f^{(t)})$ and $f_i^{(t_0)}[j] \mid i \in S, j \in L$:

$$\hat{U}(f^{(t)}) = \sum_{i \in S} \sum_{j \in L} \sum_{i' \in N_j^+} \sum_{i'' \in N_j^+} f_{i'}^{(t_0)}[j] \ln \frac{f_{i'}^{(t_0)}[j]}{f_{i''}^{(t_0)}[j]}.$$

$$\tag{24}$$

Unlike the Kronecker delta function, Eq. (24) utilizes the information entropy-based disorder measurement in the local object system to represent the spatial coherence restriction.

We first initialize the parameter set $\Theta = \{\theta[j] \mid j \in L\}$, the configuration of label MRF $f = \{f_i \mid i \in S, f_i \in L\}$, and the configuration of observation scale MRF $t = \{t_i \mid i \in S, t_i \in D\}$. For each observed data $x_i^{(t)}$, we utilize an iterative method to update $\Theta$ in order to minimize the objective function shown in Eq. (15) while eliminating the redundant segment cluster(s). The proposed method is summarized in Fig. 6, and the detailed implementation is given as follows:

1. The proposed objective function shown in Eq. (15) becomes:

$$E(t; f, x, \Theta) = U(t) + \beta U(f^{(t)}) + \gamma U(x^{(t)} \mid f^{(t)}; \Theta). \tag{25}$$

when $\Theta$ and $f$ are fixed.

We find the scale configuration $\hat{t} = \{\hat{t}_i \mid i \in S\}$ which makes Eq. (25) minimum by ICM. Let $t = \hat{t}$.

2. Fixing $\Theta$ and $t$, calculate $f_i^{(t_1)}[j]$ for each site via Eq. (22).

3. Considering the prior energy term approximated by Eq. (24), we adjust $f_i^{(t_1)}[j]$ to make the local systems $\{f_i^{(t_1)}[j] \mid i' \in N_j^+\}$ reach the highest uncertainty, which provides the spatial restriction, i.e.

$$\hat{f}_i^{(t_1)}[j] = \arg \max (\sum_{i' \in N_j^+} f_{i'}^{(t_1)}[j] \ln [f_{i'}^{(t_1)}[j]] / \sum_{i' \in N_j^+} f_{i'}^{(t_1)}[j]). \tag{26}$$

Let $f_i^{(t_1)}[j] = \hat{f}_i^{(t_1)}[j]$.

4. Update $f_i$ for each site $i$ via Eq. (23).

5. Fixing $f$ and $t$, we rewrite Eq. (15) as

$$E(\Theta; f, t, x) = U(t) + \beta U(f^{(t)}) + \gamma U(\Theta; x^{(t)}, f^{(t)}). \tag{27}$$

Then, we update $\Theta$ for each site $i$ via

$$\hat{\theta}[j_w] = \theta[j_w] - \eta_w \frac{\partial E(\Theta; f, t, x)}{\partial \theta[j_w]} |_{\theta[j_w]}, \tag{28}$$

and

$$\hat{\theta}[j_r] = \theta[j_r] + \eta_r \cdot \partial E_i^{(t)}[j_{w_r}, j_r] \cdot 1_{[0, +\infty]}(\partial E_i^{(t)}[j_{w_r}, j_r]) \frac{\partial E(\Theta; f, t, x)}{\partial \theta[j_r]} |_{\theta[j_r]}, \tag{29}$$

where $j_w = \arg \max_{j \in L} f_i^{(t_1)}[j], j_r \in L$ but $j_r \neq j_w, \eta_w$ and $\eta_r$ are two positive numbers which denote the learning rate and penalty rate, respectively. Let $\theta[j_w] = \hat{\theta}[j_w], \theta[j_r] = \hat{\theta}[j_r], \text{ and } \partial E_i^{(t)}[j_{w_r}, j_r]$ represent the penalty strength, which is an entropy difference-based measurement of the similarity defined by:

$$\partial E_i^{(t)}[j, j'] = E_i^{(t)}[j] - E_i^{(t)}[j'], \tag{30}$$

where

$$E_i^{(t)}[j] = -\frac{1}{n} \sum_{i' \in N_j^+} \frac{f_{i'}^{(t_1)}[j]}{i', j] \ln \frac{f_{i'}^{(t_1)}[j]}{i', j]} \sum_{i'' \in N_j^+} f_{i''}^{(t_1)}[j], i \in S, j \in L, t_i \in D, \tag{31}$$

and

$$E_i^{(t)}[j, j'] = \frac{1}{2n} \left[ \frac{f_{i'}^{(t_1)}[j]}{i', j]} \cdot \ln \frac{f_{i''}^{(t_1)}[j]}{f_{i''}^{(t_1)}[j']} \left( \frac{f_{i'}^{(t_1)}[j]}{f_{i''}^{(t_1)}[j']} \right) \right] \sum_{i'' \in N_j^+} f_{i''}^{(t_1)}[j'] \sum_{i'' \in N_j^+} f_{i''}^{(t_1)}[j'], i \in S, j \in L, j' \in L, t_i \in D \text{ and } j \neq j'. \tag{32}$$
Moreover, $1_{[0, +\infty)}(\delta E^i_t(j_w, j_r))$ denotes the step function given by

$$1_{[0, +\infty)}(\delta E^i_t(j_w, j_r)) = \begin{cases} 1, & \delta E^i_t(j_w, j_r) \in [0, +\infty), \\ 0, & \text{otherwise}. \end{cases}$$

The above steps 1-5 are implemented iteratively until $f$ and $t$ converge.

C. Postprocessing

Let the index of lip segment layer be denoted by $j^*$, and the lip membership set be:

$$lip = \{j_i[j^*] | i \in S\}. \quad (34)$$

For convenience of description, we map the sites set $S$ into a 2D coordinate $\{(p_x, p_y) | 1 \leq p_x \leq c, 1 \leq p_y \leq r\}$ again. Thus, $lip$ can be rewritten as

$$lip = \{(p_x, p_y) | 1 \leq p_x \leq c, 1 \leq p_y \leq r\}. \quad (35)$$

Suppose that the lip region is not connected to the border of the image, the morphological reconstruction-based method in [41] is employed to suppress border connected noise structures. For the positive elements in the reconstruction result, a threshold selection method proposed in [42] is utilized to bring a binary version of $lip$. Furthermore, we utilize the morphological opening with $3 \times 3$ structuring element and denote the result as $bin$.

For the foreground elements in $bin$, the corresponding positions

$$\{(p_x, p_y) | bin(p_x, p_y) = 1, 1 \leq p_x \leq c, 1 \leq p_y \leq r\}$$

are organized by a matrix $M$ as follows:

$$M = \begin{bmatrix} p_{x1} & p_{y1} \\ p_{x2} & p_{y2} \\ \vdots & \vdots \\ p_{xl} & p_{yl} \end{bmatrix} \quad (37)$$

where $l$ is the number of foreground elements in $bin$, and $bin(p_x, p_y)$ denotes the binary value of $bin$ posed in $(p_x, p_y)$.

Then, the eigenvectors and eigenvalues of the covariance matrix of $M$ can be calculated. We can further obtain an ellipse whose position and inclination are defined by the eigenvectors. Furthermore, the length of major and minor axes are defined by the 1.5 times square root of their corresponding eigenvalues, respectively. Consequently, two horizontal lines crossing the highest and lowest points of the ellipse are obtained. The continued objects on the outside of the two lines are masked out then.

V. EXPERIMENTS

A. Databases, Counterparts and Performance Measurement

To show the performance of the proposed approach under different capture environments, we utilized four benchmark face databases: (1) AR [43], (2) CVL [44], (3) GTA V [45], and (4) VidTIMIT [46]. For each image, the part of the face between nostril and chin is clipped by a $128 \times 128$ (AR, CVL and VidTIMIT) or $64 \times 64$ (GTAV) pixel window as the source of segmentation experiment. Fig. 7 shows some samples of the clipped source images used in the experiments. It can be seen that the images from different databases have different illumination condition, color temperature, skin color, and moustache.

In our experiments, we compared the proposed method with three existing counterparts, denoted as Lievin04 [8], Liang06 [47] and Wang07 [12], respectively. Lievin04 is an MRF-based lip segmentation and tracking method, which is robust against the number of segments. This method is designed to deal with the image sequence. Thus, it was utilized directly in the VidTIMIT database in our experiments. However, for the databases AR, CVL and GTAV, composed by separate images, it was utilized with a slight modification. It is believed that segmenting the lip from one separate image can be regarded as a special case of lip tracking from two adjacent frames. Thus, when Lievin04 was employed in the separate image databases, a given image was assigned to frame $t$ and $t-1$ simultaneously in Lievin04’s model.

Liang06 is a multi-scale MRF-based image segmentation with automatic selection of the number of segments. Although this method is designed for texture image segmentation rather than lip segmentation, its characteristics, e.g. multi-MRF-based and the independence from the number of segments, are similar to the proposed method. Wang07 is a typical spatial fuzzy clustering (SFC)-based lip segmentation with automatic selection of the number of segments. Analogous to the proposed method, it also consider the spatial restriction.

To evaluate the performance of the algorithms, two measures defined in [29] were used. The first measure

$$OL = \frac{2(A_1 \cap A_2)}{A_1 + A_2} \times 100\% \quad (38)$$
determines the percentage of overlap between the segmented lip region $A_1$ and the ground truth $A_2$. The second measure is the segmentation error ($SE$) defined as

$$SE = \frac{OLE + ILE}{2 \times TL} \times 100\%, \quad (39)$$

where $OLE$ is the number of non-lip pixels classified as lip pixels (i.e. outer lip error), $ILE$ is the number of lip-pixels classified as non-lip ones (inner lip error), and $TL$ denotes the number of lip-pixels in the ground truth.

The ground truth of each image was obtained by manual segmentation. Due to the resolution and illustration condition, the lip region near boundary is often hard to classify, even by a human being. Under the circumstances, two volunteers were invited to segment the ground truth independently and each experiment was evaluated using the two corresponding ground truths.

**B. Model Parameter Initialization**

In the first two experiments in Sub-section V.C, the label set was estimated by $\hat{L} = \{0, 1, \ldots, 9\}$, i.e. the pre-assigned number of segments $\hat{m}$ was set at 10, which could provide enough margin for the lip segmentation. Then, we randomly selected $\hat{m}$ pixels in the source image and utilized their observed values to initialize the mean vectors, i.e.

$$\mu[j] = x_{\text{rand}(S)}, \quad j \in \hat{L}, \quad (40)$$

where $\text{rand}(S)$ denotes a random element in set $S$.

Meanwhile, the covariance matrixes were initialized at

$$\Sigma[j] = \begin{bmatrix} 100 & 0 \\ 0 & 100 \end{bmatrix}, \quad j \in \hat{L}. \quad (41)$$

The configuration of the local-scale MRF $T$ was pre-assigned by $\{T_i = 0 \mid i \in S\}$. All pixels were observed initially under the finest scale. In addition, we utilized a Cartesian Coordinate-based version of HSV color space as our observation space $O$ because HSV color space resembles the way human beings perceive color information [48]. Specifically, we first transformed the original image into the HSV color space. The hue, saturation, and value component for site $i$ were denoted by $h_i$, $s_i$ and $v_i$, respectively. Note that the $v_i$ component only conveys the luminance information, which may be affected by illumination. Moreover, it is hard to discriminate between some regions with deep color in the $v_i$ channel (e.g. the hues of lip and moustache are evidently different, but the luminance values are similar). Thus, we utilized $h_i$ and $s_i$ components only. Since the calculation of the proposed method is based on Euclidean distance, we transformed the $h_i$ and $s_i$ components from the Polar Coordinate system to the Cartesian Coordinate system accordingly. That is, for each site, we let the observed data be:

$$x_i = [s_i \cdot \cos(2\pi \cdot h_i), s_i \cdot \sin(2\pi \cdot h_i)]^T. \quad (42)$$

There are also four other parameters whose values should be determined: $\beta$, $\gamma$ (see Eq. (16)), $\eta_w$ (see Eq. (28)) and $\eta_r$ (see Eq. (29)). According to usual practice, the learning rates $\eta_w$ and $\eta_r$ are set at 0.01 and 0.001 by a rule of thumb, respectively. For the two weighting parameters $\beta$ and $\gamma$, we utilize the following method to select their optimal values:

1. Let $W = \{0.1 \times k \mid k \in \{1, 2, \ldots, 100\}\}$. The Cartesian product $W \times W$ can be regarded as the value space for $(\beta, \gamma)$.
2. We randomly select $\tilde{N}$ images from four databases as a training set. Note that the training set is disjoint to the testing set utilized in Sub-section V.C. Fixing $\beta$ and $\gamma$, respectively.

Fig. 8. A snapshot of lip segmentation results obtained by the proposed method. The images in (a), (b), (c) and (d) are from AR, CVL, GTA V and VidTIMIT databases, respectively. In each sub-figure, the first row shows the source images, and the second row is the corresponding results.
for the $i$th image, we calculate its $OL$ value which is denoted by $OL_i(\beta, \gamma)$.

3. The optimal selection of $\beta$ and $\gamma$ can be obtained by

$$(\beta^*, \gamma^*) = \arg \min_{(\beta, \gamma) \in W} \sum_{i=1}^{\hat{N}} ||OL_i(\beta, \gamma) - 1||_2.$$  

In this paper, we arbitrarily set $\hat{N}$ at 50, under which the values of $\beta^*$ and $\gamma^*$ we obtained were 2.2 and 1.9, respectively. Subsequently, we will fix and utilize them to evaluate the proposed approach in Sub-section V.C.

C. Experimental Results

To evaluate the performance of the proposed method under different capture environments, i.e., illumination condition, color temperature, and complexion, we conducted experiments. In Experiment 1, we selected 200 images in total from AR, CVL, GTA V and VidTIMIT databases (i.e., 50 from each). For the images from the same database, the average $OL$ and $SE$ were calculated. A snapshot of lip segmentation results is shown in Fig. 8. We also compared three existing counterparts stated in the previous sub-section with the proposed method. Table I lists the average $OL$ and $SE$ values obtained by these four methods.

Furthermore, in Experiment 2, we randomly selected 50 images from all four databases to evaluate the actual running time of these four methods. All experiments were conducted under MATLAB R2010a on a computer with the configuration as follows:

- CPU: Intel(R) Core(TM)2 Duo CPU E7500 @2.93GHz;
- RAM: 4.00GB;
- OS: Microsoft Windows 7 with 64-bit Version.

The mean values and standard deviations of their running times are shown in Table II. It can be seen that the proposed method runs much faster than Wang07 in all cases we have tried so far. Furthermore, the running time of the proposed method is faster than Lievin04 in most cases, except for the GTA V database, although it is slightly slower than Liang06.

In addition, to further investigate the robustness of the proposed method against the number of segments, we repeated the first experiment with $\hat{m} = 3, 4, \ldots, 12$ in Experiment 3. Table III lists the average $OL$ and $SE$ on the different image groups and $\hat{m}$. It can be seen that the segmentation performance of the proposed approach is robust against $\hat{m}$ in all cases we have tried so far.
Fig. 9. Segmentation results obtained by Liang04 with the parameter $\gamma = 165$ based on the clips of source images: (a) 026 – MVC – 007 F and (c) 038 – MVC – 007 F in CVL, respectively, while (b) and (d) are the corresponding segmentation results.

Fig. 10. Segmentation results obtained by Liang06 with different pre-defined numbers of segments. (a) is a clip of source image $m – 004 – 8$ in AR, (b), (c), and (d) are the segmentation results obtained by Liang06 with three (i.e. an appropriate number of segments), two and four segments, respectively.

D. Discussion

In the original model of Lievin04, the threshold parameter $\gamma$ is a constant value, which, however, often leads to over- or under-segmentation in the datasets we have utilized. Under the circumstances, we have adaptively selected the value to match different images when implementing Lievin04. For example, for the clip of 026 – MVC – 007 F in CVL, which is shown in Fig. 9 (a), the lip region can be extracted accurately by Lievin04 with $\gamma = 165$ as shown in Fig. 9 (b). However, the clip of 038 – MVC – 007 F in CVL (see Fig. 9 (c)) is over-segmented as shown in Fig. 9 (d) if we leave $\gamma$ unchanged.

Liang06 utilizes the variance ratio (VR) criterion [49], which is also known as Fisher’s criterion, to estimate the number of segments online. However, this method often leads to a poor estimate of the number of segments in the cases we have tried so far. In previous experimental comparative studies, the results of Liang06 were demonstrated with an appropriate pre-defined number of segments. In fact, the performance of Liang06 depends highly on the selection of the number of segments. A corresponding example is shown in Fig. 10. Obviously, the lip can be segmented accurately when the number of segments is select correctly as shown in Fig. 10 (b). Nevertheless, a bias of the estimation of the
number of segments will generally lead to under- or over-segmentation as shown in Fig. 10 (b) and (c). By contrast, the proposed method utilizing a rival-penalized mechanism features the automatic selection of the number of segments as long as \( \tilde{m} \) is no less than \( m^* \).

In the comparative study, Wang07 worked quite well and even slightly better than the proposed method in the cases of AR and CVL in Table I. Nevertheless, such results were obtained by using the size of image clips as suggested in [12] (see Fig. 11 (b)) rather than the other sizes such as 128 × 128 or 64 × 64. In fact, our empirical studies have also found that the performance of Wang07 somewhat depends on the size of image clips. For example, if we utilized the 128 × 128 image from AR as the input, the segmentation results given by Wang07 deteriorate, as shown in Fig. 11 (c). In contrast, the proposed method is robust against the clip size and always gives the correct result, as shown in Fig. 11 (d).

Although the proposed method shows the promising results in most cases, the teethridge and tongue may be classified into the lip segment as shown in Fig. 12 because the visible tongue or teethridge has a similar value to the lip in the observation space. From the theoretical viewpoint, this kind of problem is hard to circumvent by a color analysis-based segmentation method. One feasible way to tackle this problem is to integrate prior shape modeling with the proposed method. We shall leave this for future work.

Another issue to be discussed here is the segmentation error caused by the selection of parameters. Four parameters are utilized in our method: \( \beta, \gamma, \eta_w \) and \( \eta_r \). For simplicity, their values can be selected by a rule of thumb. As soon as they are fixed, there is no need to adjust them for different images. Although the proposed method is robust against these parameters to a certain level as long as they are not changed significantly, it is necessary to explain the influence of parameters upon segmentation accuracy. In Eq. (16), \( \beta \) and \( \gamma \) are weighting parameters to determine how much each component contributes to the whole energy function. With different values, segmentation results may fall into the following six cases.

### TABLE IV
THE VARIATION OF OL AND SE CAUSED BY THE WEIGHTING CHANGE OF \( U(t) \)

| \((\beta, \gamma)\) | \((0.2, 0.2)\) | \((0.4, 0.4)\) | \((0.6, 0.6)\) | \((0.8, 0.8)\) | \((1, 1)\) | \((2, 2)\) | \((4, 4)\) | \((6, 6)\) | \((8, 8)\) | \((10, 10)\) |
|---|---|---|---|---|---|---|---|---|---|
| OL | 85.6% | 89.3% | 89.5% | 90.3% | 91.4% | 90.7% | 89.0% | 52.7% | 41.1% | 34.5% |
| SE | 13.3% | 12.4% | 15.3% | 14.5% | 14.9% | 11.5% | 17.0% | 63.1% | 113.8% | 137.5% |

### TABLE V
THE VARIATION OF OL AND SE CAUSED BY THE WEIGHTING CHANGE OF \( U(f^{(t)}) \)

| \((\beta, \gamma)\) | \((0.2, 0.2)\) | \((0.4, 0.4)\) | \((0.6, 0.6)\) | \((0.8, 0.8)\) | \((1, 1)\) | \((2, 2)\) | \((4, 4)\) | \((6, 6)\) | \((8, 8)\) | \((10, 10)\) |
|---|---|---|---|---|---|---|---|---|---|
| OL | 28.5% | 32.2% | 59.0% | 73.5% | 91.7% | 90.7% | 87.5% | 86.0% | 84.9% | 81.7% |
| SE | 291.0% | 210.5% | 103.4% | 27.6% | 13.1% | 11.5% | 21.8% | 24.4% | 33.5% | 25.7% |

### TABLE VI
THE VARIATION OF OL AND SE CAUSED BY THE WEIGHTING CHANGE OF \( U(x^{(t)} | f^{(t)}) \)

<table>
<thead>
<tr>
<th>((\beta, \gamma))</th>
<th>((2, 10))</th>
<th>((2, 8))</th>
<th>((2, 6))</th>
<th>((2, 4))</th>
<th>((2, 2))</th>
<th>((2, 1))</th>
<th>((2, 0.8))</th>
<th>((2, 0.6))</th>
<th>((2, 0.4))</th>
<th>((2, 0.2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>OL</td>
<td>86.9%</td>
<td>87.5%</td>
<td>89.7%</td>
<td>90.1%</td>
<td>90.7%</td>
<td>91.1%</td>
<td>91.3%</td>
<td>91.1%</td>
<td>91.1%</td>
<td>91.1%</td>
</tr>
<tr>
<td>SE</td>
<td>25.3%</td>
<td>21.3%</td>
<td>19.8%</td>
<td>13.2%</td>
<td>11.5%</td>
<td>11.9%</td>
<td>22.3%</td>
<td>71.9%</td>
<td>120.1%</td>
<td>194.0%</td>
</tr>
</tbody>
</table>

### TABLE VII
THE SEGMENTATION RESULT AND CONVERGENCE EPOCH OBTAINED BY DIFFERENT \( \eta_w \) (\( \eta_r \) IS FIXED TO 0.001)

<table>
<thead>
<tr>
<th>( \eta_w ) (( \eta_r ) = 0.001)</th>
<th>OL</th>
<th>SE</th>
<th>epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.004</td>
<td>91.2%</td>
<td>10.3%</td>
<td>10.5</td>
</tr>
<tr>
<td>0.008</td>
<td>91.3%</td>
<td>10.8%</td>
<td>9.8</td>
</tr>
<tr>
<td>0.01</td>
<td>91.3%</td>
<td>10.7%</td>
<td>9.5</td>
</tr>
<tr>
<td>0.012</td>
<td>91.3%</td>
<td>10.7%</td>
<td>9.4</td>
</tr>
<tr>
<td>0.014</td>
<td>91.3%</td>
<td>10.6%</td>
<td>9.4</td>
</tr>
<tr>
<td>0.02</td>
<td>91.3%</td>
<td>12.7%</td>
<td>8.7</td>
</tr>
<tr>
<td>0.04</td>
<td>75.5%</td>
<td>43.0%</td>
<td>6.1</td>
</tr>
<tr>
<td>0.1</td>
<td>12.9%</td>
<td>140.2%</td>
<td>4.8</td>
</tr>
</tbody>
</table>

1. \( U(t) \) is over-weighted. During the segmentation procedure, local scales may be unified gradually because the smooth constraint of local scales is dominant in the whole energy function. Under extreme conditions, the proposed model may degenerate to a scale fixed one.
2. \( U(t) \) is under-weighted. The scale configuration calculation is sensitive to noise (especially pepper and salt noise) because the priori information (e.g. spatial relationship) of local scales is ignored.
3. \( U(f^{(t)}) \) is over-weighted. Under-segmentation may occur because the smooth constraint of labels is dominant in the whole energy function. Under extreme conditions, all pixels may be classified into one segment.
4. \( U(f^{(t)}) \) is under-weighted. The segmentation result is sensitive to noise (especially pepper and salt noise) because the priori information (e.g. spatial relationship) of labels is ignored.
5. \( U(x^{(t)} | f^{(t)}) \) is over-weighted. The feature modeling component is dominant in the whole energy function. The proposed model may degenerate to the MAP estimation because all priori terms (e.g. spatial relationship) are ignored.
6. \( U(x^{(t)} | f^{(t)}) \) is under-weighted. The segmentation accuracy may degrade significantly because the
observation values that play the foundation role in segmentation task are ignored.

To show the segmentation error caused by weighting parameter selection quantitatively, we conduct an experiment with different $\beta$ and $\gamma$ based on the six cases above. The input of this experiment is 30 images randomly selected from the four databases, i.e. AR, CVL, GTAV and VidTIMIT. Experimental results in terms of average OL and SE are shown in Table IV - Table VI. Each table represents the variation of segmentation result caused by changing of one energy function component weighting (i.e. from over- to under-weighted). Fig. 13 illustrates the samples of segmentation results obtained when each energy function component is over- and under-weighted.

As for $\eta_w$ and $\eta_r$, $\eta_w$ controls the learning speed of the “true” segment centroid, and $\eta_r$ controls the speed of driving the redundant segment centroid far from the observation data in the feature space. If the values selected are too small, the convergence time may be very long. However, if the values are too large, the segmentation result may not be reached smoothly. From the practical viewpoint, the learning rate and penalty rate can generally be assigned to a small positive constant. Table VII and Table VIII show the segmentation accuracy, and the number of epochs needed for learning convergence (simply called convergence epoch) obtained with different $\eta_w$ and $\eta_r$. The input of this experiment is ten images randomly selected from the four databases: AR, CVL, GTAV
TABLE VIII
THE SEGMENTATION RESULT AND CONVERGENCE EPOCH
OBTAINED BY DIFFERENT $\eta_r$ ($\eta_o$ is fixed to 0.01)

<table>
<thead>
<tr>
<th>$\eta_r$ ($\eta_r = 0.01$)</th>
<th>OL</th>
<th>SE</th>
<th>epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0004</td>
<td>91.3%</td>
<td>10.1%</td>
<td>10.5</td>
</tr>
<tr>
<td>0.0008</td>
<td>91.2%</td>
<td>10.8%</td>
<td>9.9</td>
</tr>
<tr>
<td>0.001</td>
<td>91.3%</td>
<td>10.7%</td>
<td>9.5</td>
</tr>
<tr>
<td>0.002</td>
<td>91.2%</td>
<td>10.7%</td>
<td>9.5</td>
</tr>
<tr>
<td>0.004</td>
<td>91.2%</td>
<td>10.5%</td>
<td>9.3</td>
</tr>
<tr>
<td>0.01</td>
<td>34.3%</td>
<td>121.6%</td>
<td>5.1</td>
</tr>
<tr>
<td>0.02</td>
<td>24.2%</td>
<td>230.5%</td>
<td>4.7</td>
</tr>
</tbody>
</table>

and VidTIMIT. The samples of over-learning caused by $\eta_o$ and $\eta_r$ are illustrated in Fig. 14 and Fig. 15, respectively.

VI. CONCLUSION

We have proposed a local-scale dependent segmentation model within the MAP-MRF framework. In this model, the classical energy function in MAP-MRF-based segmentation has been extended by adding an observation scale variable for each site. Then, an automatic lip segmentation method has been presented, featuring automatic selection of the appropriate scale configuration and the number of segments simultaneously. Experimental results have shown the efficacy of the proposed method in comparison to the existing counterparts.

APPENDIX I

Based on the Bayesian rule, Eq. (14) can be further expressed as

$$\{f^*, t^*\} = \arg \max_{f \in \Omega^L, t \in \Omega^D} P(f | t) \cdot P(f | t) \cdot P(x | f, t).$$

(44)

Under the proposed hierarchical model, we have $x_i = x_i(t)$ and $f_i = f_i(t)$ when $t = \{t_i | i \in S \} \in D$ is determined. The conditional terms can be rewritten as:

$$P(f | t) = P(f_1 = f_1(t_1), f_2 = f_2(t_2), \ldots, f_s = f_s(t_s)),$$

(45)

and

$$P(x | f, t) = P(x_1 = x_1(t_1), x_2 = x_2(t_2), \ldots, x_s = x_s(t_s), f_1 = f_1(t_1), f_2 = f_2(t_2), \ldots, f_s = f_s(t_s)).$$

(46)

Thus, Eq. (44) can be described as:

$$\{f^*, t^*\} = \arg \max_{\{f_i(t_i) | i \in S\} \in \Omega^L, (t_i | i \in S) \in \Omega^D} P(f_1 = f_1(t_1), f_2 = f_2(t_2), \ldots, f_s = f_s(t_s)).$$

(47)

According to the Hammersley-Clifford theorem, Eq. (47) can be written in the form of energy function $U(f)$:

$$\{f^*, t^*\} = \arg \min_{(f_i(t_i) | i \in S) \in \Omega^L, (t_i | i \in S) \in \Omega^D} U(T_1 = t_1, T_2 = t_2, \ldots, T_s = t_s) + \beta U(f_1 = f_1(t_1), f_2 = f_2(t_2), \ldots, f_s = f_s(t_s)) + \gamma U(x_1 = x_1(t_1), x_2 = x_2(t_2), \ldots, x_s = x_s(t_s))$$

(48)

$$= x_s(t_s) | f_1 = f_1(t_1), f_2 = f_2(t_2), \ldots, f_s = f_s(t_s))$$

where $\beta$ and $\gamma$ are the weighting parameters, and the equation

$$\mathcal{E}(f, t) = U(T_1 = t_1, T_2 = t_2, \ldots, T_s = t_s) + \beta U(f_1 = f_1(t_1), f_2 = f_2(t_2), \ldots, f_s = f_s(t_s)) + \gamma U(x_1 = x_1(t_1), x_2 = x_2(t_2), \ldots, x_s = x_s(t_s))$$

(49)

can be denoted by

$$\mathcal{E}(f, t) = U(t) + \beta U(f(t)) + \gamma U(x(t) | f(t)).$$

(50)

When $x$ is regarded as a parameter, we can obtain Eq. (15).
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