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Data mining on graphics processors

--weekly report

For the previous week, I mainly read data mining on GPU related papers and took some course including on-line CUDA programming.
1 Reading

1) K-Means on commodity GPUs with CUDA
This paper proposed a novel Single Instruction Multiple Data architecture processors (GPUs) based k-means algorithm. In order to speed up the compute-intensive portions of traditional k-means, the algorithm parallel deals with the objects assignment and k centrioids recalculation in GPU, implemented with CUDA. 
The frame of the algorithm is shown as Fig.1. The data objects assignment and k centroids recalculation are performed in GPU, making use of the multi-thread capability of GPU. The algorithm achieves a speedup of 27-56 on clustering and a speedup of 8-14 on the total execution.
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Figure 1 GPU-based k-means.
While the paper gives a feasible GPU-based k-means algorithm, it suffers from a bad comparison, since it only compares with the CPU-based algorithm and it does exist other GPU-based k-means algorithms, including GPUMiner and the algorithm proposed by S. Che et al.  Besides, the paper does not talk about the precision of the algorithm, while keeping the precision of the data mining algorithm is the bottom line of its feasibility. 
2) Fast Support Vector Machine Training and Classification on Graphics Processors

The paper describes a solver for SVM training, using SMO algorithm, and achieves speedups of 5-32 over LibSVM running on a high-end traditional processor. The paper also presents a system for SVM classification and achieves speedups of 120-150 over LibSVM.
The paper firstly introduces the SMO algorithm, as shown is Fig.2. One of the compute-intensive part is the calculation of f according to the equation shown as Fig.3.
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Figure 2 Sequential Minimal Optimization Algorithm
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Figure 3 calculation of f.
Then, the paper implements the GPU-based SVM with CUDA, using a Map-Reduce parallel pattern, which maps the data objects to each thread and reduce the results of each thread. The paper chooses several data sets to show the effect of GPU-based algorithm, as shown in Fig.4. The speedup is 5 to 32.
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Figure 4 comparison of GPU vs LivSVM solve times
The paper designs an efficient GPU-based algorithm to accelerate the SVM training and classification, and compares with the LibSVM in several data sets with a credible result. However, the paper should also compare with other parallel algorithms on CPU to show the power of GPU and compare with other GPU-based algorithms if there are to show its own advantages. 
2 research plan
1) Read related papers

a. GPU, data mining, bioinformatics;

2) Listen to the on-line class about CUDA

a. One class each day;

b. Do the experiment.

3) Read our k-means code and try to speed it up

a. Learn from Kaiyong and discuss with him more

4) Try protein identification on GPU
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