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Abstract 
 

Machine learning has become pervasive across numerous critical industries, where ensuring their 

trustworthiness is a paramount concern. This necessity motivates a broad discussion about trustworthy 

machine learning, particularly emphasizing the robust, explainable, and safe deployment of various models. 

This thesis focuses specifically on the safety aspect, discussing strategies to detect and remove harmful 

behaviors in machine learning models. We trace the evolution from traditional deep models to the advent of 

large-scale foundation models, highlighting the ongoing explorations of safety in trustworthiness. Our 

discussion on detecting harmful behaviors centers on out-of-distribution (OOD) detection. This process 

involves identifying semantic shifts where classification models are unable to make right predictions, thereby 

preventing subsequent mistakes. We begin by exploring the consequences of the inherent distribution 

discrepancies between training-time (surrogate) and real OOD data, and then examine strategies to mitigate 

these effects from both theoretical and practical perspectives. Our investigation into removing harmful 

behaviors focuses on LLM unlearning, particularly to prevent the generation of content that breaches privacy 

and copyright regulations. We begin by establishing reliable criteria to evaluate and compare the effectiveness 

of various unlearning techniques. Beyond mere evaluations, we further propose tools to analyze the dynamics 

and model behaviors associated with unlearning, identifying open questions in research and exploring ways to 

address these shortcomings. In conclusion, this thesis has rigorously examined the essential aspects of 

detecting and mitigating harmful behaviors to ensure the safety of practical machine learning applications. By 

linking deep learning and foundation models and offering both practical solutions as well as theoretical 

insights into current challenges, this thesis aims to laying the groundwork for future research and development 

in trustworthy machine learning models. 
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