Open-world Visual Computing with Foundation Models: A Prompt Learning Perspective

ABSTRACT

Open-world visual recognition poses several challenges that hinder the widespread adoption of machine learning models. These include domain shifts that create a disparity between training and testing data distributions, limited data that provides only a few labeled examples for model tuning, and zero-shot learning that requires the model to utilize metadata (e.g., text) to predict new categories, among others. In this talk, I will present a series of studies aimed at addressing these challenges in open-world visual recognition using a unified architecture based on foundation models. These models are gigantic neural networks that are pre-trained on broad multimodal data and can be extremely difficult to fine-tune. Specifically, I will discuss how to adapt vision foundation models using simple prompt learning methods that involve modifying a small number of input space parameters rather than fine-tuning the entire model.
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