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ABSTRACT

New deep learning techniques keep improving accuracy on many benchmark tasks.
However, deep neural networks' weaknesses have been criticized for a while. As we chase
higher accuracy, we must also think about balancing accuracy and robustness. In this talk,
I'll present our recent work on making neural networks more resistant to attacks. We're
asking: if we have a well-trained accurate neural network, how can we make it tougher
against attacks without spending too much? Specifically, for the latest vision transformer
neural networks, how can we regain the balance between accuracy and toughness? We'll
go back to the start of network training and suggest a novel random approach. This
method naturally makes the network more resistant to attacks.
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