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ABSTRACT

Imitation learning (IL) has shown great’
robot control. However, traditional IL methodk
specific type of behavior since demonstrati ( l ort:espo d :ng
expert. In" this work,"we introduce the first genericfr ewor Quali y/D{ |ty
Imitation Learnirig (QD-IL), which enables the agent to broa IIL

from limited demonstrations. Our framework integrates the prlncjes of quallty
diversity with advérsarial imitation learning (AIL) methods, and can potentially
“improve _ahy’ inverse reinforcement learning (IRL) method. Empirically, our
framework significantly improves the QD performance of GAIL and VAIL on the
challenging continuous control tasks derived from Mujoco environments. Moreover,

our method even achieves 2x expert performance in the Humanoid environment.

o} . »

7
/

vario appllcatlons w
de&g@tﬁo/le/a, I on

| SPEAKER’S REGISTER NOW

BIOGRAPHY

Enquiries: 3411-2385 Email: comp@comp.hkbu.edu.hk Website: https://bit.ly/bucs-events


https://www.comp.hkbu.edu.hk/v1/?page=seminars&id=801&bio=1
https://www.comp.hkbu.edu.hk/v1/?page=seminars&id=801&register

