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ABSTRACT

Modern DNNs often include a huge number of parameters that are expensive for
both computation and memory. Pruning can significantly reduce model complexity
and lessen resource demands, and less complex models can also be easier to explain
and interpret. In this paper, we propose a novel pruning algorithm, Cluster-
Restricted Extreme Sparsity Pruning of Redundancy (CRESPR), to prune a neural
network into modular units and achieve better pruning efficiency. With the Hessian
matrix, we provide an analytic explanation of why modular structures in a sparse
DNN can better maintain performance, especially at an extreme high pruning ratio.
In CRESPR, each modular unit contains mostly internal connections, which clearly
shows how subgroups of input features are processed through a DNN and eventually
contribute to classification decisions. Such process-level revealing of internal working
mechanisms undoubtedly leads to better interpretability of a black-box DNN model.
Extensive experiments were conducted with multiple DNN architectures and
datasets, and CRESPR achieves higher pruning performance than current state-of-
the-art methods at high and extremely high pruning ratios. Additionally, we show
how CRESPR improves model interpretability through a concrete example.
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