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Abstract—The two underlying requirements of face age progression, i.e. aging accuracy and identity permanence, are not well studied
in the literature. This paper presents a novel generative adversarial network based approach to address the issues in a coupled
manner. It separately models the constraints for the intrinsic subject-specific characteristics and the age-specific facial changes with
respect to the elapsed time, ensuring that the generated faces present desired aging effects while simultaneously keeping personalized
properties stable. To ensure photo-realistic facial details, high-level age-specific features conveyed by the synthesized face are
estimated by a pyramidal adversarial discriminator at multiple scales, which simulates the aging effects with finer details. Further, an
adversarial learning scheme is introduced to simultaneously train a single generator and multiple parallel discriminators, resulting in
smooth continuous face aging sequences. The proposed method is applicable even in the presence of variations in pose, expression,
makeup, etc., achieving remarkably vivid aging effects. Quantitative evaluations by a COTS face recognition system demonstrate that
the target age distributions are accurately recovered, and 99.88% and 99.98% age progressed faces can be correctly verified at
0.001% FAR after age transformations of approximately 28 and 23 years elapsed time on the MORPH and CACD databases,
respectively. Both visual and quantitative assessments show that the approach advances the state-of-the-art.

Index Terms—Generative Adversarial Networks, age progression, face aging simulation, face verification, age estimation.
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1 INTRODUCTION

THE famed portrait ’Afghan girl’ gained worldwide
recognition when it was featured on the cover of Na-

tional Geographic Magazine in 1985, whereas the person in
the imagery remained anonymous for years until she was
identified in 2002 [1]. In thousands of similar cases of search-
ing for long-lost persons or fugitives, there are usually no
more clues than old photos. While human beings, especially
forensic artists, can attempt to conceive the aging process
on individuals’ faces, the output apparently depend on
their expertise and state of mind. The computer-aided age
progression1/regression technique is to aesthetically render
a given face image with natural aging/rejuvenating effects.
By generating an accurate likeness years prior to or after
the reference photo, it facilitates finding lost individuals
and suspect identification in law enforcement, and helps
guarding vulnerable population against serial offenders.
Furthermore, being described as ’half art and half science
[2]’, it also benefits anthropometry, biometrics, entertain-
ment, and cosmetology. Studying face age progression is
thus of great significance, and this paper focuses on this
problem.

Face aging is a process that happens throughout our
lives. The intrinsic particularity and complexity of physical
aging, the interferences caused by other factors (e.g., PIE

• H. Yang, D. Huang, and Y. Wang are with the Beijing Advanced Inno-
vation Center for Big Data and Brain Computing, Beihang University,
Beijing 100191, China.
E-mail:{hongyuyang, dhuang, yhwang}@buaa.edu.cn
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1. We use aging simulation, aging synthesis, and age progression
alternately in this paper.

Age Progression Rejuvenation

…

…

Age Progression Age Progression

Age: 30

31 - 40 41 - 50 50 +Input face

Age: 27

Fig. 1: Demonstration of our age progression results of two
subjects from the CACD aging database (images in the first
column are input young faces of two subjects and the others
are synthesized older appearances at different age groups).

variations), and shortage of labeled aging data, collectively
make learning face age progression a rather difficult prob-
lem. Ever since Pittenger and Shaw [3] presented a theory of
event perception to simulate the craniofacial growth in 1975,
substantial efforts have been made to tackle the challenges
of aging simulation, where aging accuracy and identity
permanence are commonly acknowledged as the two under-
lying premises of its success [12] [16] [17] [8]. Technological
advancements have undergone a gradual transition from
computer graphics to computer vision, with deep generative
networks now dominating this community.

The pioneering studies on this issue mechanically sim-
ulated the profile growth and muscle changes w.r.t. the
elapsed time, where crania development theory and skin
wrinkle analysis were investigated [4] [5] [7]. These methods
provided the first insight into face aging synthesis; however,
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(a) Subject A

(b) Subject B

Fig. 2: Images pertaining to two subjects of the DFW dataset. The dataset contains at most four types of images for each subject:
Normal, Validation, Disguised, and Impersonator.

validation, and disguised images of a different subject. This results
in the generation of cross-subject imposter pairs. The impersonator
images are not used in this protocol.
Protocol-3 (Overall Performance) is used to evaluate the per-
formance of any face recognition algorithm on the entire DFW
dataset. The genuine and imposter sets created in the above two
protocols are combined to generate the data for this protocol.
For the genuine set, pairs are created using the (normal, valida-
tion), (normal, disguise), (validation, disguise), and (disguise1,
disguise2) images of the same subject. For the imposter set,
cross-subject imposter pairs are considered, wherein the normal,
validation, and disguised face images of one subject are com-
bined with the normal, validation, and disguised face images of
another subject. Apart from the cross-subject imposter pairs, the
impersonators of one subject are also combined with the normal,
validation, and disguised face images of the same subject to further
supplement the imposter set.

3.3 Nomenclature and Data Distribution
The DFW dataset is available for download as an archived file
containing one folder for each subject. Each of the 1,000 folders
is named with the subject’s name and may contain the four
types of images discussed above: normal, validation, disguise,
and impersonator. In order to ensure consistency and eliminate
ambiguity, the following nomenclature has been followed across
the dataset:

• Each subject has a single normal face image, which has
been named as firstName lastName.jpg. For instance, for
the subject Alicia Keys, the subject’s normal image is
named Alicia Keys.jpg.

• As mentioned previously, a given subject contains only
a single validation face image. Therefore, the vali-
dation image is named with a postfix ‘ a’, that is,
firstName lastName a.jpg. For the example of Alicia
Keys, the subject validation image is stored as Ali-
cia Keys a.jpg.

• For disguised face images, a postfix of ‘ h’ is adopted,
along with a number for uniquely identifying the dis-
guised face image of a given subject. That is, first-
Name lastName h number.jpg. Here, number can take
values such as ‘001’, ‘002’, ... ‘010’. For example, the
first disguise image of subject Alicia Keys can be named
as Alicia Keys h 001.jpg, while the third disguised face
image can be named as Alicia Keys h 003.jpg.

• Similar to the disguised image nomenclature, a postfix
of ‘ I’ is used to store the impersonator images of
a subject. That is, impersonator images are named as
firstName lastName I number.jpg. For example, the first
impersonator image of subject Alicia Keys can be named
as Alicia Keys I 001.jpg.

In order to correctly follow the protocols mentioned above,
and report corresponding accuracies, training and testing mask
matrices are also provided along with the dataset. Given the entire
training or testing partition, the mask matrix can be used to extract
relevant genuine and imposter pairs or scores for a given protocol.
The DFW dataset also contains face co-ordinates obtained via
faster RCNN [31]. Given an image of the dataset, the co-ordinates
provide the face location in the entire image.

Disguised faces

SphereFace

CosFace

ArcFace
L. Tran et. al., Representation Learning by Rotating Your Faces, PAMI, 2018
H. Yang et. al., Learning Continuous Face Age Progression: A Pyramid of GANs, PAMI, 2019.
M. Singh et. al., Recognizing disguised faces in the wild. IEEE Transactions on Biometrics, Behavior, and Identity Science, 2019.
J. Deng et. al., ArcFace: Additive Angular Margin Loss for Deep Face Recognition, CVPR, 2019.



Successful Applications
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Apple 
FaceID

Boarding in Airports

Alipay

Entrance to Beijing University
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Objective: Recognize individuals from a video stream
captured at a distance and altitude.

Modality: Face, gait and body

Outline:
ØGeneric matcher: AdaFace (CVPR 2022)

ØDomain adaption: CFSM (ECCV 2022)

ØVideo-based recognition: CAFace (NeurIPS 2022)
Ø3D body matching (Under review)

Biometrics



AdaFace: Quality Adaptive Margin  for 
Face Recognition
Minchul Kim, Anil K. Jain, Xiaoming Liu
CVPR 2022



Problem Definition
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Training Datasets
have Varying 
Qualities

Size
Too low image resolution causes 
the subject to be unidentifiable.

Illumination
Too dark or too bright images 
cause the subject to be 
unidentifiable.

Blur
Subject’s distance, camera setting 
and other environmental factors 
cause the image to be blurred.

Landmark & Key points
Images with visible and detectable 
facial landmarks are identifiable. 

Pose and Occlusion
Faces that are front facining and 
free of occlusions such as hands 
or sunglasses are identifiable.

Easy to Recognize

2024Hard to Recognize
Source of Problem

(Impossible to recognize)

Training dataset without identifiable traits can be equivalent to noisy label samples 
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Adaptive Sample 
Emphasis During Training

Easy 
Samples

Difficult 
Samples

Unidentifiable 
Samples

Low High

Magnitude of Emphasis

Easy to Recognize

2024Hard to Recognize

Easy samples are 
well classified

Hard sample mining

Avoid learning from 
bad samples
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Easy to Recognize

20
24

Hard to Recognize

High Quality

2024

Low Quality

One More Way to Look at an Image

Quality

Difficulty

Hypothesis: 
Difficulty distribution will be different based on image quality.

Impossible to 
Recognize



Findings

8 January 2023 Michigan State University 9

Easy to Recognize

20
24

Impossible to 
Recognize

High Quality

Low Quality

Quality

Difficulty
Hard to Recognize

Emphasis Magnitude
High Emphasis

Low Emphasis

Low Emphasis

High Emphasis

Difficulty
Margin Functions can 
change the slope.1

Feature norm can 
approximate the quality.2

Our Findings and Methods
Hard samples are 
emphasized

Unrecognizable 
samples are avoided



Effect of Margin on Sample Emphasis
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𝒛!

𝒛!

Decision
Boundary

𝑩𝟎

No Margin

Class Center
𝑾𝒚𝒊 𝒛!

Magnitude of 𝑔
High

Low

No Learning 
Signal

Strong 
Learning 

Signal

Plot of Gradient Scaling Term

Margin-based SoftMax Loss
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Effect of Margin on Sample Emphasis
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𝒛!

𝒛!

Decision
Boundary

𝑩𝟎

No Margin

Class Center
𝑾𝒚𝒊 𝒛!

Magnitude of 𝑔
High

Low

No Learning 
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Strong 
Learning 

Signal

Additive Margin
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Margin-based SoftMax Loss

Angular Margin

Weak 
Learning 

Signal
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Class 
Center

Feature Space

Previous works apply
same margin for all samples

Unit Sphere Representation
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Class 
Center

Low Norm = Positive Angular Margin
De-emphasize unrecognizable images

Mid Norm = Additive Margin
Discriminative feature, equal 
emphasis. 

High Norm = Negative Angular Margin
De-emphasize trivial samples

AdaFace
Adaptive Margin  
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AdaFace Objective
How do we emphasize different samples?

Magnitude of g

Combine different margin functions adaptively 
to emphasize samples of different difficulty based on the image quality.
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Relationship between IQ and Feature Norm
Adaptively Emphasizing samples based on Image Quality

• Image Quality: calculated with 
BRISQUE algorithm.

• The correlation between feature 
norm and the image quality exists 
from the early stage of training

We use feature norm as a proxy 
for the quality and use it to 
change the margin. 
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Performance in High Quality Datasets
LFW

99.82%99.83%

CFP-FP
98.49%98.46%

CPLFW
93.53%93.16%

AgeDB
98.05%98.32%

CALFW
96.08%96.20%

AVG
97.19% (+0.03)97.16%

Dataset Names

AdaFace

CosFace
CVPR2018

ArcFace
CVPR2019

MagFace
CVPR2021

SCF
CVPR2021

Best of

CurricularFace
CVPR2020

Sample Images in 
high quality datasets

Metric: 1:1 Verification Accuracy
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Performance in Mixed Quality Datasets
IJB-B

95.67% (+0.87)94.80%

IJB-C
96.89% (+0.52)96.37%

Dataset Names

AdaFace

CosFace
CVPR2018

ArcFace
CVPR2019

MagFace
CVPR2021

SCF
CVPR2021

Best of

CurricularFace
CVPR2020

Sample Images in 
mixed quality 

datasets

Metric: TAR@FAR=0.01%



Performance

8 January 2023 Michigan State University 19

Performance in Low Quality Datasets

IJB-S
Surveillance-to-Single

IJB-S
Surveillance-to-Booking

Dataset Names

Sample Images in 
low quality 
datasets

65.26% (+2.83)62.34%

66.27% (+2.46)63.81%

AdaFace

PFE
CVPR2018

ArcFace
CVPR2019

URL
CVPR2020

Best of

CurricularFace
CVPR2020

IJB-S
Surveillance-to-Surveillance

TinyFace

23.74% (+4.20)19.54%

68.21% (+4.32)63.89%

Metric: TPIR@FPIR=0.01%



Controllable and Guided Face Synthesis 
for Unconstrained Face Recognition
Feng Liu, Minchul Kim, Anil Jain, and Xiaoming Liu
ECCV 2022



Unconstrained Face Recognition
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ØDomain gap between the semi-constrained training datasets
and unconstrained testing scenarios.

ØPotential solution

Large-scale Training datasets

Semi-constrained
Faces collected from the web.  

Testing scenarios
LFW IJB-S

Accuracy:99.83% Accuracy<70%

VGG2. WebFace

Semi-constrained Unconstrained

Face 
Synthesis

Discriminato
r

TrueFalse
• Low resolution
• Motion blurring
• Bad illumination
• Turbulence

effect
……

Target unconstrained domainSource domain
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ØPrevious synthesis models: limited face properties; offline
and blind data augmentation.

Synthesis 
Module

Recognition 
Module

Pose, expression, 
age, etc. No feedback
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ØPrevious synthesis models: limited face properties; offline
and blind data augmentation.

ØFacial properties should be generalizable to the challenging
unconstrained testing scenarios.

Synthesis 
Module

• Low resolution
• Motion blurring
• Bad illumination
• Turbulence effect
……



Motivation
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ØPrevious synthesis models: limited face properties; offline
and blind data augmentation.

ØFacial properties should be generalizable to the challenging
unconstrained testing scenarios.

ØFeedback-based face synthesis is more beneficial to FR
models.

Synthesis 
Module

• Low resolution
• Motion blurring
• Bad illumination
• Turbulence effect

…… Feedback

Recognition 
Module



Controllable Face Synthesis
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Feng Liu, Minchul Kim, Anil Jain, and Xiaoming Liu. Controllable and Guided Face Synthesis for Unconstrained Face Recognition. ECCV 2022

ØThe synthesis model can discover the styles in the target
unconstrained data.

ØThe synthesis model is precisely-controllable in the style
latent space, in both diversity and degree.

Style coeff.

MLP

AdaIN parametersLinear subspace

o

Direction

Output

D
ire
ct
io
n

Magnitude



Guided Face Synthesis for Face Recognition
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ØThe FR model feedback signal is incorporated into the face
generation using adversarial perturbation.

ØThe manipulation of the low-dimensional style space renders
this feedback meaningful and efficient.

+
+

Face 
Synthesis

• Style latent perturbations to maximize the classifier loss

• Optimize the face embedding model

Feng Liu, Minchul Kim, Anil Jain, and Xiaoming Liu. Controllable and Guided Face Synthesis for Unconstrained Face Recognition. ECCV 2022



Face Recognition Results on IJB-S and TinyFace

8 January 2023 CVL 27

[1] Arcface: Additive angular margin loss for deep face recognition. CVPR 2019.
[2] AdaFace: Quality Adaptive Margin for Face Recognition. CVPR 2022.

ØOur synthesis models could be plugged into any SoTA FR
model and improve its performance.

ØOur synthesis models can boost FR performance even with
less labelled training samples.



Visualizations of the Face Synthesis Model
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Ø Interpretable magnitude of the style coefficient.

ØLearned the orthonormal basis of the subspace.
IJB-B IJB-S LFW AgeDB CFP WiderFace

C
om

po
ne

nt

1st

2nd

3rd



By-product: Dataset Distribution Similarity Measurement
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ØThe distribution similarity between datasets A and B



Cluster and Aggregate:
Face Recognition with Large Probe Set 
Minchul Kim, Feng Liu, Anil K. Jain, Xiaoming Liu
NeurIPS 2022
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Varied Identifiability
Some images are more identifiable 
than others

1

Traits of Face Recognition with Videos

Varied Number of Images
Number of images are not fixed.

N 10 ~ 1,000,0002

3

Sequential Inputs
Videos come in sequentially. We use 
what we have up-to  the current 
timeframe. 

+

Subject in the slide consented to publication
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𝑓

𝑓!, 𝑓", …𝑓#

𝐹

𝐹

𝐹

𝐹
𝑰𝒏𝒅𝒊𝒗𝒊𝒅𝒖𝒂𝒍
𝒘𝒆𝒊𝒈𝒉𝒕𝒔

Weighted 
Average

𝑓

Joint Intra-Set Paradigm

𝐹

Individual Paradigm

𝐹
…

𝑓!, 𝑓", …𝑓#

…

Predicted

(Cannot handle large N)(No Intra—Set Relationship)
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Large N / Sequential Scenario
Two Stage Paradigm

Cl
us

te
r

Ag
gr

eg
at

e

Queue
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Large N / Sequential Scenario

𝑓

Two Stage Paradigm
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Ag
gr
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e

𝑓!&, 𝑓"&, 𝑓$&

Summarized into 
3 features

𝑇!

Queue
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Large N / Sequential Scenario
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Large N / Sequential Scenario
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Architecture

Overall Architectures
3 components (SIM, CN, AGN) 
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1

Architecture

Input images fed into the fixed feature extractor.
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1

Architecture

Extract 1) style 𝒔𝒊 𝑵 and 2) identity 𝒇𝒊 𝑵
using the fixed feature extractor 
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Architecture

CN uses learned centers 𝒄𝒋
𝑴

and 𝒔𝒊 𝑵 to create assignment map 𝑨.
𝑨 is used to map 𝒇𝒊 𝑵 → 𝒇𝒋

𝑴
and 𝒔𝒊 𝑵 → 𝒔𝒋

𝑴



Method

8 January 2023 Michigan State University 41

!! = #!
Style
Input
Maker
(SIM)

…

Identity $

…

Style !

…

ℝ"!×$

&! images

ℝ"!×%
Decouples 
style and 
identity

Cluster Network (CN) 

!"#$%: '(#%: )

*+,"#: (), /)

Global  Centers

Transformer
+

SoftMax

' ∈ ℝ&×$

Assignment 
map #

Aggregation Network (AGN)

) ∈ ℝ&×%

ℝ&×$

$! = #$

M×&′ ℝ&×%

MLP
MIxer

weight

weighted
average

-: output

Cluster and Aggregate
(CAFace) previous batch

!'! , $'! , #'
next batch

!'()! , $'()! , 0'()

ℝ*×%

Assigns inputs to globally shared centers
(Optionally) update intermediates with 
previous batch intermediates and fuse.

1

Architecture

AGN maps 𝒇𝒋
𝑴, 𝒔𝒋

𝑴 → 𝒇with intra-set relationship.  
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Intermediate features 𝒇𝒋
𝑴and 𝒔𝒋

𝑴are updated in sequential setting. 
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Performance Gain over simple average using feature fusion methods.

Naïve: Simple Average
PFE, CFAN: single image weight estimation
RSA: Attention Mechanism

Largest Probe size,
Largest Perf. gain 
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Changing the order of probe sequence does not affect the performance.



Visualization of Assignment Map
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Cluster 1      Mean !! : 0.653   ←
Cluster 2      Mean !" : 0.258 ←
Cluster 3      Mean !# : 0.089 ←
Cluster 4      Mean !$ : 0.000 ←
! ∈ ℝ!×#$%,  Mean $&: ℝ#$% → ℝ$

Each Column sums up to 1. They are soft assigned to cluster centers.

Each cluster is formed by weighted averaging each row.

Importance of 
each cluster 
during 
aggregation.

Assignment Map 𝑨Visualization



Weight Visualizations
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CAFace

Simple 
Averaging 

(magnitude 
of ! is weight)

Gallery Image →

IJBS Probes’ similarity to Gallery Visualization

Point colors indicate the weight during fusion.



CAFace Demo

All subjects in the demo consented to publication



CAFace Demo

All subjects in the demo consented to publication



People Matching: Learning Clothing 
Invariant 3D Shape Representation
Feng Liu, Minchul Kim, ZiAng Gu, Anil Jain, and Xiaoming Liu
Under review



Problem Definition
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People matching. Two main characteristics: 
diverse human activities and clothing changes

Gait recognition Person re-identification

People matching



Joint Learning for People Matching and 3D Reconstruction
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Joint two-layer implicit model
Texture

Clothed shape

Identity shape

Disentangle identity and non-identity features 
in 3D body shape space



Joint Learning for People Matching and 3D Reconstruction
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Joint two-layer implicit model

PoseNet
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Deformation

Texture

Clothed shape

Identity shape

Disentangle identity and non-identity features 
in 3D body shape space



Joint Learning for People Matching and 3D Reconstruction
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PoseNet

Joint two-layer implicit model

D
iff

er
en

tia
bl

e 
R

en
de
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g

Camera para.

Neural 
LBS

Deformation

Texture

Clothed shape

Identity shape

Disentangle identity and non-identity features 
in 3D body shape space

Body pose



Diverse People Matching Dataset (DPMD)
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87,821 images of 536 subjects

Examples of diverse poses Examples of diverse clothes



People Matching Results
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Celeb-reIDReIDCaps
TCSVT2019

DG-Net
CVPR2019

CAL
CVPR2022

Best of baselines

Li et al.
WACV2021

mAP
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3D Reconstruction Results
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Naked 
body

Clothed 
body

Rec.
image

Naked 
body

Clothed 
body

Rec.
image



Conclusions
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ØThere are many research questions for low-quality recognition

ØEven for conventional FR problems, there are research
opportunities such as explainability, new architecture, etc.

ØBody biometrics is just at the beginning and there is a great
potential for further development.



Questions?


