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Background and Motivations

Extensive deployed biometrics practical applications

Coal miner attendance

Iris recognition at Dubai’s airport

Border Control 3



Background and Motivations

Face Recognition Technology
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"'World's first' facial recognition ATM unveiled in China

2022 - The year that facial recognition will lead the fintech industry
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Background and Motivations

Is Face Recognition Technology Secure?

T

Primary students spoof the face recognition system of auto courier cabinet with
a printed photo

"A few days ago, the Science Team of Class 402 of
Xiuzhou Foreign Language School of Shanghai
International Studies University discovered in an
extracurricular scientific experiment that as long as a
printed photo can be used instead of a real person to
scan their face, it can fool the Fengchao smart cabinet
in the community and take out parents’ personal
information. shipment. is this real?”
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News from https://www.sohu.com/a/347612078_115479



Background and Motivations

Vulnerabilities: Ratha et al. iemsys 120011 pointed out eight
possible attacks on biometric systems
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Background and Motivations

Face Presentation Attack Detection (PAD)
Face information can be easily acquired (facebook, twitter) and abused
3 popular attacks: Print (image), Replay (video), and 3D mask

=

V/ Real Face X Prints Attack X Replay Attack X 3D Mask Attack

Low Cost High cost, but hard
to detect



Image and Video Face PAD

A straightforward approach: a two-class classification problem

Feature vector Classifier

Feature Real Face

w- I:> L_ULJIAuL.JlJmLMI I:> //

Texture feature [Maatta et.al, IJCB 11] Fake Face
Image Distortion Analysis [Diet.al, TIFS 15]




Image and Video Face PAD

Many methods have been proposed in the past decade
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3D Face Recognition

Your face is your
secure password.

Face D is emabled by the TrueDepth
camern and |s smple to set up.
projects and analyses moee than
30,000 Prvisible do1s 1o Create a precisn
depth map of your face.

projector target object

FacelD in iPhone X

d b : 3D Face Recognition:
Announced on 12 September 2017 ) Employed Structured-light 3D technology

https://matterandform.net/blog/how-do-3d-scanners-work 10



https://matterandform.net/blog/how-do-3d-scanners-work

3D Mask Face PAD

3D Mask Attack

With the advanced development on 3D reconstruction and 3D printing technology,
3D face model can easily be constructed and used to spoof recognition systems

Source: idiap.ch

Mask is made from ThatsMyFace.com



3D Mask Face PAD

The 3DMAD dataset

Score distributions of genuine, impostor, and mask attack scores of 3DMAD
using ISV for 2D face verification
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3D Mask Face PAD

Super-realistic 3D Mask

(a) (b)
Life face Real-F hyper real mask

Source: real-f.jp



3D Mask Face PAD

Custom Silicone Masks Datasets

Consider PAs performed using custom-made flexible silicone masks..
A new dataset based on six custom silicone masks

Bhattacharjee S, Mohammadi A, Marcel S. Spoofing deep face recognition with custom silicone masks, BTAS 2018



Fﬂ RT ll NE Airport and Payment Facial Recognition Systems Fooled by Mask... o @ @ Q

Airport and Payment Facial Recognition Systems
Fooled by Masks and Photos, Raising Security

By

The test, by artificial intelligence
company Kneron, involved visiting
public locations and tricking facial
recognition terminals into allowing
payment or access. For example, In
stores in Asia—where facial
recognition technology is deployed
widely—the Kneron team used high
guality 3-D masks to deceive AliPay
and WeChat payment systems in
order to make purchases.

Concerns

December 12, 2019

More alarming were the tests deployed at
transportation hubs. At the self-boarding
terminal in Schiphol Airport, the
Netherlands' largest airport, the Kneron
team tricked the sensor with just a photo on
a phone screen. The team also says it was
able to gain access in this way to rall
stations in China where commuters use
facial recognition to pay their fare and
board trains.

15



Today Journey on PhotoPlethysmoGraphy based

Face PAD Approach for 3D Mask Attack
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Reference: Z
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JDuy, S Liy, B Zhang, P CYuen, “Dual-bridging with Adversarial Noise Generation for Domain Adaptive rPPG Estimation”, CVPR 2023
S QLiy, XY Lan and P CYuen, “Learning Temporal Similarity of Remote Photoplethysmography for Fast 3D Mask Face Presentation Attack Detection”, TIFS,2022.
S QLiy, XY Lan and P CYuen, “Multi-Channel Remote Photoplethysmography Correspondence Feature for 3D Mask Face Presentation Attack Detection”, TIFS, 2021
SQLiy, X Lan, P CYuen, “"Remote Photoplethysmography Correspondence Feature for 3D Mask Face Presentation Attack Detection”, ECCV, pp. 558-573, Sept. 2018.
SQ Liu, PCYuen, S Zhang and G Zhao, “3D Mask Face Anti-spoofing with Remote Photoplethysmography” ECCV, Oct 2016.
X Li, J M&atta, G Zhao and P C Yuen and M Pietikdinen, “Generalized face anti-spoofing by detecting pulse from face videos”, ICPR, Dec 2016.
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PhotoPlethysmoGraphy (PPG)
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remote PhotoPlethysmoGraphy (rPPQG)
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Principle of rPPG Based Face PAD

(a)
(@) rPPG signal can be extracted from genuine face skin.
(b) rPPG signals will be too weak to be detected from a masked face.

* light source needs to penetrate the mask before interacting with the blood vessel.
* rPPGsignal need to penetrate the mask before capturing by camera



genuine face

masked face

Principle of rPPG Based Face PAD
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Global rPPG-based Face PAD [icpr 2016]

AW
b. WMMWW . C. ¢
" | 0,14
. AJ - A b A\ N 0124 . fo======"1
AF 0,1 |‘ Eg
i | 008 | | [g=Eg/ sum(f)
s 1L 006 1 || |
| 0,04 I
0024 "\l Lo
Temp Oral | FFT | | 0 _, tl_.‘_.'-.',. , W “7 l |
Filtering
Feature Vector
— SVM
[E, E4E, T Ty T]

X Li, J Komulainen, G Zhao, P CYuen and M Pietikainen, "Generalized face anti-spoofing by detecting pulse from face videos”
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Experimental Results

Data:

3DMAD [Erdogmus et.al TIFS'14]
255 videos recorded from 17 subjects
Masks made from ThatsMyFace.com

2 REAL-F Masks

24 videos recorded from 2 subjects
Hyper real masks from REAL-F

22



Experimental Results

Results on REAL-F (cross dataset)

Randomly select 8 subjects from 3DMAD for training and the s
other 8 subjects as the development set

FPR FPR e
Method HTER(%) | EER(%) |@FNR=0.1%|@FNR=0.01% e
Pulse (ours) 429 1.58 0.25 3.83
LBP-blk 26.3 25.08 37.92 48.25
LBP-blk-color| 25.92 20.42 31.5 48.67
LBP-ms 39.87 46.5 59.83 73.17
LBP-ms-color| 47.38 46.08 86.5 95.08




Limitations on Global rPPG method

Global rPPG signal is sensitive to certain variations such as
illuminations, head motion and video quality

rPPG signal strength may vary with different subjects



How to increase the robustness of
rPPG-based face presentation attack detection?



Local rPPG based Face PAD Method eccv 2016
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Local rPPG based Face PAD Method
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(a) Local ROIs are pre-defined based on the facial landmarks. Local rPPG signals are extracted from these local face
regions.

(b) Extract Local rPPG patterns through the proposed local rPPG correlation model.
(c) Training stage: local rPPG confidence map is learned, and then transformed into distance metric for classification.

(d) Classifier: SVM



Limitation on Local rPPG Approach

How to accurately obtain the liveness evidence from the
observed noisy rPPG signals?



Improved Method: rPPG Correspondence Feature

[ECCV 2018]
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Improved Method: Multi-channel rPPG

Correspondence Feature [TIFS 2021]

" Multi-Channel rPPG
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1. SQLiu, XY Lan and P CYuen, “"Multi-Channel Remote Photoplethysmography Correspondence Feature for 3D Mask Face Presentation Attack Detection”,
IEEE Transactions on Information Forensics and Security (TIFS), 2021. 30



Experimental Results

Dataset

3DMAD [1iFs'14 Erdogmus et.al]

HKBU MARs Vi1+

Custom silicone mask attack dataset (CSMAD)
HKBU MARsV2+

(a) ThatsMyface (b) REAL-f (c) Silicone

VARIATION SUMMARY OF 3D MASK ATTACK DATASETS USED IN THE EXPERIMENT

Lighting Face (pixel)

#Subject/Mask | #Video | Mask Type | Condition Camera Resolution Compression
3DMAD [11] 17 17 255 TMF 1(Studio) Kinect 80x 80 Motion JPEG
HKBU-MARsV1+ [14] 12 12 180 TMF+RF 1(Room) Logitech C920 200x200 H.264
CSMAD ([33] 14 6 246 Silicon A RealSense SR300 350350 H.264
HKBU-MARsV2+ 16 16 1048 TMF+RF 6 3(C920, M3, MV-U3B) 200x200 both
Summary 59 39 1729 3 12 6 4 2




Experimental Results

INTRA DATASET EVALUATION RESULTS(%) ON 3DMAD

BPCER@ |BPCER@
HTER dev | HTER test | EER | AUC | APCER=0.1 | APCER=0.01

MS-LBP [7] 1.25 £ 1.9]422 £ 10.3]2.66 | 99.6 1.50 4.00
CTA [20] 278 + 3.6| 4.40 + 9.7 | 4.24 | 99.3 1.32 12.8
CNN 1.58 + 1.6 | 1.93 + 3.4 | 2.07 | 99.7 0.38 4.26
FBNet-RGB [48] | 3.91 4 2.4| 5.66 + 9.7 | 5.54 | 98.6 221 19.9
GrPPG [12] 13.4 + 42132 + 13.2] 13.9 | 92.6 15.4 36.2
PPGSec [36] 152 + 44159 + 14.6| 15.8 | 90.8 20.5 35.9
CFrPPG-crs 9.06 + 44857 & 13.3] 8.88 | 96.0 8.41 14.1
CFrPPG 595 + 3.3]6.82 + 12.1] 6.94 | 97.1 5.85 11.6
MCCFrPPG 442 + 23| 560 + 8.8 | 5.01 | 98.7 3.76 8.24

INTRA DATASET EVALUATION RESULTS(%) ON HKBU-MARSV2+

BPCER@ |BPCER®@
HTER_dev | HTER_ test | EER | AUC | APCER=0.1 | APCER=0.01

MS-LBP [7] 124 £ 53129 £ 144|128 | 94.2 16.6 59.6
CTA [20] 13.1 4.6 |14.0 & 13.8|13.9 | 935 18.8 57.4
CNN 123 £39 133 £ 12.113.3| 938 17.1 64.2
FBNet-RGB [48] | 294 3.0 29.7 £ 89 [29.7 | 77.8 57.3 89.7
GrPPG [12] 313 £23| 313 £7.6 |32.1| 743 67.5 94.6
PPGSec [36] 144 + 3.0 15.0 £ 10.9] 15.0 | 91.6 19.1 42.7
CFrPPG-crs 911 £ 1.7| 953 £ 6.1 |9.55|96.3 9.23 36.7
CFrPPG 384 &£ 1.1 | 391 £ 2.7 |3.92|99.2 2.19 6.59
MCCFrPPG 288 + 09| 3.12 + 3.2 | 3.17 | 99.6 1.23 4.84

e 0 S e
_— —
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s Y
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CROSS-DATASET EVALUATION RESULTS (%) BETWEEN 3DMAD, HKBU-MARsSV 1+, HKBU-MARSV2+, AND CSMAD.
A< B INDICATES THE EVALUATION ACROSS DATASETS A AND B, WHERE THE LEFT COLUMN IS A—B AND
RIGHT ONE IS B—A. HTER STANDARD DEVIATION IS IN BRACKET

Methods 3DMAD<MARsVI+ 3DMAD<MARSV2+ 3DMAD<CSMAD MARSVI+&MARsV2+ | MARsVI+<CSMAD | MARsV2+<CSMAD
MS-LBP [7] 36.8 (2.9) 413 (14.0) | 477 (7.0) 43.2(13) | 50.6 (5.6) 42.7(64) | 452 (3.9) 246 (5.6) | 423(3.2) 450 (5.8) | 344 (3.8) 399 (2.2)
CTA [20] 718 (2.1) 557 (8.7) | 51.5(24) 682(7.7) | 489 (58) 584 (7.8) | 507 (4.8) 208 (5.4) | 53.6(5.0) 37.8(4.8) | 357(3.3) 413 (3.7)
CNN 494 (1.7) 625 (7.4) | 508 (1.6) 465 (4.7) | 456 (3.2) 465 (4.0) | 31.3(5.1) 33.8(17.0) | 459 (43) 42.6(5.6) | 457 (3.5) 423 (2.8)
o | FBNet-RGB [48] | 34.0 (1.4) 123 (10.6) | 44.5(0.3) 264 (21.5) | 463 (2.3) 502 (18.1) | 432 (14) 365 (5.4) | 416 (3.7) 409 (6.8) | 43.6 (3.4) 46.1 (3.4)
- GrPPG [12] 359 (4.5)  365(6.8) | 50.5(0.2) 495(4.0) | 43.6(37)  50.0(0.0) | 503 (02) 503 (3.3) | 54.0(11.4) 500 (0.0) | 44.1 (3.2) 50.6(0.3)
T PPGSec [36] 144 (14)  19.1(2.3) | 33.5(0.5) 140 2.0) | 43.6(1.5) 248 (11.9) | 31.5(1.6) 9.06 (1.4) | 522(2.2) 376 (3.9) | 41.4 (3.8) 54.2 (4.6)
CFrPPG-crs 446 (0.9) 846 (0.3) | 314 (1.0) 844 (0.6) | 40.5(2.6) 17.0(72) | 273 (1.5 502 (1.7) | 404 (29) 138 (8.0) | 36.0 (4.8) 31.7(2.8)
CFrPPG 423 (0.3) 481 (04) | 11.0(0.3) 671 (L1) | 227 (0.6) 637 (L.0) | 11.0(0.2) 321 (1.0) | 225(0.7) 2.58(0.8) | 22.7 (L.4) 104 (0.4)
MCCFrPPG 3.46 (0.6) 478 (0.8) | 3.76 (0.2)  3.46 (0.6) | 9.98 (0.4) 371 (0.8) | 3.99 (0.2) 1.21 (0.6) | 10.8 (0.5) 2.67 (0.9) | 105 (0.7) 4.08 (0.4)
MS-LBP [7] 60.7 62.2 524 58.8 495 58.2 534 75.3 523 54.8 68.8 64.1
CTA [20] 45.9 48.6 48.9 40.1 50.7 46.5 52.8 84.5 48.8 61.5 67.1 62.6
CNN 72.1 50.4 52.7 86.1 78.2 75.5 76.9 88.4 62.0 83.7 81.1 67.9
& | FBNet-RGB [48] 73.6 89.6 56.2 74.5 56.6 52.5 59.1 69.3 57.0 56.1 58.1 56.0
= GrPPG [12] 67.2 66.5 49.9 49.9 52.7 50.0 49.8 49.8 48.9 50.0 59.9 50.0
PPGSec [36] 91.8 87.2 73.5 91.8 60.7 77.2 76.4 96.5 52.1 53.3 61.7 58.7
CFrPPG-crs 98.9 95.3 77.3 95.8 67.0 84.7 82.5 98.9 65.4 88.6 66.4 80.0
CFrPPG 99.0 98.1 95.0 95.7 82.6 96.3 95.0 98.5 84.0 99.3 83.9 95.6
MCCFrPPG 99.6 98.5 99.1 97.1 95.7 98.6 99.3 99.8 95.3 99,7 95.1 99.3
MS-LBP [7] 875 80.2 86.4 875 89.0 839 84.0 641 854 87.1 78.2 783
CTA [20] 96.8 89.9 90.5 94.7 88.6 93.6 83.2 46.3 90.3 80.2 67.3 80.6
— CNN 86.4 90.5 90.7 354 49.3 69.1 61.3 30.2 84.9 49.8 65.1 75.5
® T | FBNet-RGB [48] 65.7 26.8 86.2 95.0 80.8 87.5 84.2 78.0 87.1 86.0 80.4 87.0
= GrPPG [12] 75.8 86.3 89.9 90.0 85.5 90.0 89.8 90.0 88.7 90.0 76.7 90.0
oy PPGSec [36] 16.9 26.2 79.6 17.1 87.4 46.5 76.6 9.42 91.6 83.7 76.3 79.2
m < CFrPPG-crs 1.33 8.79 80.4 8.03 63.5 46.3 61.6 2.5 65.1 39.2 56.7 71.6
CFrPPG 2.83 4.44 12.9 9.88 511 8.26 12.4 4.13 47.8 1.29 41.7 10.9
MCCFrPPG 0.25 4.00 2.57 6.47 10.9 3.47 2.38 0.62 12.0 0.75 11.5 2.11
MS-LBP [7] 97.0 90,5 97.6 992 9%.1 989 96.4 0%.8 97.9 99.0 96.6 958
CTA [20] 99.3 97.4 98.8 99.9 98.1 99.3 95.9 93.0 98.7 96.2 88.7 97.4
= CNN 99.1 98.7 99.2 71.6 94.0 93.0 90.8 72.6 8.2 87.7 96.6 96.3
© T | FBNet-RGB [48] 97.8 66.8 97.3 99.9 99.0) 98.5 96.8 96.2 99.1] 97.2 94.3 98.4
o GrPPG [12] 97.6 98.6 99.4 99.7 96.5 99.0 100.1 100.5 98.6 99.0 85.6 98.6
00 PPGSec [36] 25.8 45.0 94.8 36.1 98.6 64.6 94.8 17.3 99.9 96.0 96.2 89.5
@ < CFrPPG-crs 31.2 17.0 93.2 41.9 82.3 99.9 88.4 31.1 81.5 98.1 75.3 94.6
CFrPPG 19.9 14.3 68.7 17.9 89.1 16.7 68.4 13.2 85.8 17.3 76.5 66.8
MCCFrPPG 7.63 8.59 10.8 10.7 46.9 8.09 7.92 2.79 40.9 5.50 38.6 7.72




Limitations on existing rPPG Methods
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Existing rPPG-based 3D mask PAD methods are based on spectrum analysis
—> Require long observation time (8-10 seconds) to identify heartbeat information




Learnable Temporal Similarity Analysis of rPPG (TSrPPG) for

Fast 3D Mask Face PAD

ol8)

Amplitude Gradlent

local rPPG signals

10(s)

local rPPG signals

4
Masked Face

Reference:
1.SQLiy, XY Lan, and P CYuen, “Temporal Similarity Analysis of Remote Photoplethysmography (TSrPPG) for Fast 3D Mask Face Presentation Attack

Detection”, WACYV, 202o0.
2.5 QLiu, XY Lan and P CYuen, “Learning Temporal Similarity of Remote Photoplethysmography for Fast 3D Mask Face Presentation Attack Detection”, IEEE

Transactions on Information Forensics and Security (TIFS),2022.



The proposed TSrPPG

Amplitude
g f Rationale
k “’ -' The periodicity information is not available
3 / / N\ within short observation time.
" 7/ Hard to adopt spectrum analysis
S | 2 Correlation of local rPPG signals on genuine
z (a) faces is higher compared with those on

masked faces.
Design liveness feature in temporal space

_local rPPG signals




The proposed TSrPPG
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The proposed TSrPPG o

TSrPPG; ;m] = D(si[t]. s;[t +m])dt

Amplitude Gradient
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Final result is obtained through score-level-fusion



LeTSrPPG: Learnable rPPG to enhance Temporal

Similarity of TSrPPG
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LeTSrPPG: Learnable rPPG to enhance temporal

similarity of TSrPPG

Learnable rPPG estimator:

Learn robust rPPG feature through 3D convolution

: Spatial Tempnralé -Instancei
= Convolution ;—}I-QF'.eLU;—'—}

(C(+1)D) | i Nom

o - §

Facia = Te| e & T =) 75 )
i o - ©) © w w o = ey
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o |ZI|2[|E2l|2||2l|2]|8 R

=] o o [=] Q +

g |S||o]|o]]|o]]|S]| o= A

N |al|el[=ELlELELE

I o w ol o w w

S Q Liu, XY Lan and P CYuen, “Learning Temporal Similarity of Remote Photoplethysmography for Fast 3D Mask Face Presentation Attack Detection”, IEEE
Transactions on Information Forensics and Security (TIFS),2022.



LeTSrPPG: Learnable rPPG to enhance temporal

similarity of TSrPPG

Learnable rPPG estimator:

Learn robust rPPG feature through 3D convolution

Boost the discriminability of TSrPPG using local
consistency loss

Genuine face: Enhance the temporal similarity
Fake face: Reduce the temporal similarity

ROI_1 ROI 2 ROI_N ROI M

ROI_1
‘—- lj rl i Spatial Temporal :
! = Convolution ©»
c(+1)p) i : Nom
Local Consistent Local Consistent ( ( ) :l I
rPPG extractor, rPPG extractor,

Instancei_,_; RelU >

- S AR AN AR
= acia 5 Sl I & =) I /.
ROI Clip i Dl B R R AR B B
e $ = = = = = o
ar = = | = c | = 2
o 5] 5] =1 o o $
: % & (o] [of]|o of|o
‘ ' . SN ol =l ELELELE
rPPG_1rPPG_2 C°”sse“3“5 rPPG_N rPPG_1 C°"5§”5US rPPG_M Z o [N [N o N

\ \, )
<&~ Background Decorrelation—

Local Consistency Loss Loss

S Q Liu, XY Lan and P CYuen, “Learning Temporal Similarity of Remote Photoplethysmography for Fast 3D Mask Face Presentation Attack Detection”, IEEE
Transactions on Information Forensics and Security (TIFS),2022.



LeTSrPPG: Learnable rPPG to enhance temporal

similarity of TSrPPG

Amplitude Gradient

Learnable rPPG estimator:

Learn robust rPPG feature through 3D convolution

oc:
rPPG Extract

al Consistent
xtractor

Further boost the discriminability of TSrPPG

Genuine face: Enhance the temporal similarity

Fake face: Reduce the temporal similarity

ROl _1 ROI_2 ROI_N ROI 1 ROI M

RS \ oo Concllac f " Facial TSrPPG Background TSrPPG
- | Improve TSrPPG in rPPG extraction stage

Y y
% Enhance the consistency of local rPPG signals
| ¢ < A Reduce the correlation between background rPPG and facial
'PPG 1rPPG 2 Cons;nsus PPG N DPG 1 Consgnsus p‘DGA v rPPG

\)
-+ Background Decorrelation—
Local Consistency Loss Loss

S Q Liu, XY Lan and P CYuen, “Learning Temporal Similarity of Remote Photoplethysmography for Fast 3D Mask Face Presentation Attack Detection”, IEEE
Transactions on Information Forensics and Security (TIFS),2022.
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LeTSrPPG: Learnable rPPG to enhance temporal

similarity of TSrPPG

Experimental Setting:

Lighting Face (pixel)

#Subjects/Masks | #Video Slots | Mask Type | Condition Camera Resolution Compression
3DMAD [13] 17 17 2550 TMF 1(Studio) Kinect 8080 Motion JPEG
HKBU-MARsV1+ [15] 12 12 2160 TMF+RF 1(Room) Logitech C920 200200 H.264
CSMAD [30] 14 6 1582 Silicon 4 RealSense SR300 350x350 H.264
HKBU-MARsV2+ 16 16 12480 TMF+RF 6 3 3 2
Summary 59 39 18772 3

(a) ThatsMyface (b) REAL-f (c) Silicone

Evaluation Protocols:

Intra-dataset evaluation
Leave one subject out cross validation (LOOCV)

Cross-dataset evaluation
Train and test on different datasets




LeTSrPPG: Learnable rPPG to enhance Temporal

Similarity of TSrPPG

Intra dataset evaluation with short observation time (1 second) :

HTER_dvlp | HTER_test | EER | AUC HTER_dvlp | HTER_test | EER | AUC
GrPPG 341 4+57 | 33.7£11.6 | 383 | 659 GrPPG 202+ 4.7 20.1£9.7 | 33.8 | 72.0
PPGSec 33.3 £ 3.1 33.0+£8.1 | 348 | 694 PPGSec 424 4+ 2.1 429+58 | 43.0 | 593
LrPPG 452 +3.2 448 £88 | 453 | 55.7 LrPPG 453 +3.7 | 45.1 +£12.0 | 453 | 56.2
CFrPPG 328 £ 1.7 32774 | 325 | 70.8 CFrPPG 41.6 £3.3 421 5.6 | 420 | 60.8
TransrPPG 20.7 2.2 206 =83 | 20.8 | 84.5 TransrPPG 3294+ 238 32764 | 33.1 | 72.0
TSrPPG 13.1 £3.0 | 134 +£11.2 | 13.3 | 93.8 TSrPPG 21.5+ 2.6 223 +88 | 22.0 | 85.2
LeTSrPPG 11.5 + 2.7 11.8 8.6 | 119 | 944 LeTSrPPG 15.3 £ 2.2 158 £6.5 | 157 | 91.5
3DMAD HKBU-MARsV1+
3DMAD HKBUMARsV I+

Is 28 38 ds [s 28 3s ds

GrPPG [14] 659 79.1 846 877 | 720 792 803 823

LPPG [13] 094 841 893 920 | 593 715 788 845

PPGSec [40] 557 683 745 80.0 | 562 744 767 798

CFrPPG [15] 70.8 88.1 93.1 944 | 60.8 786 858 §9.0

TranstPPG [41] | 845 873 894 88.1 | 720 768 776 79.6

TStPPG 93.8 970 97.7 984 | 852 §9.0 &9.9 90.3

LeTSrPPG 944 971 98.0 98.6 | 91.5 96.0 973 98.0

Performance (AUC) with different length of observation

SQLiv, XY Lan and P CYuen, “Learning Temporal Similarity of Remote Photoplethysmography for Fast 3D Mask Face Presentation Attack Detection”, IEEE Transactions on Information
Forensics and Security (TIFS),2022.



LeTSrPPG: Learnable rPPG to enhance temporal

similarity of TSrPPG

Overall comparison with state of the arts for both intra and cross dataset evaluation
(1 second)

TSrPPG and LeTSrPPG achieve the best robustness and top-level discriminability
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0.4 “FraceBag 0.4
+FaceBag

08F
8 2 2
Lm’* *LF; VGG16 '*'TransrPPG ‘LF; '*Traner’PG
9 "y VGG16| T 03¢ D03t
§ 07 F ransrPPG J Ugﬁ "3’
O O O

ocl HraceBiag s cDCN 0.2} it Iix ac 1 oaf TSIPPG

: CFrPPG DeepPixBis
MS-LEP |
LaTSPPG
LrPPG s - elor 1 eTSIPPG
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SQLiv, XY Lan and P CYuen, “Learning Temporal Similarity of Remote Photoplethysmography for Fast 3D Mask Face Presentation Attack Detection”, IEEE Transactions on Information
Forensics and Security (TIFS),2022.



How to improve the robustness and generalization of
rPPG estimation?

46



Existing Approaches for Cross Domain Estimation

Problems:

Robust rPPG estimation
Generalised to unseen interference

» Solution 1: GAN-based

* Perform well under intra-dataset evaluation
* Not aim to handle unseen scenarios

Source

Fake

Real

ofo

»Solution 2: Unsupervised domain adaptation

* Denoise -> domain invariant feature

* Success experience in natural image tasks

* Domain classification may not give sufficient
information in rPPG regression task

[1] Ganin, Yaroslav, et al. "Domain-adversarial training of neural networks." The journal of machine learning research, 2016.
[2] G. Wei, C. Lan, W. Zeng, Z. Zhang, and Z. Chen, “Toalign: Task-oriented alignment for unsupervised domain adaptation,” Advances in Neural Information Processing Systems,
47

vol. 34, 2021



Dual-bridging with Adversarial Noise Generation for

Domain Adaptive rPPG Estimation [cvPR23)

NR | : Noise Reducer

Source feature “ GTPPG

D-rPPG signal

Jorewns3
9dd!

e
e

! m 5(E
v
Jojoenxy
alnjea-

Stage rmn =
i 23— NN\
i)
g
: _ estimated rPPG
Target domain Denoised target feature

J Dy, S Liv, B Zhang, P CYuen, “Dual-bridging with Adversarial Noise Generation for Domain Adaptive rPPG Estimation”, CVPR 2023



Dual-bridging with Adversarial Noise Generation for

Domain Adaptive rPPG Estimation

NR | : Noise Reducer
D1 : Domain Classifier

""" : Backpropagation
Source feature GTPPG

Adversarial D- '
Domain Adaptation rPPG signal

Y%, %, | D|SIT

2% : Gradient Reverse

Jorewns3
9dd!

v

L 4
Jojoeax3g
2lnjesa-
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N\ O
P

inference stage (rnn =
> NR 5 3 p\ﬁ\ﬁv
2O
5]
- ) estimated rPPG
Target domain Denoised target feature

J Dy, S Liv, B Zhang, P CYuen, “Dual-bridging with Adversarial Noise Generation for Domain Adaptive rPPG Estimation”, CVPR 2023



Dual-bridging with Adversarial Noise Generation for

Domain Adaptive rPPG Estimation

NR | : Noise Reducer

D1 : Domain Classifier

""" : Backpropagation
{2 Gradient Reverse

Source feature

> NR

Jlorewns3

Dual-bridging .rPPG signél

g P
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2 S
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J Dy, S Liv, B Zhang, P CYuen, “Dual-bridging with Adversarial Noise Generation for Domain Adaptive rPPG Estimation”, CVPR 2023



Dual-bridging with Adversarial Noise Generation for

Domain Adaptive rPPG Estimation

Adversarial Noise Generation

NR | : Noise Reducer \

D] : Domain Classifier . G NR

""" : Backpropagation
{2 Gradient Reverse

Source feature

A 4
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J Dy, S Liv, B Zhang, P CYuen, “Dual-bridging with Adversarial Noise Generation for Domain Adaptive rPPG Estimation”, CVPR 2023



Dual-bridging with Adversarial Noise Generation for

Domain Adaptive rPPG Estimation

Adversarial Noise Generation

NR | : Noise Reducer \

D] : Domain Classifier . G NR

""" : Backpropagation
{2 Gradient Reverse

Source feature

A 4
P » NR

Jlorewns3

rPPG signal
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i Hard Noise
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J Dy, S Liv, B Zhang, P CYuen, “Dual-bridging with Adversarial Noise Generation for Domain Adaptive rPPG Estimation”, CVPR 2023



Experiments

£, datasets 0 | H
PURE, MMSE-HR, UBFC,
COHFACE Sicadysit | Head ensiaton

Variations:
lllumination o -2 |8
Facial motion and expression, L (®) MMBE-HER
Camera and video H H | ri ]‘ m .,
compression e . n _i ot
Skin tone () UBFC (d) COHFACE

Heartbeat ranges



Dual-bridging with Adversarial Noise Generation for

Domain Adaptive rPPG Estimation

Method MAE RMSE r Method MAE RMSE r
Li2014 [16] _ 19.95 038 GREEN [40] 447 116 0842
CHROM [5] : 13.97  0.55 ICA [37] 351 864 0908
Tulyakov2016 [39] _ 1137 071 CHROM [5] 344 461 0968
ST-Attention™ [29] - 10.10  0.64 POS [41] 2.44 6.61  0.936
Task- RhythmNet [27] - 503  0.86 le [”] 2.29 3.80  0.981
. CVD* [2¢] i 6.04 0.84 Frédéric [2] 5.45 8.64 - o
independent PhysNet [7] _ 1295 o4 HeartTrack [31] 241 337 0983 Participant-
evaluationon  DeepPhys [*] 443 998  0.80 o T[PP]GN“[ b 30 o independent
MMSE-HR Kitgﬁg [[ ]] 3'_85 ;é; g'gg PulseGAN [34] .19 210 o098  evaluationon
dataset BVPNet [1] - 747 079 ?fétD“'EPP]G[ b3 e 0% UBFC-PPG
Federated2022 [23] 299 242 0.79 Gideon2021 [¢] 36 46 0095 dataset

EfficientPhys-C [27] 291 543 092

. Federated2022 [23]  2.00 438  0.93
EfficientPhys-T1 [22] 348 721  0.86 Dual-GAN [24] 044 067  0.99
PhysFormer™ [49] 284 536 092 ContrastPhys [37]  0.64  1.00  0.99
ERM [17] 130 258 099 ERM [12] 075  1.84  0.99
DANN [7] 124 271 099 DANN [7] 058  1.19  0.99
CST[17] 120 242 099 CST[17] 0.41 1.04  0.99
Ours 0.85 2.05 0.99 ours 0.16 0.57 0.99

* Trained on VIPL-HR datasets due to the large model-scale 54



Dual-bridging with Adversarial Noise Generation for

Domain Adaptive rPPG Estimation

MMSE-HR — PURE PURE — MMSE-HR

Method MAE RMSE r MAE RMSE r

CHROM [5] 3.25 12.92 0.84 5.72 12.69 0.58
POS [41] 2.83 12.49 0.85 4.98 13.11 0.53
CVD [27] 2.75 3.98 0.98 4.08 7.03 0.84
ERM [12] 2.49 8.48 0.93 2.59 5.44 0.96
DANN [7] 2.69 6.97 0.95 284 7.65 0.93
CST[!7] 1.27 2.96 099 232 5.97 0.96
EfficientT1 [22] - - . 3.04 591 0.92
PhysFormer [49] - - - 2.84 5.36 0.92
Synthetic [25] - - . 2.26 3.70 0.97
Ours 1.10 1.67 099 1.71 3.72 0.98

Cross-datasets .



How to further improve the noise robustness of rPPG
estimation?

56



Noise Disentangled DeeprPPG Framework

[TIP 24]

> DeeprPPG backbone

Dj STconv Layer

l...

DeeprPPG-¢

1.SQ. Liu and PC. Yuen, "A General Remote Photoplethysmography Estimator with Spatiotemporal Convolutional Network,” FG, 2020.
2.5QLiuvand P CYuen, "Robust Remote Photoplethysmography Estimation With Environmental Noise Disentanglement” TIP, In Press, 2024



Noise Disentangled DeeprPPG Framework

Dj STconv Layer

We want to disentangle the environmental
noise from the physiological signals at feature
level:

— DeeprPPG-¢ Xraw — Xphy t Xpoise
Xphy = Xraw — Xnoise



Noise Disentangled DeeprPPG Framework

— DeeprPPG-¢
Noise Disentangler

Disentangle the environmental noise Xy, 4ise
from the observed raw signal feature x



Noise Disentangled DeeprPPG Framework

Canonical
Dj STconv Layer m FC Layer m Correlation Layer

Canonical Correlation
Xhoise Regularizer

DeeprPPG-¢ B
Noise Disentangler

Adversarial training: two-player min-max game:

Logy = mDin rpp%x Dist(D ((p(z) — B((p(z))) D (B((p(z))))



Noise Disentangled DeeprPPG Framework

[

Canonical
Dj STconv Layer m FC Layer m Correlation Layer

DeeprPPG-¢

Lony
X R
phy ,+*" De
S
.. LN R ] lv a“ﬂbe
- e
\‘ W \&° Ladv

L}
: -I est” .- ‘ ﬁo
[ u *

- o 0‘

. : g ) .

\‘ QO Canonical Correlation

&0 Xnoise Regularizer

Noise Disentangler

Use background regions as reference to train the Noise Disentangler B(x)



Noise Disentangled DeeprPPG Framework

Canonical
Dj STconv Layer m FC Layer m Correlation Layer

Canonical Correlation
0 Xnoise Regularizer

AL _ OO\
Background BECHREESD Noise Disentandl %
Regions olse Disentangier >

DeeprPPG-{/




Noise Disentangled DeeprPPG Framework

Canonical
Dj STconv Layer m FC Layer m Correlation Layer

£phy
Xphy“" "De
3
s e@
LY "'--.-V (‘-‘o
T "- | ‘\Gz‘ o £adv
:. B ““"’ &0
“‘ ‘\ | R Canonical Correlation
« A - X .
’, o noise Regularizer
B 0.‘:0 “‘ / a\}Lnoise
Background BEOpHEECE Noice Disentandler | 5\<\(\N0’\5€5‘9.n
. oise Disentangler
Regions g > e,
i_._’,-r""'"-'

DeeprPPG-{/

The noise rPPG signals extracted from skin region and background region should be similar



Noise Disentangled DeeprPPG Framework

Canonical
Dj STconv Layer m FC Layer m Correlation Layer

OEORN ) Lo
Xphy“"" DeeprPPG-l/f
\%
. e
"'-.--v ‘\-b
llll.....l | 2
ﬂ“ “e ‘\66 Ladv
. : ELLEY &0
ML I-----'.....Q : u ‘$“
au " ¢‘ “ ..’0’
K \‘ oo Canonical Correlation
S, %0 Xnoise  Regularizer
I R . e® &
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Noise Disentangler i ! ! gan ™

- \S
DeeprPPG-{/ ose cign@
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The noise rPPG signals extracted different background regions should be similar to each other



Experiments

Datasets
PURE

6 statuses: steady sitting, talking, slow head translation, fast head translation, small head rotation, and
medium head rotation

Industrial camera, uncompressed video storage.

COHFACE

2 lighting conditions: (a) studio light (b) natural side
Web camera, compressed video storage.

UBFC
Small head movement (Subjects are asked to play a time sensitive mathematical game)
Larger heart rate variation (80-120 bpm)
Logitech Cg20, uncompressed video storage

MMSE-HR

Spontaneous larger facial expressions and head motions
dark skin tones

MAHNOB-HCI

subjects are stimulated with emotion-eliciting clips and behave with corresponding facial expressions and
head motions



Experiments

Evaluation of average HR on PURE, COHFACE, UBFC

Performance metrics:
RMSE (root mean square error)
MAE (mean absolute error)
Pearson correlation R



Experiments

MAE (bpm) RMSE (bpm) R MAE RMSE
MAE  RMSE ICA[4] 8.16 13.99 0.36 (bpm)  (bpm) R
bom bom R MRICA 5.87 11.26 0.55 GREEN 4.47 11.6 0.842
- ( 2p4 4) (3}’0 6) 5O iBCG 8.20 14.09 0.39 ICA [1] 351 864  0.908
: : : CHROMI2] 8.44 13.74 0.34 CHROMI2] 3.44 4.61 0.968
CHROM 2.07 2.50 0.99 LiCVPR 19.98 25.59 -0.44 POSI[4] 2 44 6.61 0.936
LiCVPR 28.22 30.96 -0.38 251?: 20.98 25-?4 -(}-3(2 CK [5] 729 3.80 0.981
HR-CNN 1.84 237  0.98 ;ﬂﬁéﬂ NE3] &5 1o 8;1;' Frédéric [6] 545  8.64 .
- . . s a_ [8] . . .
CVD 27.0 28> 011 Two-stream CNN[12] ~ 8.09 9.96 0.40 iffmtﬁwim g 33 z j% 0095833
DeeprPPG 0.28 0.43 0.999 MOMBAT[11] 589 _ 0.62 C;%bﬂdc 28 359 010
ND-DeeprPPG 0.18 0.41 0.999 EEMD-MCCA[10] 2.08 4.80 0.91 i — ‘
Evaluation results on PURE DeeprPPG 3.07 7.06 0.86 ND-DeeprPPG 0.31 0.98 0.999
ND-DeeprPPG 0.64 1.89 0.98 Evaluation results on UBFC

evaluation results on CORFACE

1] Poh et.al., "“Non-contact, automated cardiac pulse measurements using video imaging and blind source separation.”. Optical Society of America, 2010

2] G. de Haan et al., “Robust pulse rate from chrominance-based rppg”, TBE, 2013

3] R. Spetlik et al., “Visual heart rate estimation with convolutional neural network”, BMVC, 2018

4] Wang et.al., “Algorithmic principles of remote PPG”, TBE, 2015

5] Song et.al., “"New insights on super-high resolution for video-based heart rate estimation with a semi-blind source separation method”, Computers in Biology and Medicine, 2020
6] Frederic et.al., “3d convolutional neural networks for remote pulse rate measurement and mapping from facial video”, Applied Sciences, 2019

7] Olga et.al., “HeartTrack: Convolutional neural network for remote video-based heart rate monitoring”, CVPRW, 2020

8] Lee et.al., "Meta-rppg: Remote heart rate estimation using a transductive meta-learner”, ECCV, 2020

[9] Niu et.al., “Video-based Remote Physiological Measurement via Cross-verified Feature Disentangling”, ECCV,2020

[10] Song et.al., "Remote Photoplethysmography with an EEMD-MCCA Method Robust Against Spatially Uneven llluminations”, Sensors Journal, 2021

[11] P.Gupta et.al., "Mombat: Heart Rate Monitoring from Face Video using Pulse Modeling and Bayesian Tracking”, Computers in biology and medicine, 2020
[12]1 Wang et.al., “Vision-Based Heart Rate Estimation via a Two-Stream CNN”, ICIP, 2019
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Qualitative comparisons
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Fig. 9. Qualitative comparisons of , ND-DeeprPPG, and ground-truth PPG on PURE, COHFACE, and UBFC dataset. rPPG signal slots and

corresponding spectrums are visualized. Right column shows the HR trace where each point of HR (bmp) is obtained from 6 secs. signal. with stride = lsec



Experiments

Ablation Study

Components COHFACE
Lohy Lodu Looise Ly MAE (bpm) RMSE (bpm) R
v 3.07 7.06 0.86
v v 1.67 5.85 0.94
v v v 1.11 3.90 0.94
v v v v 0.64 1.89 0.98

Ablation study of the four components of ND-DeeprPPG on COHFACE dataset

Different Backbone

MAE (bpm) RMSE (bpm) R
DeeprPPG((2+1)D) 3.07 7.06 0.86
DeeprPPG(3D) 2.05 6.80 0.82
ND-DeeprPPG((2+1)D) 0.95 2.84 0.98
ND-DeeprPPG(3D) 0.84 2.86 0.97

Evaluation the effectiveness of ND-DeeprPPG using different
spatiotemporal convolutions on COHFACE dataset

Fo=====- '* """" 1.--7
i T
I |

Spatial Temporal

Convolution

——

'[__BatchNorm |1\

1x3x3

i
(c)
(2+1)D




Visualization of the Disentangling Process

Visualize the correlation of rPPG signals of Y (x1,,) and Y (Xpeise):
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Visualization of the Disentangling Process

Visualize the correlation of rPPG signals of Y (x1,,) and Y (Xpeise):
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Experiments

Cross-dataset evaluation between PURE, COHFACE, and UBFC

PURE— UBFC UBFC—PURE
MAE] RMSE] RT | MAE] RMSE] R}

DAE 2.70 517 0.96 _ _ ]
PulseGAN 2.09 4.42 0.97 _ ; ;
Dual-GAN 0.74 1.02  0.997 : ; ;
DeepPhys 1.02 2.53 099 | 5.80 17.1 0.71
PhysNet 1.99 4.49 097 | 839 19.2 0.71
TS-CAN 0.99 2.41 099 | 575 16.3 0.74
DeeprPPG 2.30 4.15 097 | 029 0.63  0.997
ND-DeeprPPG | 0.34 098 0999 | 0.17 035  0.999

PURE—COHFACE COHFACE—PURE
MAE  RMSE MAE  RMSE
(bpm)  (bpm) R (bpm)  (bpm) R
HR-CNN* - - - 8.72 11.0 0.70
Two-stream CNN* - - - 9.81 11.81 0.42
DeeprPPG 1.66 1335 046 6.55 20.83 0.54
ND-DeeprPPG 3.04 7.10 0.78 0.29 0.62 0.997
UBFC—COHFACE COHFACE—UBFC
MAE RMSE MAE RMSE
(bpm)  (bpm) R (bpm)  (bpm) R
DeeprPPG 4.0 10.6 0.70 4.52 9.69 0.86
ND-DeeprPPG 2.39 0.65 0.84 0.49 1.12 0.998




Experiments

DeeprPPG for 3D mask face PAD

Extract local rPPG signals from forehead, cheek
and low-face region

Apply LrPPG on the extracted 3 local rPPG signals

3DMAD HKBU-MARsV1+
HTER _dev(%) | HTER test(%) | EER(%) | AUC(%) | HTER_dev(%) | HTER_test(%) | EER | AUC(%)
CHROM 10.82 11.65 11.68 94.69 8.83 10.10 9.81 96.48
DeentPPG L6.A6 1715 17.04 R0 AR 3767 3R 83 38 2R 64.90
ND-DeeprPPG 8.42 8.81 8.51 94.77 1.88 2.67 2.19 99.14

Intra-dataset evaluation on 3DMAD and HKBU MARs Vi1+ using LrPPG with different rPPG extractor

HKBU-MARsV1+—3DMAD 3DMAD—HKBU-MARsVI1+
HTER _test(%) | EER(%) | AUC(%) | HTER test(%) | EER | AUC(%)
CHROM 12.47 12.47 93.97 11.23 10.90 94.88
DeeprPPG 48 25 51.03 30.03 40 83 47 42 34.39
ND-DeeprPPG 7.24 1.76 95.76 2.81 3.42 99.12

Cross-dataset evaluation between 3DMAD and HKBU MARs V1+ using LrPPG with different rPPG extractor



Experiments

Performance comparison with various training video clip lengths: T=32, 64, 128, 256

Demonstrate the effectiveness of ND-DeeprPPG using different video clip length
settings

MAE RMSE

N WP 1Oy 00

ND-DeeprPPG DeeprPPG ND-DeeprPPG DeeprPPG

COHFACE:



Real-time Implementatlon of our rPPG- based Face PAD Method
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Our dataset: HKBU-MARSs

http://rds.comp.hkbu.edu.hk/mars
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http://rds.comp.hkbu.edu.hk/mars

Conclusions

PAD is an important and un-solved issue in biometric systems

Rapid progress in the past 5 years, still a lot issues needed to be
solved

Face PAD has high academic and commercial values

rPPG offer very good generalisation ability for face PAD, in
particular 3D mask attack. Performance can be further improved
by integrating other PAD methods

rPPG is also a powerful tool in healthcare domain
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