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History of  Artificial Neural Networks

https://beamandrew.github.io/deeplearning/2017/02/23/deep_learning_101_part1.html

1980

Neocognitron
Fukushima

Convolutional Neural Networks
LeCun

AlexNet
Krizhevsky, Sutskever, Hinton

2012



ImageNet Challenge 

◼ Large Scale Visual Recognition 
Challenge (ILSVRC) 
❑ 1000 object categories

❑ 1.2M training images

AlexNet ZF VGG/

GoogLeNet 
ResNet CUImage

Human error

SENet

Shallow Deep

Russakovsky et al. ILSVRC2017 CVPRW 2017 



Face Recognition 

◼ Labeled Faces in the 
Wild (LFW)
❑ 5,749 subjects

❑ 13,233 faces

◼ Mean classification accuracies:
YI+AI (0.9983 ± 0.0024)

FRDC (0.9972 ± 0.0029)

CHTFace (0.9960 ± 0.0025)

Taigman et al. DeepFace: Closing the Gap to Human-Level Performance in Face Verification, CVPR 2014 .

Training data: 4 mil faces, 4000 
identities (Facebook)



Segment Anything Model (SAM)

• A new AI model from Meta AI that can "cut out" 
any object, in any image, with a single click
– Trained using 1.1 billion segmentation masks from 11 

million images

https://segment-anything.com/



LeNet5 vs AlexNet

LeNet5 LeCun et al. 1998 AlexNet Krizhevsky et al. 2012

◼ Trained on MNIST digit dataset 
with 60K training examples

◼ Sigmoid or tanh nonlinearity

◼ Average pooling

◼ Fully connected layers at the 
end

◼ Trained on ImageNet dataset 
with 1.2M training images

◼ Rectified Linear Unit (ReLU) 
nonlinearity

◼ Max pooling

◼ GPU implementation
◼ Trained on two GPUs for a week

◼ Dropout regularization

◼ Fully connected layers at the 
end



Why?

◼ Availability of large annotated datasets

◼ More layers
❑  Capture more invariances 

◼ More compute 
◼ Availability and affordability of GPUs 

◼ Better regularization
◼ Dropout

◼ New nonlinearities
◼ Rectified Linear Unit (ReLU)

◼ Parametric Rectified Linear Unit (PReLU)

Razavian et al. CVPR 2014



Recent Large Pre-Trained Models

https://alinakhay.com/Comprehensive-Guide-to-the-State-of-Large-Language-Models



Scaling Laws for Neural Language Models

Kaplan et al. arXiv 2020

Chinchilla, DeepMind 2022

There is a power law relationship between the number of parameters in an 

autoregressive language model and its performance!

• Train larger models and expect performance improvements.

• Model size and the number of training tokens should be scaled in equal 

proportions.



Why?

◼ Availability of large annotated data

◼ More layers
❑  Capture more invariances 

◼ More computing 
◼ Availability and affordability of GPUs 

◼ Better regularization
◼ Dropout

◼ New nonlinearities
◼ Rectified Linear Unit (ReLU)

◼ Parametric Rectified Linear Unit (PReLU)

Razavian et al. CVPR 2014



Large 

Datasets

• Collecting and annotating datasets 

– Expensive 

– Labor intensive 

– User privacy issues 

• GDPR: General Data 
Protection Regulation 

• HIPAA: Health Insurance 
Portability and Accountability 
Act, 1996 

• SHIELD: Stop Hacks and 
Improve Electronic Data 
Security Act, Jan 1 2019

• PCI: Payment Card Industry 
Data Security Standard, 2004 

• IRB: Institutional Review 
Board



Protecting User Privacy

• Data privacy (protect the data)
– Cancelable biometrics

• Modify data through  revocable  and  non-
invertible  transformations 

– BioHashing
• Random projections are used to generate 

templates 

– Differential privacy
• An algorithm is differentially private if its 

behavior hardly changes when a single 
individual joins or leaves the dataset 

• Hide unique samples (add noise to data)

– Homomorphic encryption
• Perform calculations on encrypted data

V. M. Patel, N. K. Ratha and R. Chellappa, "Cancelable Biometrics: A review," in IEEE Signal Processing Magazine, 
vol. 32, no. 5, pp. 54-65, Sept. 2015.



Federated Learning

• Federated learning (build protection into the models)
– Multiple entities collaboratively train a model while ensuring 

that their data remains decentralized.

– Communication-efficient learning of deep networks from 
decentralized data, AISTATS 2017, McMahan et al. (Google)



Li et al. IEEE SPM 2021

• Different users (clients) collaboratively learn a machine learning model with the 
help of a server

• Local training
– Users locally compute training parameters and send them to the server

• Model aggregating
– The server performs secure aggregation over the uploaded parameters from different users 

without learning local information

• Parameters broadcasting
– The server broadcasts the aggregated parameters to the users

• Model updating
– All users update their respective models with aggregated parameters and test the 

performance of the updated models

Federated Learning - FedAvg 
Server



Federated Learning - Applications

• Next word prediction 
(Google)
– Federated Learning for 

Mobile Keyboard 
Prediction, Hard et al., 
2018

• Speaker recognition 
(Apple Siri)
– QuickType (Apple’s 

personalized keyboard)



Synthetic Data Generation

• Generative AI
– Generative Adversarial 

Networks (GANs)
– Variational Auto-Encoders 

(VAEs)
– Flow-based methods
– Diffusion models 

Image credit: Khan



Generative Models

Image credit: Lilian Weng















• Diffusion models have 
outperformed GANs in image 
synthesis and have 
demonstrated a remarkable 
ability in generating high-quality 
images

• Despite their potential, diffusion-
based image synthesis models 
are known to replicate training 
data and generate biased 
samples.

Perera & Patel, IJCB 2023
Somepalli et al. CVPR 2023

Image Replication in Diffusion Models



Replication in Video Diffusion Models

Mei & Patel, AAAI’23



Replication in Video Diffusion Models

Rahman, Perera, Patel, WACV’25



Replication in Medical Diffusion Models





Social Biases in Generative Models
• Generative models have become widely popular across various 

applications, but they also risk perpetuating biases, which can 
lead to significant social consequences.



Key Observations

• Diffusion-based face generation models exhibit bias even when 
trained on balanced datasets.

• When trained with balanced datasets of varying sizes, diffusion 
models demonstrate bias towards certain attribute classes, with 
the degree of bias being dependent on the specific dataset and 
its size.
– Complexity of the training subset might have played a role in the 

variation of attribute distribution within diffusion models. Factors 
such as lighting conditions, hairstyle, and makeup added complexity 
to the dataset.



• The proposed method involves fine-tuning the model using 
rewards to guide it toward a more desirable output 
distribution, encouraging the generation of preferred samples 
and suppressing undesirable ones.

Mitigating Replication and Bias in Diffusion-

based Image Synthesis Models



Mitigation Results



Mitigation Results 



LLMs for Face Understanding

• MLLMs have shown impressive abilities in a lot of domains but 
fail to answer basic questions related to face understanding.



• 5000 MCQ questions: 6 broad categories, 14 
tasks, 25 public datasets
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FaceXBench (6 categories and 14 tasks)

1. Bias and Fairness: 
Age Estimation, Gender Prediction, Race Estimation

2. Face Recognition: 
HR Face Recognition, LR Face Recognition, Celebrity identification

3. Face Authentication:
Face Anti-spoofing, Deepfake Detection

4. Face Analysis:
Attributes Prediction, Facial Expression Recognition

5. Face Localization:
Headpose Estimation, Face Parsing, Crowd Counting

6. Face Tools:
Face Tools Retrieval





(A) api_7-identify_high_res_face, api_2-classify_gender, api_4-

spoof_confidence_score, api_4-detect_spoofing, api_5-

detect_deepfake

(B) api_4-detect_spoofing, api_4-spoof_confidence_score, api_5-

detect_deepfake, api_2-classify_gender, api_7-

extract_high_res_embedding

(C) api_7-identify_high_res_face, api_2-classify_gender, api_4-

detect_spoofing, api_4-spoof_confidence_score, api_5-

detect_deepfake

(D) api_4-detect_spoofing, api_4-spoof_confidence_score, api_5-

detect_deepfake, api_7-identify_high_res_face, api_2-

classify_gender

FaceXBench

Estimate the age group of the person 

in this image ?

Age Estimation

(A) None of the 

above

(B) 20-29

(C) 10-19

(D) 30-39

Which two images are of the same 

person ?

HR Face Recognition

(A) Img 1 & Img 2

(B) Img 2 & Img 3

(C) Img 3 & Img 4

(D) Img 1 & Img 4

1 2

3 4

Identify the gender of the person in 

the image ?

Gender Prediction

(A) Male

(B) Both

(C) Female

(D) None of the 

above

Which image shows a person 

belonging to the white race ?

Race Estimation

(A) Both Images

(B) Image 1

(C) Image 2

(D) None of the 

above

1

2

The first image is of person A. Which 

of the other images are not person A ?

LR Face Recognition

1 2

3 4

(A) Image 3

(B) All images

(C) Image 2

(D) Image 4

Identify the celebrity in the image ?

Celebrity Identification

(A) Christina Pickles

(B) Kathleen Noone

(C) Ilan Hall

(D) Kyra Zagorsky

How many images are bonafide 

samples ?

Face Anti-spoofing

(A) 1

(B) 2

(C) 3

(D) 0

Which deepfakes belong to the same 

identity ?

Deepfake Detection

1 2

3 4

(A) Img 1 & Img 4

(B) Img 2 & Img 3

(C) Img 1 & Img 2

(D) Img 3 & Img 4

Which of the following attributes is 

NOT present in the image ?

Attributes Prediction

(A) Bangs

(B) Rosy Cheeks

(C) Wearing 

Lipstick

(D) Wavy Hair

Which facial expression is the person 

showing in the image ?

Facial Expression 

Recognition

(A) contempt

(B) happy

(C) surprise

(D) fear

How many people are present in this 

image ?

Crowd Counting

(A) 2

(B) 5

(C) 6

(D) 7

Which region is segmented out with 

white color?

Face Parsing

(A) hat

(B) eyeglasses

(C) necklace

(D) earring

What is the yaw angle range of 

headpose estimation for the person in 

this image ?

Headpose Estimation

(A) 0 to 10

(B) -40 to -30

(C) -20 to -10

(D) -10 to 0

In an airport security setting, the system verifies traveler identity with high-

resolution face recognition and gender classification. It should detect 

spoofing and then perform deepfake detection if flagged. Skip deepfake 

checks if spoofing confidence is high. Which API call sequence is correct?

Face Tools Retrieval



Results

1. Open source models such 
as Qwen2VL and 
InternVL2 perform better 
than proprietary models 
such as GPT-4o and 
GeminiPro-1.5

2. The max. accuracy 
achieved is less than 60% 
highlighting the challenge 
proposed by the 
benchmark.



Analysis
1. Tasks such as crowd 

counting, deepfake 
detection, and headpose 
estimation are challenging, 
with most models 
performing poorly.

2. From the segmentation 
results, we observe that 
models trained using 
dynamic resolution exhibit 
superior performance in 
face parsing.

40



Analysis
1. The model performs poorly 

on questions involving 
multiple images.

2. For models that share the 
same vision encoder but 
differ in their LLM 
backbone, we observe that 
performance improves with 
the size of the LLM.

41



Summary

• Generative AI and LLMs promise to be an 
active area of research

• Open problems
– Mitigation of data replication in video-based 

diffusion models

– VLMs are not able to reason in tasks 
related to face understanding

• Better VLMs for face understanding are 
needed!

– Understanding and mitigating bias in LLMs 
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More Information,

Vision and Image Understanding (VIU) Lab @JHU

https://engineering.jhu.edu/vpatel36/

Thank You!

https://engineering.jhu.edu/vpatel36/
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