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IntroductionIntroduction

Face Recognition ProcessFace Recognition Process

1.1. Face DetectionFace Detection
2.2. Face TrackingFace Tracking
3.3. Face AlignmentFace Alignment
4.4. Face RecognitionFace Recognition
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History (History (6060--7070’’s)s)::
Geometric Feature Based ApproachGeometric Feature Based Approach

EgEg. . KanadeKanade 19721972

In traditional AIIn traditional AI--CVCV frameworkframework

Image features preImage features pre--specifiedspecified

Features={type, locations, distances}Features={type, locations, distances}

History (History (9090’’s s --)): : 
LearningLearning--Based, Subspace Analysis ApproachBased, Subspace Analysis Approach

Linear Subspace Methods: Linear Subspace Methods: EigenfaceEigenface (PCA) (PCA) 
and Othersand Others

Face Representation: Kirby & Face Representation: Kirby & SirovichSirovich. 1990.. 1990.
Face Recognition: Turk & Face Recognition: Turk & PentlandPentland. 1991.. 1991.

Different from the AIDifferent from the AI--CV approachCV approach
ExampleExample--basedbased
Features LearnedFeatures Learned
Dimension reductionDimension reduction
Linear mapping from highLinear mapping from high--dim to lowdim to low--dim spacesdim spaces

Nonlinear MethodsNonlinear Methods
(More contemporary  work).(More contemporary  work).

- ....
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1990s 1990s --20042004

Hardware:Hardware:
Visible light imagingVisible light imaging

Algorithms:Algorithms:
Appearance Based + Statistical LearningAppearance Based + Statistical Learning
Local Features + Little LearningLocal Features + Little Learning

2002: EyeCUEyeCU System at MSR System at MSR TechFestTechFest

2005: AuthenMetricAuthenMetric SystemSystem

Illumination InvariantIllumination Invariant
Accurate and FastAccurate and Fast
Real ApplicationsReal Applications

Passport Control at ChinaPassport Control at China--Hong Kong/Macau BoardersHong Kong/Macau Boarders
AccessAccess--control in Many Placescontrol in Many Places

MRTD SystemMRTD System
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AlgorithmsAlgorithms

Subspace ModelingSubspace Modeling
Dimension Reduction Dimension Reduction 
Feature ExtractionFeature Extraction

EgEg: Images of size 64x64: Images of size 64x64
Dimensionality of image space: 64x64=4096 (pixels)Dimensionality of image space: 64x64=4096 (pixels)
Pixel values in {0,Pixel values in {0,……,255},255}
256^4096 > 10^9864 possible configurations in 256^4096 > 10^9864 possible configurations in 
40964096--dim hypercubedim hypercube

Face pattern living in low dim subspaceFace pattern living in low dim subspace
Dimension reduction (features = projected Dimension reduction (features = projected 
coordinates)coordinates)



6

PCA, VQ, NMF, and LNMFPCA, VQ, NMF, and LNMF

h independenth independentICA

b,hb,h nonnon--negative vectorsnegative vectorsNMF

ConstraintsConstraintsMethodMethod

b,hb,h nonnon--negative + h sparse negative + h sparse 
b b reallyreally partpart--basedbased

LNMF

h unary vectorsh unary vectorsVQ
b b orthonormalorthonormal vectorsvectorsPCA

BHX ≈

PCA Representation PCA Representation 

Basis vectors = Principal Basis vectors = Principal eigenfaceseigenfaces

1st 2nd 3rd 4th 5th 6th 7th

= 0.9569 X - 0.1945 X + 0.0461 X + 0.0573 X - ....

Original Face 1st 2nd 3rd 4th

Face as Face as linear combination of linear combination of eigenfaceseigenfaces

Y=[0.9569, - 0.1945 , 0.0461, 0.0573, …, ]
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Independent Component AnalysisIndependent Component Analysis

)h,...,(hH ),x,...,(xX   BH,X N1N1 ==≈

H components as independent as possible

Learning ViewLearning View--Subspaces by UsingSubspaces by Using
PCA, ICA, ISA, TICA (Li et al 2001)PCA, ICA, ISA, TICA (Li et al 2001)

YYnnnnnnViewView--orderingordering
YYYYnnnnViewView--groupinggrouping
YYYYYYnnviewview--specificspecific

TICATICAISAISAICAICAPCAPCA
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NonNon--negative Matrix Factorizationnegative Matrix Factorization

Papers:Papers:
Lee and Lee and SeungSeung, , NatureNature , 1999, 1999
Lee and Lee and SeungSeung, , NIPSNIPS, 2001. , 2001. 

NonNon--negative Matrix Factorizationnegative Matrix Factorization
min D(X||BH),  min D(X||BH),  s.ts.t. . B,H >=0B,H >=0 and            for all and            for all jj

Basis Components learned by different methodsBasis Components learned by different methods

NMFNMF VQVQ PCAPCATraining ExampleTraining Example

1=∑i
ijb

BHX ≈

Problems with NMFProblems with NMF

1.1. Learned components not really localized, partLearned components not really localized, part--basedbased
2.2. Face recognition not very goodFace recognition not very good

NMF Results Learned FromNMF Results Learned From::
LeeLee--SeungSeung’’ss Data               ORL DataData               ORL Data Our DataOur Data
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Local NonLocal Non--negative Matrix Factorizationnegative Matrix Factorization

Additional constraints imposed on NMFAdditional constraints imposed on NMF
for spatially localized, partfor spatially localized, part--based representationbased representation

LNMF LNMF NMFNMF PCAPCA

Comparative results learned from ORL data:Comparative results learned from ORL data:

Nonlinear Subspace AnalysisNonlinear Subspace Analysis
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Face Detection and RecognitionFace Detection and Recognition
-- From Manifold ViewpointFrom Manifold Viewpoint

Detection

nonface

face

Recognition

face

Faces

Nonfaces

Person 2

Person 1

Face Grand Challenges Face Grand Challenges 
-- From Subspace ViewpointFrom Subspace Viewpoint
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Challenges in Face RecognitionChallenges in Face Recognition

Complexity of nonlinear face manifoldsComplexity of nonlinear face manifolds
Problem in GeneralizingProblem in Generalizing

Limited Training Data Limited Training Data 
When lighting changesWhen lighting changes
When pose changesWhen pose changes
Daily changes and agingDaily changes and aging
When Camera property changeWhen Camera property change

Euclidean Geometry Inappropriate in Euclidean Geometry Inappropriate in 
image spaceimage space

Rotated FacesRotated Faces
in PCA Subspacein PCA Subspace
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Scaled FacesScaled Faces
in PCA Subspacein PCA Subspace

Translated Faces Translated Faces 
in PCA Subspacein PCA Subspace

Manifolds are Manifolds are FoldingFolding and and InterweavingInterweaving
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PCA Subspace of PCA Subspace of ““ReRe--LightedLighted”” FacesFaces

Subspaces inSubspaces in
Detection and RecognitionDetection and Recognition

Detection

nonface

face

Recognition

face

Faces

Nonfaces

Person 2

Person 1
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Subspaces inSubspaces in
Face Recognition and Gender ClassificationFace Recognition and Gender Classification

Recognition

face

Person   1

Person 2

Gender

Male

Female

NonNon--Euclidean GeometryEuclidean Geometry

Euclidean GeometryEuclidean Geometry
InappropriateInappropriate
Need to modelNeed to model
manifolds inmanifolds in
NonNon--EuclideanEuclidean
SpaceSpace
Geodesic distanceGeodesic distance

face

Person 1

Person 2
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SeparabilitySeparability in in 
Image and Feature SpacesImage and Feature Spaces

Individual faces Separable in Individual faces Separable in image spaceimage space
Complex, but separableComplex, but separable

Difficult to separate in Difficult to separate in feature spacefeature space
Overlapping in feature space due to information lossOverlapping in feature space due to information loss

face

Person   1

Person 2

Dim 
Reduction

Overlapping 
area

Image Space Feature Space

Towards Accurate Face Towards Accurate Face 
RecognitionRecognition

Rid of Extrinsic Variations, and Use only Rid of Extrinsic Variations, and Use only 
Intrinsic InfoIntrinsic Info

Option 1: Face NormalizationOption 1: Face Normalization
Geometric & Photometric AlignmentGeometric & Photometric Alignment

Option 2: Special Purpose Imaging SystemOption 2: Special Purpose Imaging System
Near Infrared ImagingNear Infrared Imaging
OthersOthers

Make a Powerful ClassifierMake a Powerful Classifier
Able to deal with nonlinear variationsAble to deal with nonlinear variations
Framework: Local Features + Boosting LearningFramework: Local Features + Boosting Learning
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Face DetectionFace Detection

Face Detection: ApproachFace Detection: Approach

Scan the image with Scan the image with subwindowssubwindows of of 
varying size and locationvarying size and location
Classify a Classify a subwindowsubwindow x into face/x into face/nonfacenonface

Need a Need a ““strong classifierstrong classifier”” for accurate for accurate 
classificationclassification

PostPost--processing: Merge multiple detects processing: Merge multiple detects 

Faces

Nonfaces
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StateState--ofof--thethe--Art Methods:Art Methods:
Local Features + BoostingLocal Features + Boosting

Viola & Jones, 2001Viola & Jones, 2001
HaarHaar Features + Features + AdaBoostAdaBoost + Cascade+ Cascade

SchneidermanSchneiderman & & KanadeKanade, 2000, 2000
Wavelet Histograms Wavelet Histograms 

Li, et al, 2002Li, et al, 2002
Extended Extended HaarHaar Features + Features + FloatBoostFloatBoost + Pyramid+ Pyramid

HaizhouHaizhou Ai, et al, 2003Ai, et al, 2003--20052005
OmniOmni--view face detection, view face detection, HaarHaar feature + Boosting + feature + Boosting + 
More advanced architectureMore advanced architecture

AdaBoostAdaBoost MethodMethod
(Viola & Jones)(Viola & Jones)
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Simple Simple HaarHaar features features 
(Viola & Jones)(Viola & Jones)

3 rectangular features types:3 rectangular features types:

•• twotwo--rectangle featurerectangle feature type    type    
(horizontal/vertical)(horizontal/vertical)

•• threethree--rectangle featurerectangle feature typetype

•• fourfour--rectangle featurerectangle feature typetype

These rectangular features, as opposed to more These rectangular features, as opposed to more 
expressive expressive steerablesteerable filters, can be computed very filters, can be computed very 
efficiently using integral images.efficiently using integral images.

Using 24x24 windows Using 24x24 windows 49,396 features.49,396 features.

Integral ImagesIntegral Images
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AdaBoostAdaBoost LearningLearning

Proposed by Freund et al 1997, 1998Proposed by Freund et al 1997, 1998
Task: Given {(xTask: Given {(xii, , yyii)}, learns )}, learns HHMM(x(x) so that ) so that yyii= = sign(sign(HHMM(x(x))))
Learns and combines a sequence of weak classifiers Learns and combines a sequence of weak classifiers hhmm(x(x) ) 
into a strong classifierinto a strong classifier

hhmm (x)(x) are learned in stages to minimize error bound (see are learned in stages to minimize error bound (see 
later)later)

Associate (xAssociate (xii , , yyii) with weight ) with weight wwii and and reweightreweight after each after each 
iteration (see formula later)iteration (see formula later)

∑
=

=
M

m
mm xhxHM

1
)()( α

∑ −=
i

xHy
M

iMixHJ )(e))((

Weak ClassifiersWeak Classifiers

One WC for a scalar One WC for a scalar HaarHaar featurefeature
WC outputs face/WC outputs face/nonfacenonface by comparing by comparing 
the scalar value with a thresholdthe scalar value with a threshold
Best threshold obtained by examining the Best threshold obtained by examining the 
weighted histogramweighted histogram
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Learning Weak ClassifiersLearning Weak Classifiers
Based on Weighted HistogramBased on Weighted Histogram

Best Features LearnedBest Features Learned

First features selected by First features selected by AdaBoostAdaBoost are are 
meaningful and have high discriminative powermeaningful and have high discriminative power
By varying the threshold of the final classifier By varying the threshold of the final classifier 

one can construct a twoone can construct a two--feature classifier which feature classifier which 
has a detection rate of 1 and a false positive has a detection rate of 1 and a false positive 
rate of 0.4.  rate of 0.4.  
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SpeedSpeed--up through Cascadeup through Cascade

Simple, boosted classifiers can reject many of negative Simple, boosted classifiers can reject many of negative 
subsub--windows while detecting all positive instances.windows while detecting all positive instances.
Series of such simple classifiers can achieve good Series of such simple classifiers can achieve good 
detection performance while eliminating the need for detection performance while eliminating the need for 

further processing of negative subfurther processing of negative sub--windows.windows.

Face AlignmentFace Alignment
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Face AlignmentFace Alignment

Input: Input: 
Face detection/tracking Face detection/tracking 
output (location, scale, and output (location, scale, and 
pose)pose)

Output:Output:
Accurate localization of facial Accurate localization of facial 
outline and componentsoutline and components

Purpose:Purpose:
For accurate facial feature For accurate facial feature 
extraction extraction 

Active Shape Models (ASM)Active Shape Models (ASM)

Developed by Developed by CootesCootes, Taylor, , Taylor, et al. et al. 
The solution space is constrained by PDM, The solution space is constrained by PDM, 
namely the global shape space.namely the global shape space.
Local appearance models derived at the Local appearance models derived at the 
landmarks converge to the local image landmarks converge to the local image 
evidence.evidence.
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Formulation of ASMFormulation of ASM

Global Shape Model:Global Shape Model:
Local Appearance Models:Local Appearance Models:

Where     is the average profile around Where     is the average profile around 
the the ii--thth landmark, and      is the landmark, and      is the 
covariance matrix of the sample profiles covariance matrix of the sample profiles 
for the for the ii--thth landmark.landmark.

UsSS +=
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Formulation of ASMFormulation of ASM

In each iteration,    is obtained from the In each iteration,    is obtained from the 
refinement of the local appearance models, refinement of the local appearance models, 
the solution shape s is derived by the solution shape s is derived by 
maximizing the likelihood probability:maximizing the likelihood probability:

wherewhere

lmS
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Active Appearance Models(AAM)Active Appearance Models(AAM)

CootesCootes proposed and developed the Active proposed and developed the Active 
Appearance Model (AAM)Appearance Model (AAM)

Built based on PDM.Built based on PDM.
Shape and texture are combined for the Shape and texture are combined for the 
appearance appearance modeling.modeling.
Alignment is guided by minimizing the texture Alignment is guided by minimizing the texture 
difference  between model and ground truth.difference  between model and ground truth.

Formulation of AAMFormulation of AAM

Shape   Model:Shape   Model:
Texture Model:Texture Model:
Appearance Model:Appearance Model:

The search strategies are based on the The search strategies are based on the 
linear regression assumptions:linear regression assumptions:

UsSS +=

VtTT +=

⎟⎟
⎠

⎞
⎜⎜
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t
s

A WaA =

TAa aδδ = TAp pδδ =
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AAM/DAMAAM/DAM

Face RecognitionFace Recognition

Local Features + Local Features + AdaBoostAdaBoost LearningLearning
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FrameworkFramework

Local Features Local Features 
EgEg: : HaarHaar, Gabor, LBP, Ordinal, etc, Gabor, LBP, Ordinal, etc
Having good propertiesHaving good properties
Form a HighForm a High--Dim SpaceDim Space

Intra Intra vsvs Extra Representation for MultiExtra Representation for Multi--class Problem class Problem 
Statistical LearningStatistical Learning

22--Class ClassificationClass Classification
Training on pos and Training on pos and negneg samplessamples
Nonlinear classifier: Nonlinear classifier: EgEg AdaBoosAdaBoos, SVM, SVM
Learning forLearning for

Dim reduction (feature Dim reduction (feature selctionselction))
Classifier constructionClassifier construction

Working in Good Feature SpaceWorking in Good Feature Space

Map input image to a higher dim local feature spaceMap input image to a higher dim local feature space
Learning to select good featuresLearning to select good features

Local 
Features

Image Space

(high dim)

Raw Feature Space

(higher dim)

Feature 
learning

Selected Feature Space

(low dim)
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Intra Intra vsvs Extra Representation: Extra Representation: 
NN ClassClass TwoTwo ClassClass

((Baback MoghaddamBaback Moghaddam))

NN personspersons

Compare 2 templatesCompare 2 templates

John

Peter

Tom
… …

Dist(T1, T2)

Yes: 

T1,T2 Same person

T2

< threshold?

No: 

T1,T2 Diff person

T1

IntraIntra-- and Extraand Extra-- personal personal 
Variations in Image SpaceVariations in Image Space

((BabackBaback MoghaddamMoghaddam))
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Differences of Ordinal MapsDifferences of Ordinal Maps

Intra-Difference Extra-Difference

As Result of As Result of AdaBoostAdaBoost LearningLearning

Effective features are selectedEffective features are selected
A weak classifier is constructed for each A weak classifier is constructed for each 
feature feature 
The weak classifiers are combined into The weak classifiers are combined into 
a strong onea strong one
Fusion at both feature and decision Fusion at both feature and decision 
levelslevels
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Face Recognition Face Recognition 
Using NIR ImagesUsing NIR Images

Imaging ModelsImaging Models
Face is a 3DFace is a 3D
Physical Imaging ModelPhysical Imaging Model

Imaging FactorsImaging Factors
ShapeShape nn((x,yx,y) ) –– intrinsic factorintrinsic factor
AlbedoAlbedo ρρ((x,yx,y) ) –– intrinsic factorintrinsic factor
IlluminationIllumination s= s= ((ss11, , ss22, , ss33) ) –– extrinsic factorextrinsic factor

((LambertianLambertian Model)Model)

( ) ( ) ( ) syxnyxyxI T   ,,, ρ= == ****
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NIR imaging HardwareNIR imaging Hardware

wwith ith s = (0,0,1)s = (0,0,1)( ) ( ) ( ) syxnyxyxI T   ,,, ρ=

=ρ (x,y)nz(x,y)

MRTD SystemMRTD System

VL vs. NIR ImagesVL vs. NIR Images
Under Various LightingUnder Various Lighting
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AdvantagesAdvantages

Working in invisible spectrum. VL can be Working in invisible spectrum. VL can be 
filtered outfiltered out
Invisible to human eyes: nonInvisible to human eyes: non--intrusive intrusive 
way of active lightingway of active lighting

Visible Light vs. NIR ImagesVisible Light vs. NIR Images

Correlation CoefficientsCorrelation Coefficients
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NIR+LBP GivesNIR+LBP Gives
Illumination Invariant FeaturesIllumination Invariant Features

Active NIR ImageActive NIR Image

It is subject to an unknown constant It is subject to an unknown constant κ,κ,
or a Monotonicor a Monotonic Transform, Transform, onlyonly
DOF overcome by use of LBPDOF overcome by use of LBP

wwith ith s = (0,0,1)s = (0,0,1)( ) ( ) ( ) syxnyxyxI T   ,,, ρ=

=ρ (x,y)nz(x,y)
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Local Binary Pattern (LBP)Local Binary Pattern (LBP)
(University of Oulu)(University of Oulu)

LBP code of NIR images are invariant to LBP code of NIR images are invariant to 
environmental illumination changesenvironmental illumination changes

ClassifierClassifier

LBP Features+ Boosting LearningLBP Features+ Boosting Learning
LBP Feature SelectionLBP Feature Selection
Classifier LearningClassifier Learning
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PerformancePerformance

PePerformancerformance Evaluation Evaluation 

。
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AuthenMetric SystemAuthenMetric System

AssumptionsAssumptions
For Cooperative ApplicationsFor Cooperative Applications
Applications: Access control, EApplications: Access control, E--Passport, ATM, etcPassport, ATM, etc

FeaturesFeatures
HardwareHardware: Active NIR image capture device to : Active NIR image capture device to 
minimizes influence of environmental lighting minimizes influence of environmental lighting 
Recognition EngineRecognition Engine: Classifier learned using LBP : Classifier learned using LBP 
features + features + AdaBoostAdaBoost

Live DemoLive Demo

ApplicationsApplications
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Face Biometric ApplicationsFace Biometric Applications

Consumer products: Consumer products: EgEg. Face Logon . Face Logon 
Enterprise: Enterprise: EgEg. Time attendance and . Time attendance and 
access controlaccess control
GovernmentalGovernmental

SelfSelf--Service BorderService Border--crossing (deployed)crossing (deployed)
ShenZhenShenZhen –– Hong Kong Boarder since June 2005Hong Kong Boarder since June 2005
ZhuhaiZhuhai –– Macau Boarder since April 2006Macau Boarder since April 2006

Biometric EBiometric E--Passport (onPassport (on--going)going)

FaceLogonFaceLogon
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400,000 border400,000 border--crossings every daycrossings every day
Two scenariosTwo scenarios：：Passengers & Vehicle DriversPassengers & Vehicle Drivers
100+ gates deployed by now 100+ gates deployed by now 
Two Modalities: Face & Fingerprint Two Modalities: Face & Fingerprint 
1,600,000 people enrolled. 1,600,000 people enrolled. 
Verification Speed: 6 sec / crossingVerification Speed: 6 sec / crossing
35,000,000 crossings since June 200535,000,000 crossings since June 2005

Biometric BorderBiometric Border--Crossing: Crossing: ShenZhenShenZhen –– HongKongHongKong

CBSR TalentsCBSR Talents
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Contact: Contact: 
Prof. Stan Z. LiProf. Stan Z. Li
Center for Biometrics and Security ResearchCenter for Biometrics and Security Research
Institute of Automation, Chinese Academy of SciencesInstitute of Automation, Chinese Academy of Sciences
szli@cbsr.ia.ac.cnszli@cbsr.ia.ac.cn

Thank You


