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Applications: Immediate needs for Applications: Immediate needs for 
automated surveillance systems in automated surveillance systems in 
commercial, law enforcement and commercial, law enforcement and 
military applications. military applications. 
Research: An active research area in Research: An active research area in 
computer vision and video processingcomputer vision and video processing

Research MotivationsResearch Motivations
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Topics OverviewTopics Overview

Background modeling Background modeling 
Object TrackingObject Tracking

By BlobBy Blob
By MeanBy Mean--shiftshift
By Active ContourBy Active Contour

Discriminative Feature Discriminative Feature 
LearningLearning

Face Tracking Face Tracking 
Object Classification Object Classification 
in Videoin Video
Anomaly DetectionAnomaly Detection
MultiMulti--Camera FusionCamera Fusion

Background ModelingBackground Modeling

Automatically model and update background in Automatically model and update background in 
videovideo
For separating foreground (moving objects) For separating foreground (moving objects) 
from backgroundfrom background
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Methods Methods 

Temporal average or medianTemporal average or median
Gaussian Mixture ModelGaussian Mixture Model
Kernel Density EstimationKernel Density Estimation
Subspace method: Subspace method: EigenbackgroundsEigenbackgrounds
Multilevel method Multilevel method 
PDE based methodPDE based method

Challenges in Background ModelingChallenges in Background Modeling

Illumination changesIllumination changes
Gradual (Gradual (egeg dayday--night change)night change)
Sudden (Sudden (egeg cloud)cloud)

Motion changesMotion changes
camera  oscillation camera  oscillation 
HighHigh--frequency background objects (such as frequency background objects (such as 
swaying vegetation, rippling water and flickering swaying vegetation, rippling water and flickering 
monitors )monitors )

Change in background geometryChange in background geometry
New objects introducedNew objects introduced
Old objects removedOld objects removed
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Mixture of K Gaussians                 (Stauffer and Mixture of K Gaussians                 (Stauffer and 
GrimsonGrimson 1999)1999)

In this way, the model copes with multimodal In this way, the model copes with multimodal 
background distributions background distributions 

Mixture of GaussiansMixture of Gaussians
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The number of modes is arbitrarily preThe number of modes is arbitrarily pre--defined defined 
(usually from 3 to 5)(usually from 3 to 5)
All weights     are updated at every new frameAll weights     are updated at every new frame
At every new frame, some of the Gaussians At every new frame, some of the Gaussians 
““match match ”” the current value,: for them,          are the current value,: for them,          are 
updated by running averageupdated by running average
All distributions are ranked according to their             All distributions are ranked according to their             
and the first ones are chosen as and the first ones are chosen as ““backgroundbackground””

Online Update ProcedureOnline Update Procedure
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Background subtractionBackground subtraction
Optical flowOptical flow
Temporal differencingTemporal differencing

Motion Segmentation MethodsMotion Segmentation Methods

Background modelingBackground modeling
Foreground segmentation Foreground segmentation 
Blob extractionBlob extraction
Data association (based Data association (based 
on: distance, color, on: distance, color, 
velocity etc.)velocity etc.)

Objects Tracking Objects Tracking –– Blob MethodsBlob Methods

( Yang et al., CVPR 2005 )
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Blob Tracking ResultsBlob Tracking Results

Object Tracking Object Tracking –– MeanMean--Shift MethodShift Method
((ComaniciuComaniciu, CVPR 2000 ), CVPR 2000 )

Search in the 
model’s 

neighborhood 
in next frame

Start from the 
position of the 
model in the 
current frame

Find best 
candidate by 
maximizing a 

similarity 
function.

Repeat the 
same process 
in the next pair 

of frames
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Mean Shift TrackerMean Shift Tracker

NonNon--parametricparametric
Density EstimationDensity Estimation

NonNon--parametricparametric
Density GRADIENT Estimation Density GRADIENT Estimation 

(Mean Shift)(Mean Shift)

DataData

Discrete PDF RepresentationDiscrete PDF Representation

Mean Shift Mean Shift –– A Method for Mode Seeking A Method for Mode Seeking 
from data samplesfrom data samples

ParzenParzen WindowWindow Method: Estimating Method: Estimating A function of some finite A function of some finite 
number of data points number of data points x1x1……xnxn in in dd--dimensional Euclidean dimensional Euclidean 
space Rspace Rdd

Kernel Density EstimationKernel Density Estimation
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Various KernelsVarious Kernels::

•• EpanechnikovEpanechnikov KernelKernel

•• Uniform KernelUniform Kernel

•• Normal KernelNormal Kernel
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Estimation Estimation of of Density Density GradientGradient
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ProfileProfile of Kernel Kof Kernel K

Simple Mean Shift procedure (Comaniciu, CVPR 2000 )
• Compute mean shift vector 

•Translate the Kernel window by m(x)

Computing The Mean ShiftComputing The Mean Shift
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MeanMean--Shift Object Tracking ResultsShift Object Tracking Results

Partial occlusion Distraction Motion blur

( D. Comaniciu et al., CVPR 2000 )

Moving Camera Tracking
Tracking moving objects from a moving camera

Widely used method is combining appearance features (e.g. 
color histograms) with mean shift tracker, which is resilient 
to changes in object appearance due to non-rigidity and 
viewpoint
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Active Camera TrackingActive Camera Tracking

Active Contour TrackerActive Contour Tracker

For extracting object boundaries in trackingFor extracting object boundaries in tracking
Minimizing an energy defined based on the Minimizing an energy defined based on the 
shape and locationshape and location

From Julien Jomier 2002
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Contour is said to possess an energy Contour is said to possess an energy EsnakeEsnake
which is defined as the sum of three potential which is defined as the sum of three potential 
termsterms

---- E_snakeE_snake= = E(snakeE(snake))
---- E_intE_int: smoothness constraint on snake bending: smoothness constraint on snake bending
---- E_extE_ext: gradient, color, texture: gradient, color, texture
---- E_conE_con: Other constraints: Other constraints

Estimate snake model in the current frame with Estimate snake model in the current frame with 
snake in previous frame as initializationsnake in previous frame as initialization

Snake ModelingSnake Modeling

snake internal external constraintE E E E= + +

Snakes Detection and Tracking ResultsSnakes Detection and Tracking Results

( N. Paragios & R. Derriche, PAMI 2000 )
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Fixed BG/FG features vs. Fixed BG/FG features vs. 
Dynamic Discriminative FeaturesDynamic Discriminative Features
Hypothesis: the image features that best discriminate an Hypothesis: the image features that best discriminate an 
object from its background are the best features to use object from its background are the best features to use 
for trackingfor tracking

A tracking failure due to similarity of colors between object anA tracking failure due to similarity of colors between object and backgroundd background

( R.Collins et al., PAMI 2005 )

Discriminative Feature SelectionDiscriminative Feature Selection

Treating tracking as a binary classification problem (FG Treating tracking as a binary classification problem (FG 
vsvs BG)BG)
Finding Finding DiscriminantDiscriminant Image, Image, ieie Optimal Combination of Optimal Combination of 
RGB that Best Separate FG/GBRGB that Best Separate FG/GB
Finding features that maximize crossFinding features that maximize cross--class variance and class variance and 
minimize within class varianceminimize within class variance

p: foreground class distribution (histogram)p: foreground class distribution (histogram)
q: background class distribution (histogram)q: background class distribution (histogram)

var(( ) / 2)( , )
var( ) var( )

p qVR p q
p q

+
=

+

IdeasIdeas
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Feature is a linear of combinations of R, G, Feature is a linear of combinations of R, G, 
B, B, ieie F=F={w1R+w2G+w3B}{w1R+w2G+w3B}
Restricting wiRestricting wi∈∈{{--2,2,--1,0,1,2}  leads to 49 1,0,1,2}  leads to 49 
candidate combinationscandidate combinations
Finding Finding w_iw_i to maximize to maximize VR(p,qVR(p,q))

Color Feature Candidates

Online Feature Selection using Online Feature Selection using p,qp,q of the of the 
previous frameprevious frame
ComputeComputeＬＬ[[x,yx,y]]＝＝p[I(x,yp[I(x,y)])]／／q[I(x,yq[I(x,y)])]
Tracking by Applying MeanTracking by Applying Mean--shift onshift onＬＬ[[x,yx,y]]

TrackingTracking
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Weight Image Examples

( R.Collins et al., PAMI 2005 )

Tracking Hard-to-See Objects

( R.Collins et al., PAMI 2005 )
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Occlusion Handling

Feature Correspondence
Color , texture, geometry, et al. 
Spatial-temporal  information

Stochastic method
Joint probabilistic data association
Bayesian reasoning

Ensemble Method
Discriminative feature selection

Multi camera methods
3D coordinates correspondence
2D methods (key point, principle axis correspondence)

Occlusion HandlingOcclusion Handling

( T. Yang et al., CVPR 2005 ) (H. Grabner & H. Bischof, CVPR 2006 )

( H.T. Nguyen et al., CVPR 2006 ) (S.M. Khan & M. Shah, ECCV 2006 )
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Face TrackingFace Tracking

Existing TechniquesExisting Techniques

Detection based methodsDetection based methods
Skin colorSkin color--Based methodsBased methods
AppearanceAppearance--based methodsbased methods
Template matchingTemplate matching--based methodsbased methods

Tracking based methodsTracking based methods
Skin color based methods (Toyama,1998)Skin color based methods (Toyama,1998)
Appearance model based methods (Birchfield ,1998) Appearance model based methods (Birchfield ,1998) 
MeanMean--Shift Search based methods (Comaniciu, 2000) Shift Search based methods (Comaniciu, 2000) 
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Existing Work: Face TrackingExisting Work: Face Tracking
Toyama [1998] The Incremental Focus of Attention face tracking Toyama [1998] The Incremental Focus of Attention face tracking 
framework. (Sensitive to large head rotation)framework. (Sensitive to large head rotation)

Comaniciu[2000] MeanComaniciu[2000] Mean--shift face tracking. shift face tracking. 
(M(Mean histogramean histogram based face detection model is not robust, and based face detection model is not robust, and luminance luminance 
gradientgradient based scale estimation may fail in complex background)based scale estimation may fail in complex background)

Detection Detection vsvs Tracking Based MethodsTracking Based Methods

AverageAverageGoodGoodLocalizationLocalization

Not Not StableStableScale changesScale changes

StableStableNot Not Illumination changesIllumination changes

StableStableNot Not Head RotationHead Rotation

NoNoYesYesAuto InitializationAuto Initialization

Partial OcclusionPartial Occlusion

IssuesIssues

OKOKNot GoodNot Good

TT－－BasedBasedDD－－BasedBased

Take Take AdvantagesAdvantages, and avoid , and avoid disadvantagesdisadvantages
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Main IdeasMain Ideas

Take Advantages, and avoid disadvantages:Take Advantages, and avoid disadvantages:
Robust and Fast Face Tracker = Robust and Fast Face Tracker = 
Face Detector+ Face Tracker + Adaptive SwitcherFace Detector+ Face Tracker + Adaptive Switcher

MultiviewMultiview Face Detector Face Detector [Li,TPAMI,2004] [Li,TPAMI,2004] 
Initializing trackerInitializing tracker
Updating Tracker parameterUpdating Tracker parameter

DiscriminantDiscriminant Based Based Face TrackerFace Tracker
DiscriminantDiscriminant Index Map (DIM), learned online Index Map (DIM), learned online 
Mean shift performed using DIMMean shift performed using DIM

Adaptive Switcher in SystemAdaptive Switcher in System
Management of switching between detector and Management of switching between detector and 
trackertracker

DiscriminantDiscriminant Index Map (DIM)Index Map (DIM)

In Mean shift In Mean shift algalg: Sample weight image: Sample weight image
Sample weight image = Foreground Sample weight image = Foreground 
confidence mapconfidence map
Dynamic weight for each pixelDynamic weight for each pixel

In this work: In this work: DiscriminantDiscriminant Index Map (DIM)Index Map (DIM)
To discriminate foreground (face) from To discriminate foreground (face) from 
neighboring background neighboring background 
Track the most discriminative pixels within the Track the most discriminative pixels within the 
surrounding regionsurrounding region
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Discriminative Color Feature SelectionDiscriminative Color Feature Selection

Features based on Features based on locallocal color histograms of the tracked color histograms of the tracked 
face and surrounding face and surrounding -- insensitive to rotationinsensitive to rotation
Local window :  Target (h=1.2w), Surrounding =  Local window :  Target (h=1.2w), Surrounding =  
1.7*target1.7*target
DiscriminantDiscriminant Index Histogram (DIH) Index Histogram (DIH) -- Equ.(5)Equ.(5)
Use most discriminative Use most discriminative bin bin of DIH as the feature for of DIH as the feature for 
trackingtracking

Green color Green color 
corresponds to corresponds to 
DiscriminantDiscriminant IndexIndex

DiscriminantDiscriminant Index Histogram Index Histogram 
(DIH) (DIH) 

qqtt
kk and and qqbb

kk : local color histograms of the target and its : local color histograms of the target and its 
surrounding backgroundsurrounding background
Online learning of DIHOnline learning of DIH
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Discriminative MeanDiscriminative Mean--ShiftShift

Most discriminative bins are those bins (n) for which Most discriminative bins are those bins (n) for which qqdd
kk

(n) =T/c(n) =T/c
DiscriminantDiscriminant Index MapIndex Map
wwdd

kk ((x,yx,y) =) =qqdd
kk ((I(x,yI(x,y))))

MeanMean--shift trackingshift tracking
performed using performed using 
wwdd

kk ((x,yx,y) to) to
updated targetupdated target
infoinfo

Video Demo  Video Demo  

Single Face Tracking: Large Rotation and Single Face Tracking: Large Rotation and 
JumpingJumping
Multiple Faces Tracking: Large Rotation and Multiple Faces Tracking: Large Rotation and 
OcclusionOcclusion
Active Camera Face TrackingActive Camera Face Tracking
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Object ClassificationObject Classification

To classify moving objects in Video, a To classify moving objects in Video, a 
standard pattern recognition issue.standard pattern recognition issue.
ChallengesChallenges

Appearance variation due to changes in Appearance variation due to changes in 
viewing angle and scaleviewing angle and scale
realreal--time processing requirement.time processing requirement.

Features for Object Representation

Shape based classificationShape based classification
Image blob area size, compactness, apparent  aspect ratio, Image blob area size, compactness, apparent  aspect ratio, 
etc.etc.

Motion based classificationMotion based classification
Direction of motion, speed ,and periodicityDirection of motion, speed ,and periodicity

3D model based method3D model based method
3D geometry and structure. Practically difficult to 3D geometry and structure. Practically difficult to 
implementimplement

Other constraints: Other constraints: egeg x,yx,y coordinatescoordinates
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Using Scene-Specific Features

Spatial distribution of vehicles and persons
Left: in the x-y plane
in the y-size plane

Bootstrapping for Scene TransferBootstrapping for Scene Transfer

Train a lowTrain a low--performance baseline SVM classifier performance baseline SVM classifier 
using the identified sceneusing the identified scene--independent features, independent features, 
on a set of labeled exampleson a set of labeled examples
Apply this baseline classifier to a large unlabeled Apply this baseline classifier to a large unlabeled 
data set U in a novel urban scene. This produces data set U in a novel urban scene. This produces 
‘‘labelslabels’’ (and associated confidence values) for (and associated confidence values) for 
objects in the new scene.objects in the new scene.
Treat the top 10 percent of the new labels as Treat the top 10 percent of the new labels as 
‘‘labeledlabeled’’ examples to reexamples to re--train a new, scenetrain a new, scene--
specific classifier, using both scenespecific classifier, using both scene--independent independent 
and dependent features.and dependent features.
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Vehicle classification 
(Ma and Grimson 2005)

Vehicle type classification : All cars vs. 
minivans; Cars sedans vs. taxies.
For fixed view angle.
Features: edge points and modified SIFT 
descriptors.

Appearance Based MethodAppearance Based Method

Using appearance information to classify Using appearance information to classify 
objects in different camera viewsobjects in different camera views
Categories: car, van, truck, person, bike Categories: car, van, truck, person, bike 
and group of peopleand group of people
Take advantage of error correction Take advantage of error correction 
property of Error Correcting Output Codes property of Error Correcting Output Codes 
(ECOC) method to further deal with the (ECOC) method to further deal with the 
challenge from large intrachallenge from large intra--class variations.class variations.
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MultiMulti--block Local Binary Pattern Feature for block Local Binary Pattern Feature for 
object representationobject representation

MBLBP Feature can capture more information about the MBLBP Feature can capture more information about the 
image structure than original image structure than original haarhaar--like feature. like feature. 

Apply Apply AdaBoostAdaBoost learning learning 

Learning effective features from a large Learning effective features from a large 
feature set;feature set;
CConstructing weak classifiers each of onstructing weak classifiers each of 
which is based onwhich is based on one of the selected one of the selected 
featuresfeatures;;
Boosting the weak classifiers into a Boosting the weak classifiers into a 
stronger classifier.stronger classifier.
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Evaluation the advantage of Error correction Evaluation the advantage of Error correction 
property of ECOCproperty of ECOC--based classifierbased classifier

Testing Sample   One-Vs-All    ECOC-based

Cars 27729 86.2% 92.6%
Vans 3516 67.6% 76.0%
Trucks 2662 66.1% 71.1%
Persons 4035 81.2% 85.2%
Bikes 7038 72.6% 78.8%
People 8058 71.6% 75.8%

Classification ResultsClassification Results
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Fusion of MultiFusion of Multi--Camera TrackingCamera Tracking

Large Area Video Surveillance 
Issues

Sensor network
Camera calibration
Object handoff
Switching
Occlusion reasoning
Data fusion

Calibration

33--D calibration:D calibration: Compute the parameters of a Compute the parameters of a 
camera by the relationship of 3D coordinates camera by the relationship of 3D coordinates 
and the image coordinates of some known and the image coordinates of some known 
pointspoints

22--D calibration:D calibration: Determine the transformation Determine the transformation 
matrix and then such matrix is decomposed to matrix and then such matrix is decomposed to 
obtain the extrinsic parameters of the cameraobtain the extrinsic parameters of the camera
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HandHand--off between Camerasoff between Cameras

Ability to HandleAbility to Handle
humans as well as vehicleshumans as well as vehicles
overlapping cameras as well as nonoverlapping cameras as well as non--overlapping overlapping 
camerascameras
indoor as well as outdoor scenesindoor as well as outdoor scenes

Explore various cues, such as geometric and Explore various cues, such as geometric and 
kinematics, local and global appearances, for kinematics, local and global appearances, for 
salient signatures of the objects. salient signatures of the objects. 
Multiple cues are fused to compute the optimal Multiple cues are fused to compute the optimal 
matches among all the moving objects. matches among all the moving objects. 

Object Matching

Region based methodsRegion based methods
•• Color, texture, appearance, etc.Color, texture, appearance, etc.

Geometry based methodsGeometry based methods
•• 33--D method (correspondence of world coordinates)D method (correspondence of world coordinates)
•• 22--D method ( correspondence of key points, principle D method ( correspondence of key points, principle 

axes)axes)

Other methodsOther methods
•• Nonlinear manifold learning and correspondenceNonlinear manifold learning and correspondence
•• Trajectory based matchingTrajectory based matching
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MethodsMethods
Calibration based methods Calibration based methods 
HomographyHomography based methodsbased methods
Appearance based methodsAppearance based methods

Height, size, silhouette Height, size, silhouette 
Color, textureColor, texture

SpatioSpatio--temporal methodstemporal methods
Arriving timeArriving time、、arriving situationarriving situation
trajectorytrajectory、、velocity velocity 

Suitable for 
overlapping field of 
views

Suitable for non-
overlapping field 
of views

Object Tracking in MultiObject Tracking in Multi--Camera NetworkCamera Network
(Sarnoff)(Sarnoff)

Two people Two people 
area covered by area covered by 
12 cameras12 cameras
human trajectories human trajectories 
overlaid on a overlaid on a 
planeplane--view mapview map
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Calibrated MappingCalibrated Mapping

Anomaly Detection Anomaly Detection 

Detection of AddDetection of Add--on and Missingon and Missing
Intrusion to Forbidden AreaIntrusion to Forbidden Area
Reverse DrivingReverse Driving
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Detection of AddDetection of Add--on and Missing  on and Missing  

Crowd Density EstimationCrowd Density Estimation



31

Anomaly Detection and Anomaly Detection and 
AlarmingAlarming

Bad DoingBad Doing
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Occlusion Handling
Illumination Handling
Hand-off
Behavior Analysis 

ChallengesChallenges

CBSR TalentsCBSR Talents
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Contact: Contact: 
Prof. Stan Z. LiProf. Stan Z. Li
Center for Biometrics and Security ResearchCenter for Biometrics and Security Research
Institute of Automation, Chinese Academy of SciencesInstitute of Automation, Chinese Academy of Sciences
szli@cbsr.ia.ac.cnszli@cbsr.ia.ac.cn

Thank You


