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Abstract—Synchronous stochastic gradient descent (S-SGD) with data parallelism is widely used for training deep learning (DL) models in distributed systems. A pipelined schedule of the computing and communication tasks of a DL training job is an effective scheme to hide some communication costs. In such pipelined S-SGD, tensor fusion (i.e., merging some consecutive layers' gradients for a single communication) is a key ingredient to improve communication efficiency. However, existing tensor fusion techniques schedule the communication tasks sequentially, which overlooks their independence nature. In this paper, we expand the design space of scheduling by exploiting simultaneous All-Reduce communications. Through theoretical analysis and experiments, we show that simultaneous All-Reduce communications can effectively improve the communication efficiency of small tensors. We formulate an optimization problem of minimizing the training iteration time, in which both tensor fusion and simultaneous communications are allowed. We develop an efficient optimal scheduling solution and implement the distributed training algorithm ASC-WFBP with Horovod and PyTorch. We conduct real-world experiments on an 8-node GPU cluster of 32 GPUs with 10Gbps Ethernet. Experimental results on four modern DNNs show that ASC-WFBP can achieve about 1.09 × −2.48 × speedup over the baseline without tensor fusion, and 1.15 × −1.35 × speedup over the state-of-the-art tensor fusion solution.

Index Terms—Distributed Deep Learning; Communication-Efficient; Simultaneous Communications

I. INTRODUCTION

Nowadays deep learning (DL) techniques are widely used in numerous artificial intelligence applications including computer vision, natural language processing, robotics, healthcare, and many others. However, training a large deep neural network (DNN) model with a large data set is very time-consuming. To reduce the training time, the data parallel synchronous stochastic gradient descent (S-SGD) and its variants are the main algorithms for training DNN models with multiple processors [1]–[4]. In S-SGD, $P$ processors keep a consistent set of model parameters $w_i$ at any iteration $i$, where processor $p$, $p = 1, 2, ..., P$, loads a local batch of data $D^p_i$ and computes the gradients $g_i^p$ with respect to the model parameters. At the end of each iteration, the model parameters are updated with the aggregation of the gradients $\frac{1}{P} \sum_{p=1}^{P} g_i^p$. The gradient aggregation requires extensive data communications between the processors through All-Reduce operations, or between the processors and parameter servers [5], which introduce extra time cost that may limit the system scalability. E.g., according to the latest MLPerf benchmark †, the training time of ResNet-50 [6] using one Nvidia DGX-A100 server is 39.78 minutes. By using 230 servers connected by 200Gbps IB network, the training time is only reduced to 0.76 minutes (i.e., 52× speedup), resulting in poor system scalability of 22.6%. Optimizing the communication performance is therefore of critical importance in distributed DL.

There are various algorithmic optimizations to address the communication challenge, such as static synchronous parallel SGD [7,8] and asynchronous parallel SGD [9,10] which relax synchronization conditions, and communication compression techniques like gradient quantization [11,12] and sparsification [13]–[17] which reduce the communication traffic. However, these methods could lead to slower convergence or accuracy loss if the hyper-parameters were not well tuned [7,18]–[20].

On the other hand, pipelining the computing and communication tasks is a system-level optimization technique that has no side-effect on the training convergence or model accuracy, and hence is widely used in state-of-the-art distributed DL frameworks such as TensorFlow, PyTorch, and BytePS‡. For example, the layered structure of many DNNs (such as Convolutional Neural Networks (CNNs) and transformer-based models) enables the gradient computations to be overlapped with the layer-wise gradient communications [21], which is called wait-free backpropagation (WFBP) [22]. In practice, many DNN layers are with a small number of parameters (e.g., the convolutional layers in CNNs), whose gradient communications suffer from low utilization of network bandwidth due to the small transmission size [23]. Recently, tensor fusion techniques have been proposed to merge some nearby gradient tensors to improve the communication efficiency, and overlap the communication tasks with either the backpropagation computing tasks [2,3,16,24], or the feed-forward computing tasks [4,25]–[27].

Although tensor fusion schemes can improve the communication efficiency to some extent, existing implementations schedule the All-Reduce tasks sequentially and overlook their independence nature [2]–[4]. To this end, we propose to use simultaneous All-Reduce communications as an alternative to

†https://mlperf.org/training-results-0-7
‡https://github.com/bytedance/byteps
Our experimental results verify that communicating multiple tensors simultaneously can achieve much higher bandwidth utilization than communicating them sequentially. Therefore, we expand the scheduling design space to three possible methods: naive WFBP, WFBP with tensor fusion, and WFBP with simultaneous communications. To determine the proper communication method for specific tensors during the training process, we formulate an optimization problem of scheduling the communication tasks, targeting at minimizing the wall-clock training iteration time. The novelty of the optimization problem is the relaxed constraint that enables simultaneous All-Reduce communications. We develop an effective optimal solution with polynomial time complexity, based on which we implement a distributed training system named WFBP with Adaptive Simultaneous Communications (ASC-WFBP) atop the communication library Horovod [28]. Our contributions can be summarized as follows.

- We identify that sequentially scheduling the communication tasks in distributed DNN training is sub-optimal. Through theoretical analysis and real-world experiments, we show that simultaneous All-Reduce communications can improve the utilization of network bandwidth.
- We expand the design space of scheduling by considering both tensor fusion and simultaneous communications, and define a new scheduling problem for distributed DNN training. We develop an optimal solution with polynomial time complexity.
- We conduct real-world experiments on an 8-node GPU cluster with 32 Nvidia RTX2080Ti GPUs connected with 10Gbps Ethernet. Experimental results show that our method achieves 15%–35% improvement over the state-of-the-art tensor fusion solution.

The rest of the paper is organized as follows. We first present some preliminaries related to the distributed training of DNNs in Section II. We discuss the idea of simultaneous communications in Section III. Then we formulate the scheduling problem in Section IV, followed with our proposed optimal solution in Section V. The experimental studies are demonstrated in Section VI. In Section VII, we introduce some related work. We conclude this paper in Section VIII.

II. PRELIMINARIES

In this section, we present the preliminaries of mini-batch SGD, S-SGD with WFBP, and S-SGD with tensor fusion (e.g., MG-WFBP). For ease of presentation, we summarize the frequently used notations in Table I.

A. MINI-BATCH SGD

With a single processor, mini-batch SGD is currently the most popular training algorithm in DL, which iteratively updates the model parameters with their first-order gradients estimated from a batch of training data. Mini-batch SGD contains several steps at each iteration with the current state of model parameters $w_i$. For the $i^{th}$ iteration, it first loads a mini-batch of training samples $X_i$. Second, it performs the feed-forward computation from the first layer towards the last layer to calculate the loss $\mathcal{L}(w_i, X_i)$. Third, it calculates the gradients $g_i = \nabla \mathcal{L}(w_i, X_i)$ with respect to the model parameters by the backpropagation algorithm (i.e., from the last layer to the first layer). Finally, it updates the model parameters using

$$w_{i+1} = w_i - \eta \nabla \mathcal{L}(w_i, X_i),$$  \hspace{1cm} (1)$$

where $\eta$ is the learning rate.

B. SYNCHRONOUS SGD WITH WFBP

With multiple processors, Synchronous SGD (S-SGD) with data parallelism is widely used to accelerate the training...
process. S-SGD has the same convergence property with minibatch SGD, as it distributes the training data $X_i$ to $P$ workers with $X_i^p$, where $p = 1, 2, ..., P$, and all workers keep the consistent model parameters during the whole training process. The update rule of S-SGD is

$$w_{i+1} = w_i - \eta \frac{1}{P} \sum_{p=1}^{P} \nabla \mathcal{L}(w_i, X_i^p).$$

The aggregation of distributed gradients introduces the communication overhead which could limit the system scalability. The training iteration time includes the feed-forward computation time, backpropagation computation time, and the communication time of gradient aggregation. These computing and communication tasks can be modeled by a directed acyclic graph (DAG) as shown in Fig. 1(a). By exploiting the layered structure of many modern DNNs, the gradient communications can be overlapped with gradient computations during backpropagation (i.e., WFBP). In S-SGD with WFBP, once the gradients of layer $l$ have been calculated, the corresponding tensor(s) can be immediately ready for communication through an All-Reduce operation. At the same time, the gradient computation of layer $l - 1$ can also be performed, since it is independent of the communication of layer $l$’s gradients. As shown in Fig. 1(b), the overlapping between communications and computations can hide some communication cost and reduce the overall iteration time.

**C. S-SGD with Tensor Fusion**

The layer-wise communications using All-Reduce may suffer from the high-latency problem because a tensor will be further split into multiple messages in the All-Reduce operation, which generally results in a very low network bandwidth utilization [3,4]. Specifically, the time cost of an All-Reduce operation for aggregating messages with size $m$ (in bytes) can be modeled as

$$t_{AR}(m) = a + b \times m,$$

where $a$ is the startup overhead which is related to the link communication latency, network topology, and All-Reduce algorithm, and $b$ is the transmission time per byte [3]. Therefore, the overall communication time of an $L$-layer DNN with WFBP is

$$t_c^{WFBP} = \sum_{l=1}^{L} t_{AR}(m_l) = aL + b \sum_{l=1}^{L} m_l,$$

where $m_l$ is the gradient size of layer $l$. The gradients of some consecutive layers can be merged as a large tensor to be All-Reduced together, as shown in Fig. 1(c), which reduces the number of startup overhead $a$. Since merging gradients should wait for the completion of previous gradient computation, not all layers need to be merged. According to [3], only the layers that satisfy the condition

$$t_{b}^{(l-1)} + t_{b}^{(l-1)} < t_c^{(l)} + a,$$

should be merged to reduce the iteration time. If layer $l$ is merged to layer $l-1$, the saved time is

$$t_{gain} = a - \max\{0, t_{b}^{(l-1)} + t_{b}^{(l-1)} - t_c^{(l)}\}.$$

### III. Simultaneous Communications

The purpose of tensor fusion is to better utilize the network bandwidth by reducing the impact of startup overhead. We notice that an alternative to improving bandwidth utilization is to simultaneously invoke multiple communication tasks [29,30]. We use two-way simultaneous communications as an example to illustrate the idea.

If there is only one All-Reduce operation with message size $m$ (as shown in Fig. 2(a)), the effective throughput is

$$T_{AR}^1 = \frac{m}{a + bm}.$$

Thus, sequentially performing two All-Reduce operations takes the communication time of

$$t_a = t_{AR}(m) + t_{AR}(m) = 2a + 2bm.$$

If we invoke two All-Reduce operations simultaneously (as shown in Fig. 2(b)), each All-Reduce task can only use part of the bandwidth. Assume the average transmission time per byte is increased to $\gamma b$, where $\gamma > 1$ is used to model the contention of simultaneous communications. Our extensive experiments on ring-based All-Reduce show that $1 < \gamma \leq 2$ for a large

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>The number of workers (or GPUs) in the cluster.</td>
</tr>
<tr>
<td>$a$</td>
<td>Startup time of an All-Reduce operation.</td>
</tr>
<tr>
<td>$b$</td>
<td>Transmission and aggregation time per byte of All-Reduce.</td>
</tr>
<tr>
<td>$m_l$</td>
<td>The gradient size in bytes of layer $l$.</td>
</tr>
<tr>
<td>$L$</td>
<td>The number of learnable layers (or gradient tensors) of a DNN.</td>
</tr>
<tr>
<td>$t_f$</td>
<td>Feed-forward computation time in each iteration.</td>
</tr>
<tr>
<td>$t_b$</td>
<td>Backward computation time in each iteration.</td>
</tr>
<tr>
<td>$t_c^{(l)}$</td>
<td>Gradient calculation time of layer $l$.</td>
</tr>
<tr>
<td>$t_{AR}^{(l)}$</td>
<td>Gradient aggregation time of layer $l$.</td>
</tr>
<tr>
<td>$t_{c}^{(l)}$</td>
<td>The timestamp when layer $l$ begins to calculate gradients.</td>
</tr>
<tr>
<td>$t_{AR}^{(l)}$</td>
<td>The timestamp when layer $l$ begins to aggregate gradients.</td>
</tr>
</tbody>
</table>

**TABLE I: Notations**
spectrum of $m$ in practice. Thus the overall throughput of two simultaneous communications is
\[ T_{AR}^2 = \frac{2m}{a + \gamma bm}. \] (9)

Obviously, we have
\[ T_{AR}^2 > T_{AR}^3, \] (10)

which indicates that the overall communication throughput can be improved by simultaneous communications. The improvement comes from two factors: (1) the startup overhead is reduced from $2a$ to $a$; (2) the bandwidth utilization is improved by multiplying multiple communications. Still, the communication time of each All-Reduce operation is increased. We call the extra communication time for each All-Reduce operation as penalty, i.e.,
\[ t_{\text{penalty}}^{(1,2)} = a + \gamma bm - (a + bm) = (\gamma - 1)bm. \] (11)

In practice, the two tensors may not arrive at the same time; hence they are likely to be partially overlapped, as shown in Fig. 2(c). So the duration of communication contention is shorter than that of fully overlapped case, and the penalty is also smaller. For example, in the case of Fig. 2(c), only half of the message of Task 1 is overlapped with Task 2, so the penalty is equal to $(\gamma - 1)bm/2$.

Without loss of generality, assume that the tensor sizes of Task 1 and Task 2 are $m^{(1)}$ and $m^{(2)}$ respectively, and the arriving time of Task 2, denoted by $\tau_c^{(2)}$, is in the duration of Task 1’s communication, i.e., $\tau_c^{(1)} \leq \tau_c^{(2)} \leq \tau_c^{(1)} + t_c^{(1)}$, where $\tau_c^{(1)}$ and $t_c^{(1)}$ are the beginning timestamp and the communication time of Task 1 respectively. Then, we can calculate the overlapped message size by
\[ m = m^{(1)} - \frac{(\tau_c^{(2)} - \tau_c^{(1)})m^{(1)}}{a + bm^{(1)}}. \] (12)

Thus, the penalty is
\[ t_{\text{penalty}}^{(1,2)} = (\gamma - 1)bm - (\gamma - 1)bm^{(1)}(1 - \frac{\tau_c^{(2)} - \tau_c^{(1)}}{a + bm^{(1)}}). \] (13)

\[ IV. \ \text{PROBLEM FORMULATION} \]

We demonstrate three possible schedules of two consecutive layers in Fig. 3: WFBP, merging gradients (MG), and simultaneous communications (SC). We want to determine which method can achieve the shortest completion time. Let $\pi_{\text{WFBP}}$, $\pi_{\text{MG}}$, and $\pi_{\text{SC}}$ denote the completion time using WFBP, MG, and SC respectively. We should also assume
\[ \tau_c^{(l)} + t_c^{(l)} > \tau_b^{(l-1)} + t_b^{(l-1)}, \] (14)

because if the above inequality does not hold, the communication of layer $l$ can be fully overlapped by the computation of layer $l - 1$, which should be scheduled as WFBP and it is obviously better than MG.

In WFBP (Fig. 3(a)), since there is at most one communication task being executed, the communication of layer $l$ can begin only after the completion of both gradient computation of layer $l$ and communication of layer $l + 1$. Thus,
\[ \pi_{\text{WFBP}} = \tau_c^{(l-1)} + t_c^{(l-1)} = \tau_c^{(l)} + t_c^{(l)} + t_c^{(l-1)} = \tau_c^{(l)} + t_{AR}(m^{(l)}) + t_{AR}(m^{(l-1)}) = \tau_c^{(l)} + 2a + b(m^{(l)}) + m^{(l-1)}). \] (15)

In MG (Fig. 3(b)), we merge the two nearby gradients (layer $l$ and layer $l - 1$) to a single tensor. The communication of this merged tensor should be after the completion of the gradient computation of layer $l - 1$. Thus,
\[ \pi_{\text{MG}} = \max\{\tau_c^{(l)}, \tau_b^{(l-1)} + t_b^{(l-1)}\} + t_c^{(l-1)} = \max\{\tau_c^{(l)}, \tau_b^{(l-1)} + t_b^{(l-1)}\} + t_{AR}(m^{(l)}) + m^{(l-1)}) = \max\{\tau_c^{(l)}, \tau_b^{(l-1)} + t_b^{(l-1)}\} + a + b(m^{(l)}) + m^{(l-1)}). \] (16)

In SC (Fig. 3(c)), the communication of layer $l$ can be immediately started after the gradients have been calculated, which means that there are two simultaneous communications during the communication period of layer $l$. Thus, we have
\[ \pi_{\text{SC}} = \max\{\tau_c^{(l)} + t_c^{(l)} + t_{\text{penalty}}, \tau_b^{(l-1)} + t_b^{(l-1)}\} + t_c^{(l-1)}, \] (17)

where $t_{\text{penalty}}$ can be derived by Eq. (13).

Through the above discussion, we can quantitatively compare $\pi_{\text{WFBP}}$, $\pi_{\text{MG}}$, and $\pi_{\text{SC}}$ to determine which one is the
best communication schedule for layer $l$. We first define the following terminologies.

**Definition 1.** (Normal layer). If a layer $l$ is originally scheduled with WFBP to communicate its gradients, then it is a normal layer and its gradients are communicated only after the completion of the backward computation of layer $l$ and the completion of the communication of layer $l + 1$.

**Definition 2.** (Merged-gradient layer [3,24]). A layer $l$ is called a merged-gradient (MG) layer if at the timestamp of $\tau_c^{(l)}$, the gradients of that layer are merged to layer $l + 1$ to be communicated together.

**Definition 3.** (SC layer). A layer $l$ is called a simultaneous-communications (SC) layer if at the timestamp of $\tau_c^{(l)}$, the communication task of layer $l + 1$ has not been completed, and the gradient communication of layer $l$ is immediately executed without waiting for the completion of layer $(l + 1)$’s communication.

We use $l_n$, $l_m$, and $l_s$ to denote the type of normal, MG, and SC layer respectively. Let the variable $e^{(l)}$ denote the type of layer $l$. We have $e^{(l)} \in \{l_n, l_m, l_s\}$. According to the definitions, layer $L$ should be a normal layer or an MG layer, i.e., $e^{(L)} \in \{l_n, l_m\}$, and layer 1 should always be the SC layer, i.e., $e^{(1)} = l_s$. For a given $L$-layer DNN, the problem is how to determine each layer’s type so as to minimize the iteration time. We use $\mathbb{S}$ to denote the set of possible combinations of layer types:

$$\mathbb{S} = \{ [e^{(l)}] | e^{(l)} \in \{l_n, l_m, l_s\} \text{ and } 1 \leq l \leq L \}. \quad (18)$$

As we focus on analyzing the elapsed time of one iteration, we can assume the beginning time of layer 1’s feed-forward computation is zero, i.e., $\tau_c^{(1)} = 0$. Thus, we can formulate the scheduling problem as follows:

For an $L$-layer DNN training job on $P$ workers, determine $e^{(l)}$ for each $l$ such that the iteration time is minimal, i.e.,

$$\text{minimize: } \tau_c^{(l)} + t_c^{(l)}, \quad (19)$$

$$\text{s.t. } \mathbb{S} := [e^{(l)}] \in \mathbb{S}. \quad (20)$$

**V. Optimal Solution**

In this section, we first analyze how to determine the layer type to achieve performance gain (i.e., shorter time) under different conditions. Then we develop a theorem to optimally determine each layer’s type, followed with the distributed training algorithm with an optimal schedule.

### A. Theoretical Analysis

We first discuss under different conditions, which one is the smallest among $\pi_{WFBP}$, $\pi_{MG}$, and $\pi_{SC}$.

As we discussed in Section IV, if Eq. (14) is true, then the communication of layer $l$ can be fully overlapped with the computation of layer $l + 1$, which means layer $l + 1$ should be a normal layer. Thus, we define a condition for setting layer $l$ to a normal layer:

$$\textbf{Q1: } \tau_c^{(l)} + t_c^{(l)} \leq \tau_b^{(l - 1)} + t_b^{(l - 1)}. \quad (21)$$

Formally,

$$\textbf{Q1} \implies \min \{ \pi_{WFBP}, \pi_{MG}, \pi_{SC} \} = \pi_{WFBP}. \quad (22)$$

Next, we should solve $\min \{ \pi_{WFBP}, \pi_{MG}, \pi_{SC} \}$ if Q1 is false. We first prove that $\pi_{SC} < \pi_{WFBP}$ if Q1 is false. As in SC, there are some overlaps between the communication tasks of layer $l$ and layer $l - 1$, which means the network throughput in the overlapping part is larger than WFBP which executes sequentially according to Eq. (10). In both SC and WFBP, the communication traffic is the same, thus the higher throughput should have a shorter time, which proves that $\pi_{SC} < \pi_{WFBP}$ holds if Q1 is false. Formally,

$$\textbf{¬Q1} \implies \min \{ \pi_{WFBP}, \pi_{SC} \} = \pi_{SC}. \quad (23)$$

We further solve $\min \{ \pi_{MG}, \pi_{SC} \}$ when Q1 is false. We use a conclusion from [3,24] which says that if and only if

$$\textbf{Q2: } \tau_b^{(l - 1)} + t_b^{(l - 1)} < \tau_c^{(l)} + a \quad (24)$$

is true, then $\pi_{MG} < \pi_{WFBP}$. Thus, we have

$$\textbf{¬Q2} \implies \min \{ \pi_{WFBP}, \pi_{MG} \} = \pi_{WFBP}, \quad (25)$$

and

$$\textbf{¬Q1} \land \textbf{¬Q2} \implies \min \{ \pi_{WFBP}, \pi_{MG}, \pi_{SC} \} = \pi_{SC}. \quad (26)$$

We decouple the two max functions in $\pi_{SC}$ and $\pi_{MG}$. Firstly, we use a new condition

$$\textbf{Q3: } \tau_c^{(l)} + t_c^{(l)} + t_c^{(l + 1)} + t_{\text{penalty}} < \tau_b^{(l - 1)} + t_b^{(l - 1)} \quad (27)$$

to decompose the max function in $\pi_{SC}$. If Q3 is true, then simultaneous communications of layer $l$ and $l + 1$ can be fully hidden by the gradient computation of layer $l - 1$, which is obviously better than MG. Thus, we have

$$\textbf{¬Q1} \land \textbf{Q2} \land \textbf{Q3} \implies \min \{ \pi_{WFBP}, \pi_{MG}, \pi_{SC} \} = \pi_{SC}. \quad (28)$$

If Q3 is false, then

$$\pi_{SC} = \tau_b^{(l)} + t_b^{(l)} + t_c^{(l)} + t_{\text{penalty}} + t_c^{(l - 1)} \quad (29)$$

We further decompose $\pi_{MG}$ by introducing a condition

$$\textbf{Q4: } \tau_c^{(l)} < \tau_b^{(l - 1)} + t_b^{(l - 1)} \quad (30)$$

If Q4 is true, then

$$\pi_{MG} = \max \{ \tau_c^{(l)}, \tau_b^{(l - 1)} + t_b^{(l - 1)} \} + a + b(m^{(l)}) + m^{(l - 1)} \quad (31)$$

Thus, we have

$$\pi_{MG} - \pi_{SC} = \tau_b^{(l)} + t_b^{(l)} + a + b(m^{(l)}) + m^{(l - 1)} - \left( \tau_b^{(l)} + t_b^{(l)} + a + b(m^{(l)}) + t_{\text{penalty}} + a + b(m^{(l - 1)}) \right)$$

$$= -a - \frac{l(l + 1)}{2} < 0, \quad (32)$$

which means $\min \{ \pi_{MG}, \pi_{SC} \} = \pi_{MG}$. Therefore, we conclude that

$$\textbf{¬Q1} \land \textbf{Q2} \land \textbf{¬Q3} \land \textbf{Q4} \implies \min \{ \pi_{MG}, \pi_{SC} \} = \pi_{MG}. \quad (33)$$
On the other hand, if $Q_4$ is false, it means that both layers are ready for communications at the timestamp of $\tau_c^{(l-1)}$, then

$$\pi_{MG} = \pi_c^{(l)} + a + b(m_l^{(l)} + m_{l-1}^{(l-1)}),$$

(34)

which indicates that both messages have a network throughput of

$$T_{MG} = \frac{m_l^{(l)} + m_{l-1}^{(l-1)}}{a + b(m_l^{(l)} + m_{l-1}^{(l-1)})}.$$  

(35)

However, SC has a partial overlap between layer $l + 1$ and layer $l$, so the overall network throughput of simultaneous communications $T_{SC}$ should be smaller than $T_{MG}$. Therefore, we have

$$-Q_1 \land Q_2 \land -Q_3 \land -Q_4 \implies \min\{\pi_{MG}, \pi_{SC}\} = \pi_{MG}$$  

(36)

According to the above analysis, we conclude that the assertions of (22),(26),(28),(33),(36) can achieve shorter time for any layer $l$, which can be summarized as follows

$$Q_1 \implies e^{(l)} = l_n;$$

(37)

$$-Q_1 \land Q_2 \land -Q_3 \implies e^{(l)} = l_m.$$  

(38)

$$(-Q_1 \land Q_2) \lor (-Q_1 \land Q_2 \land Q_3) \implies e^{(l)} = l_s.$$  

(39)

Note that assertion (38) can be derived by combining (33) and (36). Now we can conclude the above results as the following theorem.

**Theorem 1.** Given an $L$-layer DNN to be trained with distributed SGD using the All-Reduce collective for communication on a P-worker cluster, we can set the type of layer $l$ ($1 \leq l \leq L$) according to the following equation to achieve optimal overlapping between gradient communications and backpropagation computations:

$$e^{(l)} = \begin{cases} l_n, & Q_1 \text{ is true;} \\ l_m, & -Q_1 \land Q_2 \land -Q_3 \text{ is true;} \\ l_s, & \text{otherwise.} \end{cases}$$

(40)

**Proof.** According to the analysis of any layer $l$ under the assertions of (37), (38), and (39), any violation of these assertions would bring longer time of layer $l$’s communication, and thus a longer iteration time. Therefore, by setting the layer type by Eq. (40), any changes in the layer type cannot achieve a shorter iteration time, which concludes the proof. 

B. **Algorithm**

According to Theorem 1, we derive the algorithm to determine the layer types for a given DNN assuming that the computation time of each layer is known. In practice, we can simply profile each layer’s computation time with several iterations before the training process. The pseudo-code of the algorithm is shown in Algorithm 1.

In Algorithm 1, the procedure CALCCOMMTime (Lines 20-36) is to calculate the layers’ communication time and their beginning time for invoking the communication according to their types. The algorithm first (Line 1) initializes the output to the default type of normal layer, and then calculates the beginning time of backpropagation computation of each layer (Lines 2-5). In Line 6, it calculates the layers’ communication time and their beginning time according to their initialized layers. Lines 7-16 determine the layer types according to Theorem 1. In Line 23, the layers’ communication time and their beginning time should be refreshed after the layer type has changed from the normal layer to the MG or SC layer.

Algorithm 1 has a time complexity of $O(L^2)$. In the loop of Line 7, each time of changing the layer type requires to re-calculate the communication time with the procedure CALCCOMMTime which has another loop in Line 23. Therefore, the total time complexity of the algorithm is $O(L^2)$.

With the solution derived by Algorithm 1, we can use the layer type during the training process to invoke the communication task at a proper time. The training algorithm with layer types is shown in Algorithm 2 by using a similar framework in [16]. During the asynchronous communication, there are multiple communication streams that can be used to invoke the All-Reduce operations simultaneously. The communication
is invoked according to the layer type as in Line 21, where it indicates that the normal layer and the SC layer can be immediately communicated with other workers, while the MG layer should merge its gradients with the previous layer.

Algorithm 2: ASC-WFBP at worker $p$

**Input:** $D = \{[X_1, y_1], \ldots, [X_n, y_n]\}, net$

1. Initialize a shared and synchronized queue $Q$;
2. Get $s$ by calling Algorithm 1;
3. ASYNCCOMMUNICATION($Q, m$);
4. while not stop do
5. Sample a mini-batch of data from $D$;
6. ASYNCCOMPUTATION($data, net, Q, s$);
7. WaitForLastCommunicationFinished($s$);
8. $net.W = net.W - \eta \cdot \nabla net.W$;
9. procedure ASYNCCOMPUTATION($data, net, Q, s$)
10. $o = d$;
11. for $l = 1 \rightarrow L$ do
12. $o = $ FeedForward($l, o$);
13. for $l = L \rightarrow 1$ do
14. BackwardPropagation($l$);
15. $Q.push(l)$;
16. procedure ASYNCCOMMUNICATION($Q, s$)
17. Initialize $gb, gb.push(\text{gradient buffer})$
18. while isRunning do
19. $l = Q.pop();$
20. if $s[l] = l_n$ or $s[l] = l_m$ then
21. AsyncAllReduce($gb$);
22. Clear $gb$
23. else if $s[l] = l_m$ then
24. $gb.push(l)$;
25. if $l = 1$ then
26. SynchronizeAllReduceOperations($s$);
27. NotifyLastCommunicationFinished($l$);

VI. EXPERIMENTAL STUDIES

In this section, we first evaluate the parameters of $a$ and $b$ in Eq. (3) on our testbed. Then we measure the contention model of two simultaneous communications to verify the overall throughput of Eq. (9). After that we present the iteration time of WFBP [22], MG-WFBP4 [3], and our new ASC-WFBP to show the effectiveness of our solution. Finally, we discuss the experimental results.

A. Experimental Settings

**Cluster Configuration.** Our testbed is a 8-node GPU cluster, each of which installs 4 Nvidia RTX2080Ti GPUs connected with PCIe3.0x16. Each node has a network interface card of 10Gbps Ethernet (10GbE). The details of the node configuration are shown in Table II. The common libraries related to communication performance are OpenMPI-4.0.1, NCCL-2.4.7, and Horovod-1.9.2. The DL framework is PyTorch-1.4.0 with cuDNN-7.6 and CUDA-10.1.

**Benchmark DNN Models.** We measure the performance with four modern DNN models from two widely used applications: image classification with CNNs and natural language processing with Transformer. For CNNs, we choose ResNet-152 [6], DenseNet-201 [31] and Inception-v4 [32], and for Transformer, we exploit BERT [33] with the relative small-size model BERT-Base. The details of the models are shown in Table III, where the batch size indicates the number of samples used on each GPU at each iteration. The input size in CNNs is the resolution of input images, while in Transformer is the sequence length of input sentences.

**TABLE III: DNN details for experiments.**

<table>
<thead>
<tr>
<th>Model</th>
<th># Parameters (million)</th>
<th># Gradient Tensors</th>
<th>Batch Size</th>
<th>Input Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-152</td>
<td>~ 60</td>
<td>407</td>
<td>32</td>
<td>3 × 224 × 224</td>
</tr>
<tr>
<td>DenseNet-201</td>
<td>~ 20</td>
<td>604</td>
<td>32</td>
<td>3 × 224 × 224</td>
</tr>
<tr>
<td>Inception-v4</td>
<td>~ 42</td>
<td>449</td>
<td>32</td>
<td>3 × 224 × 224</td>
</tr>
<tr>
<td>BERT-Base</td>
<td>~ 110</td>
<td>206</td>
<td>64</td>
<td>64</td>
</tr>
</tbody>
</table>

B. Communication Models

We estimate the cluster related parameters: $a$ and $b$ in Eq. (3) using the benchmark tool of nccl-tests by measuring All-Reduce on a range of message sizes in [8K, 4M]. The results are shown in Fig. 4(a), which indicates that the measured time cost of All-Reduce is almost linear to the message size as the predicted model of Eq. (3), where $a = 1.4 \times 10^{-3}$ and $b = 1.7 \times 10^{-9}$ on the 8-node GPU cluster.

![Fig. 4: Time cost of All-Reduce.](image)

(a) Elapsed time of All-Reduce. (b) Bandwidth of All-Reduce.

For the communication contention, we measure the overall throughput by invoking two communications simultaneously compared to that of only one communication occupying the link resource on the 8-node cluster. The results are shown in Fig. 4(b). The link bandwidth is measured by iperf3⁵ with the parallel mode enabled. We can see that a single All-Reduce operation has a very low bandwidth utilization, while two simultaneous All-Reduce operations can significantly improve

³https://github.com/HKBU-HPML/MG-WFBP
⁴https://github.com/HKBU-HPML/MG-WFBP
⁵https://github.com/NVIDIA/nccl-tests
⁶https://iperf.fr/
the bandwidth utilization so that it can achieve nearly optimal bandwidth when the message size is greater than 2MB. According to the results in Fig. 4(b), the transmission speed penalty term \( \gamma \approx 1.5 \) in our cluster. We further compare the measured All-Reduce time with the simple analytical model for different message sizes in Fig. 5. In general, the communication performance model well matches the measured results.

Fig. 5: Measured and predicted communication contention.

C. Wall-clock Iteration Time

TABLE IV: Average iteration wall-clock time (in seconds) of 1,000 running iterations. \( S_1 \) and \( S_2 \) represent the speedup of ASC-WFBP over WFBP and MG-WFBP, respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>WFBP</th>
<th>MG-WFBP</th>
<th>ASC-WFBP</th>
<th>( S_1 )</th>
<th>( S_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-152</td>
<td>0.956</td>
<td>0.710</td>
<td>0.524</td>
<td>1.82</td>
<td>1.35</td>
</tr>
<tr>
<td>DenseNet-201</td>
<td>0.778</td>
<td>0.375</td>
<td>0.314</td>
<td>2.48</td>
<td>1.20</td>
</tr>
<tr>
<td>Inception-v4</td>
<td>0.719</td>
<td>0.510</td>
<td>0.377</td>
<td>1.91</td>
<td>1.35</td>
</tr>
<tr>
<td>BERT-Base</td>
<td>1.010</td>
<td>1.062</td>
<td>0.924</td>
<td>1.09</td>
<td>1.15</td>
</tr>
</tbody>
</table>

The wall-clock iteration time is measured by 1,000 iterations with extra 100 warmup iterations for each algorithm. Note that the scheduling algorithms have no side-effect on the convergence speed of S-SGD in terms of the number of iterations, so we focus on the wall-clock iteration time comparison. The experimental results are shown in Table IV. As expected, MG-WFBP is generally better than WFBP, while our ASC-WFBP outperforms MG-WFBP in all evaluated models. Overall, ASC-WFBP achieves 1.15 – 1.35× speedup over MG-WFBP, and 1.09 – 2.48× speedup over WFBP.

D. Time Breakdown

To further understand the performance improvement, we breakdown the iteration time into computation time and communication time as shown in Fig. 6. Note that the communication time shown in Fig. 6 is the non-overlapped communication overhead, i.e., it excludes the time that has been hidden by the computation tasks. We can observe that the communication time occupies a large proportion of the iteration time due to two main reasons: 1) the 10GbE interconnect is not fast enough, and 2) the small GPU memory limits the batch size and hence the communication-to-computation ratio is high. In terms of the communication cost, MG-WFBP can achieve more than 65% reduction over WFBP on CNNs, while our proposed ASC-WFBP further achieves 22% – 74% reduction over MG-WFBP. The experimental results show that even though MG-WFBP generates a good tensor fusion solution for merging nearby gradients, it still cannot fully utilize the bandwidth resource to achieve efficient communications. Our ASC-WFBP exploits the opportunity of simultaneous communications to further improve the link bandwidth utilization and alleviate the waiting cost for some layers.

E. Discussion

In the above presented results, the overall end-to-end training time of ASC-WFBP is about 15% – 35% better than MG-WFBP, which is significant because the maximum speedup achieved by scheduling is limited by the communication-to-computation ratio of the target DNN model. As we discussed in Section II-B, there are three major steps in S-SGD: forward computation (\( t_f \)), backward computation (\( t_b \)), and gradient communication (\( t_c \)). Assume that the overall gradient size of the DNN is \( m \), the communication cost cannot be less than the communication time when the link bandwidth is fully utilized. For the ring-based All-Reduce algorithm, the minimal time of aggregating the gradients should be at least

\[
\frac{t_c}{m} = 2m/B \quad [34],
\]

where \( B \) is the link bandwidth. For any scheduling algorithms that pipeline the backward computations and communications on a \( P \)-worker cluster, the speedup of the overall throughput over the single worker is limited by

\[
S^\text{max} = \frac{P \times (t_f + t_b)}{t_f + t_b + t_c - \text{hidden}},
\]

where \( \text{hidden} \) is the overlapped time between communications and backward computations. In the optimal scenario, either backward computations or communications are fully hidden,
so \( t_{\text{hidden}} = \min\{t_b, t_c\min\} \). Thus, the \( P \)-worker system can achieve the following maximal speedup over a single worker:

\[
S^{\text{max}} = \frac{P \times (t_f + t_b)}{t_f + t_b + t_c\min - \min\{t_b, t_c\min\}}. \tag{42}
\]

Taking the ResNet-152 model as an example, which has about 60 million parameters (each gradient is represented by a 32-bit floating point number), we can calculate \( t_c\min \) on the 10GbE connected cluster by

\[
t_c\min = \frac{2 \times 60 \times 10^6 \times 32}{9.43 \times 10^9} = 0.407 \text{second.} \tag{43}
\]

The forward and backward computation time of ResNet-152 with a mini-batch size of 32 on an Nvidia RTX2080Ti GPU are about 0.091s and 0.182s respectively. Therefore, in ResNet-152, we obtain \( S^{\text{max}} = 17.5 \). The iteration time of ASC-WFBP is 0.524s on the 32-GPU cluster, so the actual speedup of throughput over single GPU is \( S = 32 \times (0.091 + 0.182)/0.524 = 16.7 \), which is very close to \( S^{\text{max}} \). We compare the real throughput speedup of ASC-WFBP and the theoretical optimal speedup in Table V. On average, ASC-WFBP achieves 87.7% of the theoretical optimal speedup.

<table>
<thead>
<tr>
<th></th>
<th>ResNet-152</th>
<th>DenseNet-201</th>
<th>Inception-v4</th>
<th>BERT-Base</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S^{\text{max}} )</td>
<td>17.5</td>
<td>22.0</td>
<td>17.2</td>
<td>11.5</td>
</tr>
<tr>
<td>( S )</td>
<td>16.7</td>
<td>22.3</td>
<td>16.1</td>
<td>10.6</td>
</tr>
<tr>
<td>( S/S^{\text{max}} )</td>
<td>95.4%</td>
<td>69.7%</td>
<td>93.6%</td>
<td>92.2%</td>
</tr>
</tbody>
</table>

In particular, with BERT-Base, ASC-WFBP only achieves 15% improvement over MG-WFBP as shown in Table V, while our algorithm scales out in good scalability that is very close to the maximum scalability in the 32-GPU system. However, with DenseNet-201, ASC-WFBP has only about 22 \( \times \) speedup while the optimal speedup can be 32. This is mainly because DenseNet-201 has the largest number of tensors but the smallest number of parameters among the four evaluated models, i.e., its average tensor size is the smallest. Hence its bandwidth utilization is the lowest. The current design of ASC-WFBP only considers two-way simultaneous communications. Allowing more simultaneous communications makes the theoretical analysis more challenging, and we leave it as our future work.

VII. RELATED WORK

There are extensive designs of communication-efficient techniques for S-SGD based distributed DL. Due to limited space, we only discuss two most relevant areas; 1) efficient communication collectives, and 2) scheduling algorithms to overlap communication tasks and computing tasks.

Efficient Collectives: The communication cost in S-SGD is introduced by the gradient aggregation with an All-Reduce collective or through parameter servers. Thus, the communication complexity of the All-Reduce algorithms directly determines the communication cost. The ring-based All-Reduce algorithm is successfully applied in dense-GPU clusters in DL applications, and it is still widely used in highly optimized libraries like NCCL and Horovod. There exist other highly optimized All-Reduce algorithms [2,21,35]–[40] for different systems. For example, Wang et al., [38] proposed the efficient All-Reduce algorithms for Fat-tree and BCube topologies, while Ying et al., [41] proposed a two rings algorithm on the Torus topology. Some optimizations [42,43] target at the Nvidia GPU systems equipped with NVLink connections, while the PLink system in [44] targets at public cloud clusters.

Scheduling Algorithms: Due to the tensor-wise or layer-wise structure of DNNs, computation and communication tasks can be highly parallelized so that some communication costs can be hidden by the computing cost. Thus, it requires wise and dynamic scheduling algorithms to better overlap these tasks during the training process. The classical wait-free backpropagation (WFBP) algorithm [21,22] invokes the gradient communication when the gradients are ready and the communication link is free. By decoupling the communication priority of gradient aggregation, one can make the communication tasks be overlapped with feed-forward computations [4,25]–[27]. To reduce the impact of startup overhead of small-message communications when parallelizing the layer-wise communications and computations, tensor fusion techniques have been proposed [2]–[4,16]. However, existing tensor fusion solutions do not allow multiple communication tasks to be executed simultaneously, which could not fully utilize the available network bandwidth.

VIII. CONCLUSION

In synchronous SGD with data-parallelism, wait-free backpropagation (WFBP) overlaps the layer-wise computation and communication tasks, but it could suffer from the startup problem of small tensors. Existing tensor fusion techniques can merge multiple small tensors to better utilize the network bandwidth. In this paper, we proposed to exploit simultaneous All-Reduce communications to further improve communication efficiency. We built a simple communication model to predict the time performance of simultaneous All-Reduce communications and verified its accuracy through experiments. We then formulated an optimization problem to determine which strategy should be used for specific layers and developed an efficient optimal solution. We evaluated our prototype system ASC-WFBP on our testbed of 32-GPU cluster using four modern DNNs. The experimental results showed that our system significantly outperforms existing WFBP and MG-WFBP algorithms by adaptively selecting the best schedule of communication tasks.
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