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Abstract

Ontology plays an essential role in the formalization of
business information (e.g., products, services, relationships
of businesses) for effective human-computer interactions.
However, engineering of domain ontologies turns out to
be very labor intensive and time consuming. Recently,
some machine learning methods have been proposed for
automatic discovery of domain ontologies. Nevertheless,
the accuracy and computational ef ciency of the existing
methods need to be improved to support large scale ontol-
ogy construction for real-world business applications. This
paper illustrates a novel fuzzy domain ontology discovery
algorithm for supporting real-world business ontology
engineering. By combining lexico-syntactic and statistical
learning methods, the accuracy and the computational
ef ciency of the ontology discovery process is improved.
Empirical studies have con rme d that the proposed method
can discover high quality fuzzy domain ontology which
leads to signi cant improvement in information retrieval
performance.

Keywords: Domain Ontology, Fuzzy Sets, Text Mining, In-
formation Retrieval, Knowledge Management.

1 Introduction

Knowledge has been recognized as the most important
corporate asset and it is the key for organizations to achieve
sustainable competitive advantage. Knowledge manage-
ment is a collection of processes that govern the creation,
dissemination, and utilization of knowledge [25, 26]. To
be able to effectively manage the intellectual capital, busi-
nesses need an effective approach to identify and capture
information and knowledge about business processes, prod-
ucts, services, markets, customers, suppliers, and competi-
tors, and to share this knowledge to improve the organiza-

tions’ goal achievement. Ontologies allow domain knowl-
edge such as products, services, markets, etc. to be cap-
tured in an explicit and formal way such that it can be shared
among human and computer systems.

The notion of ontology is becoming very useful in
various  elds such as intelligent information extraction
and retrieval, cooperative information systems, electronic
commerce, and knowledge management [38]. Since Tim
Berners-Lee, the inventor of the World Wide Web (Web),
coined the vision of a Semantic Web [3], the proliferation
of ontologies has been under tremendous growth. The suc-
cess of Semantic Web relies heavily on formal ontologies
to structure data for comprehensive and transportable ma-
chine understanding [19]. Although there is not a univer-
sal consensus on the de niti on of ontology, it is generally
accepted that ontology is a speci cat ion of conceptualiza-
tion [9]. Ontology can take the simple form of a taxonomy
(i.e., knowledge encoded in a minimal hierarchical struc-
ture) or as a vocabulary with standardized machine inter-
pretable terminology supplemented with natural language
de nitions. Ontology provides a number of potential bene-
 ts in representing and processing knowledge, including the
separation of domain knowledge from application knowl-
edge, sharing of common knowledge of subjects among hu-
man and computers, and the reuse of domain knowledge
for a variety of applications. Ontology is often speci ed
in a declarative form by using semantic markup languages
such as RDF and OWL [6]. igure 1 shows an example of
the domain ontology extracted from the Reuters RCV1 cor-
pus [16] and Figure 2 depicts the corresponding OWL state-
ments.

Domain ontologies specify the knowledge for a partic-
ular type of domain [7]. This kind of ontologies general-
ize over application tasks in such domains such as medi-
cal, tourism, banking,  nance, etc. A well-known exam-
ple is the Uni ed Medical Language System (UMLS) and
its component parts such as the Medical Subject Heading
(MeSH). Although domain ontologies are useful in many
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Figure 1. A Crisp Domain Ontology from the
RCV-1 Corpus

Figure 2. OWL for the Financial News Ontol-
ogy

areas, engineering of these ontologies turns out to be very
labor intensive and time consuming. Therefore, many au-
tomatic or semi-automatic ontology engineering techniques
have been proposed. Although fully automatic construc-
tion of perfect domain ontology is beyond the current state-
of-the-art, we believe that the automatic ontology mining
method illustrated in this paper can assist ontology engi-
neers to build domain ontology quicker and more accu-
rately.

Although some learning techniques have been applied to
the extraction of domain ontology [4, 7, 31], these methods
are still subject to further enhancement in terms of compu-
tational ef cienc y and accuracy. One of the ways to im-
prove automated domain ontology discovery is to exploit
contextual information from the knowledge sources. As do-
main ontology captures domain (context) dependent infor-
mation, an effective discovery method should exploit con-
textual information in order to build relevant ontologies.
On the other hand, since the taxonomy relations discov-
ered from a text mining method often involve uncertainty,
an uncertainty management mechanism is required to ad-
dress such an issue. The notions of Fuzzy set and Fuzzy
Relation are effective to represent knowledge with uncer-
tainty [42]. Therefore, a fuzzy ontology rather than a crisp
ontology is discovered by the proposed text mining method.

De nition 1 (Fuzzy Set) A fuzzy set F consists of a set of
objects drawn from a domain X and the membership of
each object xi in F is de ned by a membership function
µF : X 7→ [0, 1]. If Y is a crisp set, ϕ(Y ) denotes a fuzzy
set generated from the traditional set of items Y .

De nition 2 (Fuzzy Relation) A fuzzy relation is de ned
as the fuzzy set G on a domain X × Y where X and Y
are two crisp sets.

Figure 3 highlights the fuzzy domain ontology corre-
sponding to the one depicted in Figure 2. The current OWL
syntax can easily be extended to represent fuzzy domain
ontology using approach similar to [8]. However, we will
only focus on the mining of fuzzy concepts and fuzzy tax-
onomy relations in this paper. The term µC×C(c2, c1) in
Figure 3 denotes the membership value of the taxonomy
relation from subclass c2 to superclass c1. From the text
mining perspective, a keyword is an object and it belongs to
different concepts (a linguistic class) with various member-
ships. The subsumption relations among linguistic concepts
are often uncertain and are characterized by the appropriate
fuzzy relations.

De nition 3 (Fuzzy Ontology) A fuzzy ontology is a
quadruple Ont =< X, C, RXC , RCC >, where X is a set
of objects and C is a set of concepts. The fuzzy relation
RXC : X × C 7→ [0, 1] maps the set of objects to the set
of concepts by assigning the respective membership values,
and the fuzzy relation RCC : C × C 7→ [0, 1] denotes the
fuzzy taxonomy relations among the set of concepts C.

The main contribution of our research work presented in
this paper is the development of a novel fuzzy domain ontol-
ogy discovery method which exploits contextual informa-
tion embedded in textual databases (e.g., product descrip-
tion databases). By combining lexico-syntactic and statis-
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Figure 3. A Fuzzy Domain Ontology from the
RCV-1 Corpus

tical learning approaches, the accuracy and the computa-
tional ef cienc y of the ontology discovery process is im-
proved [20]. The remainder of the paper is organized as
follows. Section 2 highlights previous research in the re-
lated area and compare these research work with ours. Sec-
tion 3 gives an overview of our text mining methodology.
The cognitive and linguistic foundations of the proposed
context-sensitive ontology discovery method is described
in Section 4. The computational details of the proposed
ontology mining method are then illustrated in Section 5.
Section 6 reports the empirical testing of our fuzzy domain
ontology mining method. Finally, we offer concluding re-
marks and describe future direction of our research work.

2 Related Research

With the increasing importance of product information
management in eCommerce environment, it is vital that pre-
cise de nition of product and services readily available in
sharable, manageable,  e xible, and scalable form, that is
in the form of an ontology. Although the idea of utiliz-
ing ontology for e-Catalogs has been proposed long ago,
an operational product ontology system for a speci c do-
main is not yet available. Lee et. al. [15] developed an
operational product ontology system called KOCIS for the
government procurement service. It consists of the ontol-
ogy construction and management sub-system to build the
ontology database from the product databases and to man-
age the the real-time processing for update operations while
maintaining a consistency of the ontology data. In addi-
tion, the ontology search sub-system can retrieves and nav-
igates the product ontology information. The search sub-
system addresses the problem of ranking keyword search
results by modeling the product ontology as a Bayesian be-

lief network. Although, the KOCIS system addresses the
operational aspects of an ontology management and search
system, it does not support automated or semi-automated
discovery of product ontology from information sources.
This paper focuses on the development of a fuzzy ontol-
ogy discovery algorithm for automatic business knowledge
management; the proposed method can be readily applied
to discover product ontology for eCommerce.

Cimiano et al. have presented an automatic taxonomy
learning algorithm to extract concept hierarchies from a text
corpus [5]. In particular, their taxonomy learning method
is based on formal concept analysis [40]. Formal concept
analysis is a systematic method for deriving implicit rela-
tionships among objects described by a set of attributes.
Formal concept analysis can be seen as a conceptual clus-
tering techniques at it provides intensional descriptions for
the abstract concepts. Central to formal concept analysis
is the notion of a context which is essentially the promi-
nent attributes or features common to a set of objects of the
same class. A formal context is a triple K = (G, M, I)
where G and M represent a set of objects and attributes
respectively and I is a binary relation between G and M .
Thereby, a formal concept (A,B) is de ned by A = {g ∈
G|∀m∈M (g,m) ∈ I} and B = {m ∈ M |∀g∈G(g,m) ∈
I}. In order to derive attributes from a certain corpus, part-
of-speech tagging and linguistic analysis are performed to
extract verb/prepositional phrase complement, verb/object
and verb/subject dependencies. For each noun appearing as
head of the extracted syntactic structures, the correspond-
ing verbs are taken as the attributes for building the formal
context. Their approach is evaluated by comparing the au-
tomatically generated concept hierarchies with hand-crafted
taxonomies in a tourism and a  nance domain. The fuzzy
ontology discovery method illustrated in this paper employs
a novel subsumption based mechanism rather than the for-
mal concept analysis approach to generate concept lattice.
Semantically richer context vectors are used to represent
concepts in our approach as opposed to the simple verb-
based features employed by formal concept analysis. In ad-
dition, our concept hierarchy represents a fuzzy taxonomy
of relations rather than a crisp taxonomy as proposed in [5].

The FOGA framework for fuzzy ontology generation
has been proposed [37]. The FOGA framework consists
of fuzzy formal concept analysis, fuzzy conceptual cluster-
ing, fuzzy ontology generation, and semantic representation
conversion. Essentially, the FOGA method extends the for-
mal concept analysis approach, which has also been applied
to ontology extraction, with the notions of fuzzy sets. The
notions of formal context and formal concept have been
fuzzi ed by introducing the respective membership func-
tions. In addition, an approximate reasoning method is de-
veloped so that the automatically generated fuzzy ontology
can be incrementally furnished with the arrival of new in-

IEEE Intelligent Informatics Bulletin                                                                                                November 2007    Vol.8 No.1

Feature Article: Raymond Y.K. Lau                                                                                                                                                31



stances. The FOGA framework is evaluated in a small cita-
tion database. Our method discussed in this paper differs
from the FOGA framework in that a more compact rep-
resentation of fuzzy ontology is developed. The proposed
method is based on previous work in computational lin-
guistic and with the computational mechanism built on the
concept of fuzzy relations. We believe that the proposed
method is computationally more ef cient and be able to
scale up for huge textual databases which typically consists
of millions of records and thousands of terms. Finally, our
proposed method is validated in a standard benchmark tex-
tual database which is considerably larger than the citation
database used in [37].

A fuzzy ontology which is an extension of the domain
ontology with crisp concepts is utilized for news summa-
rization purpose [14]. In this semi-automatic ontology dis-
covery approach, the domain ontology with various events
of news is pre-de ned by domain experts. A document pre-
processing mechanism will generate the meaningful terms
based on the news corpus and a Chinese news dictionary
pre-de ned by the domain experts. The meaningful terms
are classi ed according to the events of the news by a term
classi er . Basically, every fuzzy concept has a set of mem-
bership degrees associated with the various events of the
domain ontology. The main function of the fuzzy inference
mechanism is to generate the membership degrees (classi-
 cation) for each event with respect to the fuzzy concepts
de ned in the fuzzy ontology. The standard triangular mem-
bership function is used for the classi cation purpose. The
method discussed in this paper is a fully automatic fuzzy do-
main ontology discovery approach. There is no pre-de ned
fuzzy concepts and taxonomy of concepts, instead our text
mining method will automatically discover such concepts
and generate the taxonomy relations. In addition, there is
no need to set the arti c ial threshold values for the triangu-
lar membership function, instead our membership function
can automatically derive the membership values based on
the lexico-syntactic and statistical features of the terms ob-
served in a textual database.

An ontology mining technique is proposed to extract pat-
terns representing users’ information needs [17]. The ontol-
ogy mining method consists of two parts: the top backbone
and the base backbone. The former represents the relations
between compound classes of the ontology. The latter indi-
cates the linkage between primitive classes and compound
classes. The Dempster-Shafer theory of evidence model is
adopted to model the relations among classes. The pre-
sented method can effectively synthesizing taxonomic rela-
tion and non-taxonomic relation in a single ontology model.
In addition, a novel method is proposed to capture the evolv-
ing patterns in order to re ne the discovered ontology. Fi-
nally, a formal model is developed to assess the relevance of
the discovered ontology with respect to the user’s informa-

tion needs. The ontology mining method is validated based
on the Reuters RCV-1 benchmark collection. The research
work presented in this paper focuses on fuzzy domain on-
tology discovery rather than the discovery of crisp ontology
representing users’ information needs.

Personalized Abstract Search Services (PASS) is a do-
main speci c search engine providing abstracts of papers
from IEEE Transactions sponsored by the IEEE Neural Net-
work Council [39]. The system uses a fuzzy ontology of
term associations to support semantic based information re-
trieval. The fuzzy ontology is automatically built using in-
formation obtained from the system’s document collection.
The system extracts a set of two or three consecutive words
exhibiting some linguistic patterns such as “noun noun”,
“adj noun”, etc. from a corpus. The system then eliminates
the phrases that contain at least one stop word from a pre-
de ned control  le. The notions of narrower and broader
term relations are introduced and a fuzzy conjunction op-
erator is applied to compute the membership values of the
term relations. By evaluating the users’ searching activities,
it was found that the fuzzy ontology of term relations signif-
icantly contributes to the information retrieval process. Our
work presented in this paper differs from the PASS system
in the fuzzy concepts (instead of terms) are  rst identi ed
and the taxonomy relations of concepts are then developed.
In addition, our fuzzy ontology mining approach has been
evaluated based on a bench-mark collection in the  eld of
information retrieval.

An ontology based text mining system that extracts fuzzy
relations from biological texts is present [1]. This approach
preserves the basic structured knowledge format for storing
domain knowledge, but allows for update of information at
the same time. The document processor parses the text doc-
uments and removes the tags pertaining to the biological do-
main. The strength of association between a tag pair Ei and
Ej representing two biological entities is computed accord-
ing to a fuzzy conjunction operator. Basically, the member-
ship values of the relations are functions of frequency of co-
occurrence of concepts. The fuzzy relations between the bi-
ological terms are used to guide information retrieval from a
medical document collection called GENIA. The ontology
discovery method presented in this paper deals with general
textual databases rather than speci cally tagged biological
documents. Concept extraction in our approach is based on
the lexico-syntactic characteristic of tokens appearing in a
corpus rather than the pre-de ned semantic of speci c bio-
logical tags.

A semiautomatic ontology engineering environment
called OntoEdit has been developed [19, 20]. The work-
bench supports ontology import, extraction, pruning, re ne-
ment, and evaluation. Merging existing semantic structures
or de ning mapping rules between these structures allows
importing and reusing available ontologies. Ontology ex-
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traction is one of the main tasks of ontology engineering,
which deals with learning the appropriate ontologies from
the domain sources. The initial ontology which results from
import, reuse, and extraction, is then pruned to better  t the
purpose of the particular application. Traditional text pro-
cessing techniques such as n-gram [30] is used to extend the
set of lexical entries L based on source documents. Hierar-
chical clustering is applied to learn the taxonomy relations
HC . In addition, morphological analysis and generalized
association rule mining are applied to learn the relations R
among some concepts C. Our work presented in this pa-
per focuses on the ontology extraction stage of the ontology
engineering cycle. Moreover, a subsumption-based compu-
tational method rather than the traditional clustering method
is used for the extraction of concept lattice.

3 An Overview of the Text Mining Methodol-
ogy

Figure 4 depicts the proposed text mining methodology
for the automatic discovery of fuzzy domain ontology from
a textual database (corpus). A text corpus is parsed to ana-
lyze the lexico-syntactic elements. For instance, stop words
such as “a, an, the” are removed from the source documents
since these words appear in any contexts and they cannot
provide useful information to describe a domain concept.
For our implementation, a stop word  le is constructed
based on the standard stop word  le used in the SMART
retrieval system [29]. Lexical pattern is identi ed by apply-
ing Part-of-Speech (POS) tagging to the source documents
and then followed by token stemming based on the Porter
stemming algorithm [28]. We refer to the WordNet lexi-
con [21] to tag each word during this process. During the
linguistic pattern  ltering stage, certain linguistic patterns
are extracted based on the speci c requirements speci ed
by the ontology engineers. For example, the ontology engi-
neers may only focus on the “Noun Noun” and “Adjective
Noun” patterns instead of all the linguistic patterns. This
is in fact a good way to gain computational ef cienc y by
reducing the number of patterns for further statistical anal-
ysis. In addition, to extract relevant domain speci c con-
cepts, the appearances of concepts across different domains
should be taken into account. The basic intuition is that
a concept frequently appears in a speci c domain (corpus)
rather than many different domains is more likely to be a rel-
evant domain concept. The statistical Token Analysis step
employs the information theoretic measure to compute the
co-occurrence statistics of the targeting linguistic patterns.
Finally, taxonomy of domain concepts is developed accord-
ing to the fuzzy conjunction operator. The details of the
proposed ontology mining method will be discussed in Sec-
tion 5.

Textual 
database

Stop Word 
Removal

POS 
Tagging, 
Stemming

Linguistic 
Pattern 
Filtering

Statistical 
Token 
Analysis

Fuzzy 
Concept 
Extraction

Fuzzy 
Taxonomy
Extraction

Fuzzy 
Domain 
Ontology

Figure 4. Context-Sensitive Fuzzy Ontology
Discovery Process

4 The Linguistic Foundations

The proposed context-sensitive fuzzy ontology discov-
ery method is based on the distributional hypothesis which
assumes that terms (concepts) are similar according to the
extent that they share similar linguistic contexts [10]. In
particular, we borrow the notion of collocational expres-
sions from computational linguistic to identify the seman-
tics of some lexical elements such as concepts from text cor-
pora. For computational linguistic, a term refers to one or
more tokens (words) and a term is also a concept if it carries
recognizable meaning speci c to a domain [23]. Colloca-
tional expressions are groups of words related in meaning,
and the constituent words of an expression are frequently
found in a near loci of a few adjacent words in a textual
unit [33, 35]. The collocational expressions are indeed pro-
viding the underlying context of a given concept embedded
in natural language text such as Web documents.

Contextual information has long been recognized as one
of the major contributors to concept learning in the  eld of
computer science [43]. Nevertheless, to automatically de-
tect the semantics (meanings) of a concept is not a trivial
task since the meanings of a concept is context (domain)
dependent. For example, the concept “bank” can refer to a
 nancial institute such as a “commercial bank, or refer to
the raised shelf of ground such as the “river bank”. There-
fore, to accurately extract domain ontologies from text, con-
textual information must be exploited to disambiguate dif-
ferent senses. In this regard, static lexicons (i.e., generic
linguistic ontologies) such as WordNet [21] with meanings
(senses) computed a priori may not be able to capture the
speci c semantics of concepts pertaining to a particular ap-
plication domain. However, WordNet can be used to boot-
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strap the performance of information extraction when do-
main ontologies are built [22, 24]. Our general approach is
that the collocational expressions are  rst extracted from the
source documents; these collocational expressions which
carry context-sensitive semantics are then used to de ne the
meanings of the concepts.

negotiator

0.65

officer

0.86

chief 
executive

economist

0.52

architect wolitarsky

0.41 0.39

Figure 5. Domain Specific Semantics of the
Concept “Chief Executive”

In the  eld of information retrieval (IR), the notion
of context vectors [11, 32] has been proposed to give
computer-based representations of concepts. In this ap-
proach, a concept is represented by a vector of words and
their numerical weights. The weight of a word indicates
the extent to which the particular word is associated with
the underlying concept. For example, the concept “chief
executive” is represented by the words such as of cer ,
negotiator, economist, etc. as depicted in Figure 5, which is
an interesting example by parsing the Reuters-21578 corpus
(http://www.daviddlewis.com/resources/testcollections/).
The context vector of “chief executive” is shown as follows:

Concept: chief executive
Context Vector:
{(officer, 0.72), (economist, 0.65), (negotiator, 0.63),
(architect, 0.61), (wolitarsky, 0.44)}

The context vector can be seen as a point in a multi-
dimensional geometric information space with each dimen-
sion representing a property term. It should be noted that
the meanings (senses) of “chief executive” is “head of state”
or “presidency” as de ned in WordNet [21], which is quite
different from that discovered by our context-sensitive text
mining method. The last term in the example context vector
is “wolitarsky” which is the name of the chief executive of
a  nancial institution often mentioned in the Reuters  nan-
cial news in that period. So, our method can really discover

domain speci c relation such as “wolitarsky” is a chief ex-
ecutive. Static lexicons such as WordNet can only capture
the lexical knowledge of a concept, but fails to represent do-
main speci c non-lexical knowledge. A linguistic concept
such as “chief executive” can be taken as a class (set) with
respect to the fuzzy set framework. A term such as “woli-
tarsky” will then be treated as an object which belongs to
the set with certain degree.

5 Text Mining for Fuzzy Ontology Discovery

It is believed that the main challenge in mining tax-
onomy relations from textual databases is to  lter out
the noisy relations[18, 20]. Accordingly, our text mining
method is speci cally designed to deal with such an issue.
After standard document pre-processing such as stop
word removal, POS tagging, and word stemming [30],
a windowing process is conducted over the collection of
documents. The windowing process can help reduce the
number of noisy term relationships. For each document
(e.g., Net news, Web page, email, etc.), a virtual window
of δ words is moved from left to right one word at a time
until the end of a textual unit (e.g., a sentence) is reached.
Within each window, the statistical information among
tokens is collected to develop collocational expressions.
Such a windowing process has successfully been applied to
text mining before [13]. The windowing process is repeated
for each document until the entire collection has been
processed. According to previous studies, a text window
of 5 to 10 terms is effective [11, 27], and so we adopt this
range as the basis to perform our windowing process. To
improve computational ef cienc y and  lte r noisy relations,
only the speci c linguistic pattern (e.g., Noun Noun, and
Adjective Noun) de ned by an ontology engineer will be
analyzed. The following is an example segment of a news
article in the Reuters-21578 collection:

<REUTERS OLDID="5545" NEWID="2"><TEXT>
<TITLE>STANDARD OIL TO FORM FINANCIAL
UNIT</TITLE>
<BODY>Standard Oil Co and BP North
America Inc said they plan to form
a venture to manage the money market
borrowing and investment activities
of both companies.
</BODY></TEXT> </REUTERS>

After parsing the main body of the news article, our
ontology extraction program will remove the stop words,
apply POS tagging and stem the words. So, the result will
look like:

standard (Adj) oil (N) co (N)
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bp (N) north (Adj) america (N)
inc (N) said (V) plan (V) form (V)
venture (N) manage (V) money (N)
market (N) borrow (V) investment (N)
activit (N) compan (N) .

Assuming that the window size of 5 is used and the on-
tology engineer speci es the “Noun Noun” linguistic pat-
tern as the only focus, the potential concepts “Oil Co” and
”Co BP” will be extracted from the  rst virtual text window.
The concept “Oil Co” might be represented by the features
such as “standard”, “bp”, and “north”. After parsing the
whole corpus, the statistical data (by statistical token analy-
sis) about the potential concepts can be collected. If a word
has an association weight lower than a pre-de ned thresh-
old value, it will be discarded from the context vector of the
concept. This is equivalent to the α-cut operation for fuzzy
sets.

For statistical token analysis, several information theo-
retic methods are employed. Mutual Information has been
applied to collocational analysis [27, 36] in previous re-
search. Mutual Information is an information theoretic
method to compute the dependency between two entities
and is de ned by [34]:

MI(ti, tj) = log2

Pr(ti, tj)
Pr(ti)Pr(tj)

(1)

where MI(ti, tj) is the mutual information between term
ti and term tj . Pr(ti, tj) is the joint probability that both
terms appear in a text window, and Pr(ti) is the probabil-
ity that a term ti appears in a text window. The probability
Pr(ti) is estimated based on |wt|

|w| where |wt| is the number
of windows containing the term t and |w| is the total number
of windows constructed from a textual database (i.e., a col-
lection). Similarly, Pr(ti, tj) is the fraction of the number
of windows containing both terms out of the total number
of windows.

We develop Balanced Mutual Information (BMI) to
compute the degree of association among tokens. This
method considers both term presence and term absence as
the evidence of the implicit term relationships.

µci(tj) ≈ BMI(ti, tj)
= β(Pr(ti, tj) log2(

Pr(ti,tj)
Pr(ti)Pr(tj)

)+

Pr(¬ti,¬tj) log2(
Pr(¬ti,¬tj)

Pr(¬ti)Pr(¬tj)
)) −

(1− β)(Pr(ti,¬tj) log2(
Pr(ti,¬tj)

Pr(ti)Pr(¬tj)
)+

Pr(¬ti, tj) log2(
Pr(¬ti,tj)

Pr(¬ti)Pr(tj)
))

(2)
where µci(tj) is the membership function to estimate
the degree of a term tj ∈ X belonging to a concept
ci ∈ C. µci

(tj) is the computational mechanism for

Algorithm FuzzyOntoMine(D, Para, Ont)
Input: corpus D and vector of threshold values Para
Output: a fuzzy domain ontology Ont
Main Procedure:

1. Ont = {}
2. Foreach document d ∈ D Do

(a) Construct text windows w ∈ d

(b) Remove stop words sw from w

(c) Perform POS tagging for each term ti ∈ w

(d) Apply Porter stemming to each term ti

(e) Accumulate the frequency for ti ∈ w and the
joint frequency for any pair ti, tj ∈ w

(f) IF lower ≤ Feq(ti) ≤ upper, X = X ∪ ti

3. End for

4. Foreach term ti ∈ X Do

(a) compute its context vector ci using BMI, MI,
JA, CP, KL, or ECH

(b) C = C ∪ ci

5. End for

6. Foreach ci ∈ C Do /* Concept Pruning - α-cut */

(a) IF ∀ti ∈ ci : µci(ti) < α

(b) THEN C = C − ci

7. End for

8. Foreach pair of concepts ci, cj ∈ C Do

(a) Compute the taxonomy relation R(ci, cj) using
Spec(ci, cj)

(b) IF µC×C(ci, cj) > λ, R = R ∪R(ci, cj)

9. End For

10. Foreach R(ci, cj) ∈ R Do /* Taxonomy Pruning */

(a) IF µC×C(ci, cj) < µC×C(cj , ci)

(b) THEN R = R−R(ci, cj)

(c) IF ∃P (ci → cx, . . . , cy → cj)

(d) AND µC×C(ci, cj) ≤ min({µC×C(ci, cx),
µC×C(cx, cy), . . . , µC×C(cy, cj)})

(e) THEN R = R−R(ci, cj)

11. End For

12. Output Ont

Figure 6. The Fuzzy Domain Ontology Discov-
ery Algorithm

the relation RXC de ned in the fuzzy ontology Ont =<
X, C, RXC , RCC >. The membership function µci

(tj) is
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indeed approximated by the BMI score. Pr(ti, tj) is the
joint probability that both terms appear in a text window,
and Pr(¬ti,¬tj) is the joint probability that both terms
are absent in a text window. The weight factor β > 0.5
is used to control the relative importance of two kinds of
evidence (positive and negative). In Eq.(2), each MI value
is then normalized by the corresponding joint probabilities.
For the special case where Pr(ti, tj) = 1 is true, the joint
probability value is replaced by a large positive integer be-
cause terms ti, tj have the strongest association. An α-cut
is applied to discard terms from the potential concept if their
membership values are below the threshold α. After com-
puting all the BMI values in a collection, these values are
subject to linear scaling such that each membership value
is within the unit interval ∀ci∈C,tj∈Xµci

(tj) ∈ [0, 1]. It
should be noted that the constituent terms of a concept are
always belonging to the concept with the maximal mem-
bership 1. Other measures that can be used to estimate the
membership values of tj ∈ ci include Jaccard (JA), condi-
tional probability (CP), Kullback-Leibler divergence (KL),
and Expected Cross Entropy (ECH) [12]:

µci
(tj) ≈ Jacc(ci, tj)

= Pr(ci∧tj)
Pr(ci∨tj)

(3)

µci(tj) ≈ Pr(ci|tj)
= Pr(ci,tj)

Pr(tj)

(4)

µci
(tj) ≈ KL(ci||tj)

=
∑

ci∈C Pr(ci|tj) log2
Pr(ci|tj)
Pr(ci)

(5)

µci(tj) ≈ ECH(tj , ci)
= Pr(tj)

∑
ci∈C Pr(ci|tj) log2

Pr(ci|tj)
Pr(ci)

(6)

To further  lter the noisy concept relations, only the rel-
atively prominent concepts for a domain will be further ex-
plored. We adopt the TFIDF [30] like heuristic to  lter non-
relevant domain concepts. Similar approach has also been
used in ontology learning [24]. For example, if a concept
is signi cant for a particular domain, it will appear more
frequently in that domain when compared with its appear-
ance in other domains. The following measure is used to
compute the relevance score of a concept:

Rel(ci, Dj) =
Dom(ci, Dj)∑n
k=1 Dom(c,Dk)

(7)

where Rel(ci, Dj) is the relevance score of a concept ci

in the domain Dj . The term Dom(ci, Dj) is the domain
frequency of the concept ci (i.e., number of documents con-
taining the concept divided by the total number of docu-
ments in the corpus). The higher the value of Rel(ci, Dj),
the more relevant the concept is for domain Dj . Based

on empirical testing, we can estimate a threshold rel for a
particular domain. Only the concepts with relevance score
greater than the threshold will be selected. For each se-
lected concept, its context vector will be expanded based on
the synonymy relation de ned in WordNet [21]. This is in
fact a smoothing procedure [5]. The intuition is that some
words that belong to a particular concept may not co-occur
with the concept in a corpus. To make our ontology discov-
ery method more robust, we need to consider these missing
associations. For instance, our example context vector for
“chief executive” will be expanded with the feature “presi-
dency” based on the synonymy relation of WordNet, and a
default membership value will be applied to such a term.

The  na l stage towards our ontology discovery method is
fuzzy taxonomy generation based on subsumption relations
among extracted concepts. Let Spec(cx, cy) denotes that
concept cx is a specialization (sub-class) of another concept
cy . The degree of such a specialization is derived by:

µC×C(cx, cy) ≈ Spec(cx, cy)

=
∑

tx∈cx,ty∈cy,tx=ty
µcx (tx)⊗µcy (ty)∑

tx∈cx
µcx (tx)

(8)
where ⊗ is a fuzzy conjunction operator which is equiv-
alent to the min function. The above formula states that
the degree of subsumption (speci city) of cx to cy is based
on the ratio of the sum of the minimal membership values
of the common terms belonging to the two concepts to the
sum of the membership values of terms in the concept cx.
For instance, if every object of cx is also an object of cy ,
a high speci city value will be derived. The Spec(cx, cy)
function takes its values from the unit interval [0, 1] and
the subsumption relation is asymmetric. When the tax-
onomy is built, we only select the subsumption relations
such that Spec(cx, cy) > Spec(cy, cx) and Spec(cx, cy) >
λ where λ is a threshold to distinguish signi can t sub-
sumption relations. The parameter λ is estimated based
on empirical tests. If Spec(cx, cy) = Spec(cy, cx) and
Spec(cx, cy) > λ is established, the equivalent relation
between cx and cy will be extracted. In addition, a prun-
ing step is introduced such that the redundant taxonomy
relations are removed. If the membership of a relation
µC×C(c1, c2) ≤ min({µC×C(c1, ci), . . . , µC×C(ci, c2)}),
where c1, ci, . . . , c2 form a path P from c1 to c2, the relation
R(c1, c2) is removed because it can be derived from other
stronger taxonomy relations in the ontology. The fuzzy do-
main ontology mining algorithm is summarized and shown
in Figure 6.

6 Evaluation

Since one of the most important applications of domain
ontology is for intelligent information retrieval, our context-
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sensitive fuzzy ontology mining method is evaluated within
the context of information retrieval. Our  rst experiment is
similar to the routing tasks used in the Text REtrieval Con-
ference (TREC) (http://trec.nist.gov/) which is
a well-known international benchmark forum for informa-
tion retrieval systems. The Reuters-21578 standard corpus
with the Lewis-Split subset which contains 19,813 docu-
ments is used in our experiments. The training set consists
of 13,625 documents and the test set consists of 6,188 doc-
uments. Our fuzzy domain ontology is automatically con-
structed based on the training set only. It takes 19 minutes
only to complete the ontology mining process on a Pentium-
4 2.2GHz PC. In this experiment, a window size of 5, a term
size of 1, a single Noun pattern, and the (BMI) computa-
tional method with β = 0.7 are used.

For our ontology extraction method, a concept’s rele-
vance score de ned in Eq. 7 is computed with respect to
a variety of domains. Therefore, several other corpora are
constructed based on the Web documents retrieved under
different Yahoo categories such as “computer”, “entertain-
ment”, “education” etc. For the Reuters-21578 corpus, a set
of queries are composed based on the pre-de ned Reuters
topics and the top  ve (weighted by TFIDF) terms from one
relevant document of the training set. For each Reuters sub-
ject code such as “acq”, the corresponding subject descrip-
tion such as “acquisitions or mergers” is retrieved from the
Reuters-21578 category description  le. Each query is then
applied to the testing set and the documents are ranked with
respect to their relevance to the query. The vector-space
model [29] is employed in this routing task. For instance,
the standard TFIDF term weighting scheme is used to com-
pute the term weights of a document and a query respec-
tively, and the cosine similarity measure is used to rank each
document:

sim(−→q ,
−→
d ) =

∑n
i=1 wq(ki)× wd(ki)√∑n

i=1(wq(ki))2 ×
√∑n

i=1(wd(ki))2
(9)

where−→q and−→d are the query vector and the document vec-
tor respectively. The term wq(ki) represents the weight of
the ith keyword ki in the query vector −→q , and the term
wd(ki) represents the weight of the ith keyword ki in the
document vector −→d .

The routing tasks are performed with (the experimental
group) and without (the control group) the help of our au-
tomatically constructed fuzzy domain ontology. Basically,
the domain ontology is used for query expansion [41] for
the routing task. For instance, each term in the original
query is expanded with respect to the domain ontology to
obtain a equivalent, a broader, or a more speci c term. In
this experiment, the type of relations is selected manually
from the fuzzy domain ontology to optimize the retrieval
effectiveness. Standard performance measures [30] such as

precision, recall, and F-measure are then computed based
on the top 100 documents retrieved in both groups:

Precision =
a

a + b
(10)

Recall = a
a+c (11)

Fη =
(1 + η2)Precision×Recall

η2Precision + Recall
(12)

where a, b, c represent the number of retrieved relevant doc-
uments, the number of retrieved non-relevant documents,
and the number of not retrieved relevant documents re-
spectively. The Fη=1 measure and the recall results of 15
randomly selected Reuters topics are depicted in Table 1.
The  rst column in Table 1 shows the topic names of the
Reuters-21578 collection; the second column shows the
number of true relevant documents for each topic. The re-
maining two columns are the Fη=1 and the recall results
achieved when domain ontology is applied to expand initial
query. The last two columns show the Fη=1 and the recall
 gures when domain ontology is not used for query expan-
sion. Except for the topic of “coffee”, the IR performance
is improved with the help of the fuzzy domain ontology for
query expansion. The reason why there is no improvement
for the “coffee” topic is that the automatically generated do-
main ontology does not provide additional knowledge to ex-
pand the initial query. The difference of IR performance
(both F-measure and Recall) between these two groups is
statistically signi can t (p < 0.01) according to a paired one
tail t-test. The average improvement of the Fη=1 measure is
58.3%. Therefore, we can conclude that the automatically
discovered fuzzy domain ontology is with good quality and
it is useful for enhancing information retrieval performance.

In our second experiment, various information theoretic
measures are tested for the purpose of extracting domain
concepts from a corpus. The same routing task is con-
ducted except the use of different computational methods
such as BMI, MI, JA, CP, and KL to estimate the member-
ship of a term for a concept. The topic “carcass” is used
to illustrate the typical performance of these methods. The
precision-recall graph of these runs is plotted in Figure 7.
The x axis indicates the various recall levels and the y axis
shows the precision values obtained at the corresponding re-
call level. For example, the recall level 0.1 indicates the N th
position where 7 relevant documents (there are 68 relevant
records for this topic) are found from the ranked list, and
the corresponding precision values indicate the retrieval ef-
fectiveness of various methods (e.g., the best precision 0.36
is achieved by BMI). In general, the higher the precision
curve, the better performance the information retrieval sys-
tem is. As can be seen, the BMI method leads to the best
performance because it can take into account both positive
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indeed approximated by the BMI score. Pr(ti, tj) is the
joint probability that both terms appear in a text window,
and Pr(¬ti,¬tj) is the joint probability that both terms
are absent in a text window. The weight factor β > 0.5
is used to control the relative importance of two kinds of
evidence (positive and negative). In Eq.(2), each MI value
is then normalized by the corresponding joint probabilities.
For the special case where Pr(ti, tj) = 1 is true, the joint
probability value is replaced by a large positive integer be-
cause terms ti, tj have the strongest association. An α-cut
is applied to discard terms from the potential concept if their
membership values are below the threshold α. After com-
puting all the BMI values in a collection, these values are
subject to linear scaling such that each membership value
is within the unit interval ∀ci∈C,tj∈Xµci

(tj) ∈ [0, 1]. It
should be noted that the constituent terms of a concept are
always belonging to the concept with the maximal mem-
bership 1. Other measures that can be used to estimate the
membership values of tj ∈ ci include Jaccard (JA), condi-
tional probability (CP), Kullback-Leibler divergence (KL),
and Expected Cross Entropy (ECH) [12]:

µci
(tj) ≈ Jacc(ci, tj)

= Pr(ci∧tj)
Pr(ci∨tj)

(3)

µci(tj) ≈ Pr(ci|tj)
= Pr(ci,tj)

Pr(tj)

(4)

µci
(tj) ≈ KL(ci||tj)

=
∑

ci∈C Pr(ci|tj) log2
Pr(ci|tj)
Pr(ci)

(5)

µci(tj) ≈ ECH(tj , ci)
= Pr(tj)

∑
ci∈C Pr(ci|tj) log2

Pr(ci|tj)
Pr(ci)

(6)

To further  lter the noisy concept relations, only the rel-
atively prominent concepts for a domain will be further ex-
plored. We adopt the TFIDF [30] like heuristic to  lter non-
relevant domain concepts. Similar approach has also been
used in ontology learning [24]. For example, if a concept
is signi cant for a particular domain, it will appear more
frequently in that domain when compared with its appear-
ance in other domains. The following measure is used to
compute the relevance score of a concept:

Rel(ci, Dj) =
Dom(ci, Dj)∑n
k=1 Dom(c,Dk)

(7)

where Rel(ci, Dj) is the relevance score of a concept ci

in the domain Dj . The term Dom(ci, Dj) is the domain
frequency of the concept ci (i.e., number of documents con-
taining the concept divided by the total number of docu-
ments in the corpus). The higher the value of Rel(ci, Dj),
the more relevant the concept is for domain Dj . Based

on empirical testing, we can estimate a threshold rel for a
particular domain. Only the concepts with relevance score
greater than the threshold will be selected. For each se-
lected concept, its context vector will be expanded based on
the synonymy relation de ned in WordNet [21]. This is in
fact a smoothing procedure [5]. The intuition is that some
words that belong to a particular concept may not co-occur
with the concept in a corpus. To make our ontology discov-
ery method more robust, we need to consider these missing
associations. For instance, our example context vector for
“chief executive” will be expanded with the feature “presi-
dency” based on the synonymy relation of WordNet, and a
default membership value will be applied to such a term.

The  na l stage towards our ontology discovery method is
fuzzy taxonomy generation based on subsumption relations
among extracted concepts. Let Spec(cx, cy) denotes that
concept cx is a specialization (sub-class) of another concept
cy . The degree of such a specialization is derived by:

µC×C(cx, cy) ≈ Spec(cx, cy)

=
∑

tx∈cx,ty∈cy,tx=ty
µcx (tx)⊗µcy (ty)∑

tx∈cx
µcx (tx)

(8)
where ⊗ is a fuzzy conjunction operator which is equiv-
alent to the min function. The above formula states that
the degree of subsumption (speci city) of cx to cy is based
on the ratio of the sum of the minimal membership values
of the common terms belonging to the two concepts to the
sum of the membership values of terms in the concept cx.
For instance, if every object of cx is also an object of cy ,
a high speci city value will be derived. The Spec(cx, cy)
function takes its values from the unit interval [0, 1] and
the subsumption relation is asymmetric. When the tax-
onomy is built, we only select the subsumption relations
such that Spec(cx, cy) > Spec(cy, cx) and Spec(cx, cy) >
λ where λ is a threshold to distinguish signi can t sub-
sumption relations. The parameter λ is estimated based
on empirical tests. If Spec(cx, cy) = Spec(cy, cx) and
Spec(cx, cy) > λ is established, the equivalent relation
between cx and cy will be extracted. In addition, a prun-
ing step is introduced such that the redundant taxonomy
relations are removed. If the membership of a relation
µC×C(c1, c2) ≤ min({µC×C(c1, ci), . . . , µC×C(ci, c2)}),
where c1, ci, . . . , c2 form a path P from c1 to c2, the relation
R(c1, c2) is removed because it can be derived from other
stronger taxonomy relations in the ontology. The fuzzy do-
main ontology mining algorithm is summarized and shown
in Figure 6.

6 Evaluation

Since one of the most important applications of domain
ontology is for intelligent information retrieval, our context-
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a. Window Size 20 and windowing across sentences b. Window Size 5 and windowing within sentences

Figure 8. The Impact of Windowing and Taxonomy Pruning

too many noisy taxonomy relations exist in the ontology
which leads to poor query expansion. On the other hand,
if the threshold λ is too high, many useful taxonomy rela-
tions are  ltere d out such that the ontology is not useful for
query re nement. When the threshold λ = 0.001 is used,
a noisy ontology will be generated which leads to retrieval
performance worse than the baseline where no ontology is
used for query expansion. If an appropriate window size is
employed and the windowing process is carried out within
sentence boundary, a fuzzy domain ontology with higher
quality is generated (as depicted in Figure 8.b).

7 Conclusions

The manipulation and exchange of semantically enriched
business intelligence (e.g., products, services, markets, etc.)
can enhance the quality of an eCommerce system and offer
a high level of inter-operability among different enterprise
systems. Ontology certainly plays an important role in the
formalization of business knowledge. However, the biggest
challenge for the wide spread applications of ontologies is
on the construction of these ontologies because it is a very
labor intensive and time consuming process. As uncertainty
often presents in real-world applications, it is less likely that
domain ontologies with crisp concepts and relations can sat-
isfy these applications. This paper illustrates a novel fuzzy
domain ontology discovery algorithm to facilitate the ontol-
ogy engineering process. In particular, contextual informa-
tion of a domain is exploited so that higher quality fuzzy
domain ontologies can be automatically constructed. The
proposed discovery method combines lexico-syntactic and
statistical learning approaches so as to reduce the chance of
generating noisy concepts and relations. Empirical studies
have been performed to evaluate the quality of the fuzzy do-

main ontology discovered by the proposed ontology mining
algorithm. Our preliminary results show that the automat-
ically generated fuzzy domain ontology can signi cantly
improve the effectiveness in information retrieval. Future
work involves comparing the accuracy and the computa-
tional ef cienc y of our fuzzy ontology mining method with
that of the other approaches. In addition, larger scale of
quantitative evaluation of our fuzzy ontology mining algo-
rithm in the context of business information management
will be conducted.
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