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An Embedded Two-Layer Feature Selection
Approach for Microarray Data Analysis

Pengyi Yang and Zili Zhang

Abstract—Feature selection is an important technique in deal-
ing with application problems with large number of variables and
limited training samples, such as image processing, combinatorial
chemistry, and microarray analysis. Commonly employed feature
selection strategies can be divided into filter and wrapper.In
this study, we propose an embedded two-layer feature selection
approach to combining the advantages of filter and wrapper
algorithms while avoiding their drawbacks. The hybrid algo-
rithm, called GAEF (Genetic Algorithm with embedded filter) ,
divides the feature selection process into two stages. In the first
stage, Genetic Algorithm (GA) is employed to pre-select features
while in the second stage a filter selector is used to further
identify a small feature subset for accurate sample classification.
Three benchmark microarray datasets are used to evaluate
the proposed algorithm. The experimental results suggest that
this embedded two-layer feature selection strategy is ableto
improve the stability of the selection results as well as thesample
classification accuracy.

Index Terms—Feature selection, Filter, Wrapper, Hybrid, Mi-
croarrays.

I. I NTRODUCTION

CURSE-OF-DIMENSIONALITY is a major problem as-
sociated with many classification and pattern recognition

problems. When addressing the classification problems witha
large number of features, the classifier created will often be
very complex with poor generalization property. This is espe-
cially true in analyzing microarray datasets which inherently
have several thousand of features (genes) with only a few
dozen of samples [1]. One effective way to deal with such
problems is to apply feature selection technologies [2]. The
benefits of feature selection are as follows:

• Reducing the number of features to a sufficient minimum
will cut the computational expenses.

• Feature selection can reduce the noise introduced in the
classification process, which then will improve sample
classification accuracy.

• From the biological perspective, minimizing feature size
can help the researchers to concentrate on the selected
genes for biological validation etc.

• The higher the ratio of the number of training sample
to the number of features used by classifier, the better
the generalization ability of the resulting classifier [3].
In other words, minimizing the size of the features
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can improve the generalization property of the resulting
classification model.

Based on the selection manners, feature selection methods
can be broadly divided into filter, wrapper and embedded
approaches [4]. Among them, filter and wrapper approaches
are the most popular ones in biological data analysis. Genetic
Algorithm (GA), as an advanced type of wrapper selector,
has been applied as the search scheme for microarray data
analysis recently [5], [6], [7]. Unlike forward selection and
backward elimination wrappers which select features linearly,
GA selects features nonlinearly by creating feature combi-
nations randomly. This character of GA accommodates the
identification of the nonlinear relationship among features.
Moreover, GA is efficient in exploring large feature space [8],
[9], which makes it a promising solution for gene selection
of microarray. However, as many wrapper selection strategies
encountered, GA often suffers from overfitting [10] because
an inductive algorithm is usually used as the sole criterion
in feature subset evaluation. Another problem is that GA is
unstable in feature selection because of its stochastic nature.
Furthermore, GA is a near optimal search algorithm. This
means when applying GA, we are facing the risk of trapping
into local optimal solutions. This risk rises exponentially with
the increase of the feature size.

Different from wrapper strategies, filter approaches do not
optimize the classification accuracy of a given inductive
algorithm directly. Instead, they try to select a feature set
with a predefined evaluation criterion. Examples includet-
test [11], χ2-test [12], Information Gain [13] etc. Although
filtering algorithms are superior in selecting of better gener-
alization features which often extended well on unseen data,
there are manifold disadvantages they suffered from. Firstly,
filtering approaches totally ignore the effects of the selected
feature subset on the performance of the inductive algorithm.
However, the performance of the inductive algorithm may be
crucial for accurate phenotype classification [14]. Secondly,
filtering approaches are often deterministic and greedy based.
This leads to only one feature profile being selected, which
is often suboptimal, whereas a different feature profile may
produce better classification results. Moreover, Jaeger etal.
demonstrated that in microarray data analysis genes obtained
by aggressive reduction with filter based methods are often
highly correlated with each other, thus, redundant [15]. In
classifier construction and sample classification, such a redun-
dant feature set often increases the model complexity while
decreases the generality [3].

In order to combine the strengths of filter and wrapper
approaches while avoiding their drawbacks, we recently in-
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troduced several hybrid feature selection strategies [16], [17].
In those studies, however, the filtering algorithm is used either
as prior evaluator [16] or an intermediate scoring criteria[17].
In this study, we gives the filtering algorithm more control
over the feature selection results and propose an embedded
two-layer feature selection framework. The aim is to testify
whether such formulation could improve sample classification
accuracy and feature selection stability. This approach justifies
its name because a filter algorithm is embedded in the GA
algorithm. The embedded filter is used to evaluate and reduce
the feature subsets randomly generated by GA and then feed
the reduced subsets to the inductive algorithm for pattern
recognition. Hence, the feature selection process is broken
into two stages. We named it GAEF (Genetic Algorithm with
embedded filter) for convenience. Different from many hybrid
methods relying on manipulating learning datasets [18], this
embedded two-layer feature selection model has following
advantages:

• With the random selection of GA and the pattern recog-
nition of the classifier, stochastic nature is integrated into
the hybrid system as well as the performance information
of the inductive algorithm.

• The unstable issue of GA is minimized because GA is
designated to pre-select a very large feature subset while
the final feature set is actually determined by the filter
algorithm embedded in it.

• Since GA only “loosely” selects a large feature subset,
the possibility of trapping into a suboptimal solution is
minimized while generalization property is enhanced.

• The integration of the performance information of a given
classifier in sample classification is used to minimize the
correlation of the filter selected features implicitly, result-
ing in a redundancy reduced and information enriched
feature subset.

Therefore, this GAEF algorithm is expected to possess
more stable and generalization quality in feature selection,
which contribute to a higher sample classification accuracy
comparing with those obtained by applying its components
alone. We apply the proposed method to three benchmark
microarray datasets, including binary-class as well as multi-
class classification problems. The empirical results obtained
by using the proposed model are compared with those ob-
tained by using GA wrapper and filter algorithms individually.
Moreover, the classification results of a popular GA/KNN
algorithm developed by Li et al. [5] for microarray data
analysis are provided as the third yardstick. It’s worth noting
that the proposed algorithm can also be applied to other feature
selection domains such as image processing and combinatorial
chemistry with minor modification.

The paper is organized as follows: In Section II, we present
the overview of the proposed method. In Section III, the
implementation and evaluation issues are detailed. Section IV
provides the experimental results while Section V and Section
VI discuss and conclude of the paper.

II. EMBEDDED TWO-LAYER FEATURE SELECTION

APPROACH

A. System Overview

From the data mining perspective, each sample in
dataset is commonly described as a vector of the form
si=[f1, f2, ..., fn], (i = 1, ..., m), wherem is the number of
samples andn is the number of the features. The dataset is de-
scribed as am×n matrix Dmn={(s1, y1), (s2, y2), (sm, ym)},
where yi is the class value of theith sample. Feature se-
lection is essentially to generate a reduced feature vector
s
′

i=[f1, f2, ..., fd], (s′i ⊂ si) which confines the dataset matrix
into Dmd={(s′1, y1), (s

′

2, y2), (s
′

m, ym)} with the expectation
to reduce the noisy and redundancy. The proposed GAEF
approach utilizes a standard GA as the first layer of feature
selection to generate and select large, pre-selected feature
subsetss′i=[f1, f2, ..., fd1

], (s′i ⊂ si). The embedded filter
algorithm which serves as the second layer of feature se-
lection is used to further determine a compact feature subset
s
′′

i =[f1, f2, ..., fd2
], (s′′i ⊂ s

′

i) from each pre-selected feature
subset of GA. Those further selected feature subsets are then
fed into the classification algorithm for pattern recognition. For
convenience, and without loss of generality, we simplify the
notation ofs′i to s in the rest of the paper. Figure 1 illustrates
the work flow of the GAEF model.

The algorithm performs following steps:
S1: Initially, GA randomly creates a set of chromosomes

which representing various pre-selected feature subsets.
S2: Filter algorithm is invoked to select a further reduced

feature subset from each pre-selected feature subset
provided in GA chromosome.

S3: Feature sets selected by filter are then fed into classifier
for sample classification and pattern recognition. After
a classifier evaluates a given feature subset, it returns
the classification strength of this feature subset to its
corresponding pre-selected feature subset.

S4: After the whole population are evaluated, GA selects
favorite chromosomes that can produce good feature
subsets with a given filter in sample classification.

S5: The crossover and mutation operations are then con-
ducted on the selected chromosomes with a predefined
PC (probability of crossover) andPM (probability of
mutation), respectively, and the next generation begins.

S6: Repeat steps 2-5 until terminating generation is reached
and the final filter selected feature subsets are collected
as the optimal feature profiles for sample classification
and pattern recognition.

B. Subset Evaluation and Selection

In GA, the goodness of a candidate solution is evaluated by
calculating a given fitness function using the bits configuration
of this solution. In feature selection, such fitness function is of-
ten defined as the simple classification accuracy. However, the
problem of using simple classification accuracy is that when
the numbers of samples in different classes are imbalanced,the
fitness score provided by such a measure could be misleading
[19]. This can be shown with following examples. Suppose a
binary-class dataset contains 5 samples from class A and 45
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Fig. 1. GAEF work flow. GA is used to produce large, pre-selected candidate feature sets and a filter algorithm is invoked toselect a compact feature set
from those pre-selected sets for sample classification.

samples from class B. If a classifier misclassifies all samples
in class A but correctly classifies other 45 samples in class B,
the fitness score produced by simple classification accuracy
measure is45/50 × 100 = 90%. However, no differential
pattern is actually identified by the classifier, and the resulting
feature subset is in fact useless for sample separation of unseen
data. The problem worsen if the dataset at hand is multi-
class. To overcome such problems, we utilized a balanced
classification accuracy for feature subset evaluation and fitness
calculation. Fitness function derived from such a balanced
classification accuracy is defined as:

fitness(s) =

∑c

i=1 Sei

c
(1)

wherec denotes the number of classes in the dataset, ands
denotes the subset under evaluation.Sei denotes the classifi-
cation sensitivity of the samples in classi, which is calculated
as follows:

Sei =
NTP

i

Ni

× 100, (2)

whereNTP
i denotes the number of true positive classification

of samples in classi, and Ni denotes the total number of
samples in classi. For previous example, the fitness score
given by this balanced accuracy measure is(0/5+45/45)/2 =
50%. This result is significantly lower than that of simple
classification accuracy measure which helps to correct the
fitness score.

Followed by subset evaluation, tournament selection strat-
egy is used for the selection of favorite chromosomes. In
tournament selection, larger tournament size gives fastercon-
vergence speed of GA, and we found three member tourna-

ment selection is a good trade-off. Formally, the winner is
determined as follows:

Winner = arg max
s∈S

fitnessi(R(s)) (i = 1, 2, 3) (3)

where R(.) is the random function which randomly selects
feature subset from the populationS of GA, while fitness(.)
determines the fitness of the randomly selected feature subsets.

C. Filters

χ2-test and Information Gain are popular filtering algo-
rithms and are commonly used in gene selection of microar-
rays [12], [13]. We used this two types of filtering algorithms
for forming the proposed hybrid algorithm, respectively. When
used for feature selection purpose,χ2-test can be considered
as to evaluating occurrence of certain value of a feature and
occurrence of the class. The feature is then ranked with respect
to the following quantity:

χ2(f) =
∑

v∈V

m
∑

i=1

(N(f = v, ci) − E(f = v, ci))
2

E(f = v, ci)
(4)

whereci, (i = 1, ..., m) denotes the possible classes of the
dataset, whilef is the feature that has a set of possible values
denoted asV . N(f = v, ci) andE(f = v, ci) are the observed
and the expected co-occurrence off = v with the classci,
respectively.

Information Gain is another type of statistic measure for
feature selection. It measures the number of bits of information
provided in class prediction by knowing the value of feature.
Again, let ci belong to a set of discrete classes (1, ...,m).

December 2009 Vol.10 No.1 IEEE Intelligent Informatics Bulletin



Feature Article: Pengyi Yang and Zili Zhang 27

V be the set of possible values for candidate featuref . The
information gain of a featuref is then defined as follows:

Gain(f) = −
m
∑

i=1

P (ci) log P (ci)

+
∑

v∈V

m
∑

i=1

P (f = v)P (ci|f = v) log P (ci|f = v)
(5)

D. Classification

kNN is a relatively computational efficient classifier which
has been applied by several studies in evaluating gene selection
[5], [6]. It calculates the similarity, called the distance, of a
given instance with others and assign the given sample into the
class to which thek most similar samples belong. Such a simi-
larity can be defined as Euclidean distance, Manhattan distance
or Pearson’s correlation etc. We utilizedk-Nearest Neighbor
(kNN) classifier for sample classification and evaluation of the
“merits” of feature subsets. In our GAEF algorithm, Euclidean
distance is used for sample similarity comparison. Formally:

ED(x1,x2) =

√

√

√

√

d
∑

i=i

(x1(fi) − x2(fi))2, (fi ∈ s) (6)

wherex1 andx2 are two samples described by the subsets
which is a feature vector[f1, f2, ...fd].

III. E XPERIMENTAL SETTINGS

A. Datasets

Microarray technologies make parallel evaluation of several
thousand of genes possible. On the contrary, the samples
collected for such evaluation are often with limited size–
a few dozen. Therefore, most microarray datasets are with
large number of gene features and limited number of samples,
which make them ideal for the evaluation of the proposed
algorithm. In the initial experiment, we evaluated the proposed
method with three benchmark microarray datasets. The first
two, namely “Colon” and “Breast”, are binary-class datasets,
which are generated from microarray studies of colon cancer
[20] and breast cancer [21], respectively. The third microarray
dataset called “MLL” is a multi-class dataset generated from
a leukemia study [22]. Table I summarizes each dataset.

TABLE I
M ICROARRAY DATASETS USED IN EVALUATION

Name Colon Breast MLL
No. of Gene 2000 24481 15154

No. of Sample 62 97 72
No. of Class 2 2 3

C1: Normal (22) Relapse (46) ALL (24)
C2: Cancer (40) Non-relapse (51) MLL (20)
C3: AML (28)

Expression values of each gene in each dataset are nor-
malized into [0,1] with the mean of 0 and the variance of
1 before feeding for pattern recognition. As to the Breast
and the Prostate datasets, for the purpose of computational
efficiency, we conducted a Symmetrical Uncertainty analysis
[23] to reduce the feature dimension from 24481 to 2000 and
from 15154 to 2000, respectively.

B. GAEF Implementation

A standard GA is used in GAEF implementation as the first
layer of feature selection. The population size of GA is set to
100. We adopt single point crossover and mutation, with the
probability of 0.6 and 0.02, respectively as they produced good
classification results. Three members tournament selection
strategy is utilized for favorite chromosome selection. Weim-
plemented three termination conditions. The first condition is
that the algorithm reaches the 50th generation. The second one
requires that the chromosomes in a GA generation converge
to 90%. The last condition is that no fitness improvement is
generated in the last 5 sequential GA generations.

As to the GA pre-selection size, after some preliminary
test we decide to fix it to 400 genes as it produces good
experimental results. In regard to the second gene selection
layer, we examinedχ2-test and Information Gain algorithms.
By exploring combining different filters, we are able to evalu-
ate the generality of the proposed embedded two-layer feature
selection model. Based on the previous study [24], in most
cases only a few dozen (or a few) genes are needed for sample
classification. Therefore, we vary the embedded filter selection
of the gene sizes from 5 to 25 with a step of 5. Lastly, each
gene subset is evaluated bykNN classifier. Previous studies,
demonstrated that small values ofk such as odd number of
3 and 5 often produce good classification results [5]. In our
experiments,k = 3 is arbitrarily chosen.

Table II summarizes the parameter setting of the GAEF
model.

TABLE II
GAEF PARAMETER SETTINGS

Parameter Value
Genetic Algorithm Single Objective

Population Size 100
Chromosome Size 400

Selector Tournament Selection
Crossover Single Point (0.6)
Mutation Single Point (0.02)

Termination Condition Multiple Condition
Candidate Filter χ2-test; InfoGain
Filtering Size 5 to 25 (step of 5)

Inductive Algorithm kNN

C. Correlation Evaluation

As pointed out by Jaeger et al. [15], in microarray study
genes obtained by aggressive reduction with filter based meth-
ods are often highly correlated which inevitably introduce
noisy and redundancy. Therefore, several studies attempted to
minimize the correlation of selected genes to the minimum
[25], [26]. However, those measures try to get rid of correlation
in the selected gene subset all together, while such correlation
information may not be totally uninformative. For example,
in study [27], Xu and Zhang suggested that such correlation
itself may be used as predictor of sample class.

In our algorithm, the correlation of selected genes is min-
imized in a more moderate manner. That is, through the
use of an inductive algorithm the correlation of the selected
genes is minimized implicitly. Our objective is to minimize
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the redundancy while keeping the usefulness. After all, the
reason of minimizing gene correlation is to obtain higher
classification accuracy. In our experiment, we compare the
correlation of the most frequently selected genes using the
proposed method to those obtained by using filter algorithms
directly. The calculation of the average correlation is as
follows:

P (xi, xj) =

∑

xixj −
(
∑

xi)(
∑

xj)

m
√

(
∑

x2
i −

(
∑

xi)2

m
)(

∑

x2
j −

(
∑

xj)2

m
)

(7)

Average Correlation =

2 ×
n
∑

i=1

n
∑

j=i+1

√

P (xi, xj)2

n(n − 1)
(8)

wherexi andxj denote the expression level of two different
genes in the selection result.P (.) is the function of Pearson
Product-Moment correlation coefficient.m denotes the total
samples, whilen denotes the total number of genes considered.

D. Cross Validation and Stability

Cross validation is one of the most popular evaluation
strategies. When employing cross validation, the dataset is
commonly divided into several folds. Takingn-fold cross
validation as an example, whilen − 1 folds are used to
train the classifier the remaining fold is used to evaluate the
classification power of the classifier on unseen data. After
each fold is used to evaluate the classification accuracy in
an orderly fashion, the classification accuracy of the classifier
is then calculated by averaging the classification accuracyof
each fold. Cross validation is a robust evaluation method. It is
particularly useful when the sample size of the dataset is small
because the dataset is efficiently reused for measuring the error
rate, resulting a more objective evaluation results [28]. In this
work, 5-fold stratified cross validation is utilized.

With the consideration of the stochastic nature of GA, each
GA based method is conducted with 5 independent runs,
producing 5 independent cross validation results. The final
results are given in the form of “mean± standard deviation”
(µ ± σ). The stability of each GA based method can then be
assessed by comparing the value of the standard deviationσ.

IV. RESULTS

A. Sample Classification Accuracy

For comparison purpose, we experimented using GA wrap-
per and filters (χ2-test and Information Gain) separately for
feature selection. The classification results of each individual
selection method is compared with those obtained with GAEF.

Tables III–V give classification accuracy details of each
method, using Colon, Breast and MLL microarray datasets,
respectively [20], [21], [22]. Specifically, the second andthe
third columns of each table detail the sample classification
using χ2-test and Information Gain selected gene sets (from
size of 5 to 25 with a step of 5) withkNN classifier. The fourth
column shows the classification of GA wrapper selected gene

sets withkNN classifier. And the last two columns provide the
classification results obtained by using GAEF selected gene
sets with embedded filters ofχ2-test and Information Gain,
respectively. Each GA based selection method is averaged with
5 independent runs.

As can be readily observed, in most cases GAEF identified
gene subsets produced better sample classification results.
With Colon dataset, using GAEF selected gene sets we ob-
tained the average sample classification accuracy of 83.36 and
82.46 using embedded filters ofχ2-test and Information Gain,
respectively. Compared with using these two filter algorithms
directly, which produced the average classification accuracy
of 73.67 and 75.98, the improvement is significant. Similar
results can be observed in the analysis results of both Breast
dataset and MLL dataset. The classification accuracy of GAEF
identified gene subsets for Breast dataset are 68.03 and 67.01,
while for MLL dataset the figures are 86.28 and 87.89, using
χ2-test and Information Gain, respectively. In comparison, the
classification accuracy produced with the two filter algorithms
directly are 63.69 and 63.54 for Breast dataset, and 82.69 and
82.15 for MLL dataset. Although not so phenomenal compared
with that of Colon dataset, the improvement is still obvious.
Essentially,χ2-test and Information Gain produced similar
classification results regardless been used solely or embedded
in GA. By applying GA wrapper directly for gene subsets
selection, the average classification accuracy are 71.79 for
Colon data, 64.46 for Breast data and 82.06 for MLL data.
The results are similar to those achieved by applying filter
based gene selection and sample classification.

With regard to the stability of the classification results,
when applying GA wrapper directly, the varianceσ is usually
quite large, which is consistent with our assumption that GA
is unstable and prone to local optimal with high feature-
to-sample ratio data. This phenomenon is evident from the
analysis results of all of the three microarray datasets. For
Colon, Breast and MLL datasets, the average variance of
the classification results are 5.29, 5.02 and 3.52, respectively
(column 4 of Tables III–V).

In contrast, results yielded by using GAEF model are with
smaller variance (column 5 and 6 of Tables III–V). With
Colon dataset, the average variance of the classification result
is 2.47 for theχ2-test embedded model and 2.45 for the
Information Gain embedded model. With Breast dataset, the
average variance of the classification result is 2.77 for the
χ2-test embedded model and 2.82 for the Information Gain
embedded model. As to the MLL dataset, the figures are 2.05
and 2.50 for theχ2-test embedded model and the Information
Gain embedded model, respectively. These results suggest that
by adding an embedded filter, we are able to improve the
stability of GA based feature selection algorithms.

B. Comparison of GA/KNN

Table VI provides the 5-fold stratified cross validation
results utilizingkNN with the gene sets identified by GA/KNN
algorithm [5], using identical divisions of training and test sets
as that of GAEF. When applying GA/KNN, the chromosome
length of 10 is used, and the number of near-optimal combi-
nations selected is 1000. Majority voting and thek = 3 of
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TABLE III
5-FOLD STRATIFIED CROSS VALIDATION ACCURACY OFCOLON DATASET

GAEF
Feature size χ2+kNN Info+kNN GA+kNN GA+χ2+kNN GA+Info+kNN

5-gene 71.22 72.11 70.55 ± 5.79 81.22 ± 2.71 80.53 ± 2.17

10-gene 72.55 76.11 73.37 ± 5.40 84.62 ± 2.61 81.82 ± 2.36

15-gene 73.26 73.89 71.07 ± 5.96 83.02 ± 1.55 83.55 ± 3.44
20-gene 76.22 78.89 69.38 ± 4.47 83.58 ± 2.61 83.78 ± 0.67

25-gene 75.11 78.89 74.60 ± 4.82 84.34 ± 2.89 82.60 ± 3.61

TABLE IV
5-FOLD STRATIFIED CROSS VALIDATION ACCURACY OFBREAST DATASET

GAEF
Feature size χ2+kNN Info+kNN GA+kNN GA+χ2+kNN GA+Info+kNN

5-gene 57.14 55.34 64.24 ± 4.70 66.07 ± 4.49 62.51 ± 2.66

10-gene 66.11 62.54 62.58 ± 4.39 70.17 ± 3.08 66.75 ± 3.89

15-gene 68.29 66.30 64.44 ± 5.67 66.56 ± 1.92 68.99 ± 3.69

20-gene 61.99 64.28 65.61 ± 5.86 67.51 ± 1.80 69.61 ± 1.15
25-gene 64.96 69.24 65.43 ± 4.46 69.85 ± 2.58 67.20 ± 2.72

TABLE V
5-FOLD STRATIFIED CROSS VALIDATION ACCURACY OFMLL DATASET

GAEF
Feature size χ2+kNN Info+kNN GA+kNN GA+χ2+kNN GA+Info+kNN

5-gene 80.00 79.33 74.44 ± 4.53 84.47 ± 1.58 88.31 ± 2.93

10-gene 84.00 81.11 83.74 ± 4.27 86.84 ± 1.59 86.29 ± 1.07
15-gene 83.11 81.11 85.64 ± 2.16 85.49 ± 2.39 87.64 ± 3.45

20-gene 82.11 85.78 80.87 ± 5.39 87.69 ± 2.56 87.00 ± 1.32

25-gene 84.22 83.44 85.60 ± 1.24 86.89 ± 2.13 90.20 ± 3.74

the k-nearest neighbor are adopted. It should be noted that
the cut off of the selection threshold for the chromosomes
of GA/KNN depends on the characteristics of the datasets.
Different thresholds are used according to its classification
power on different datasets. Specifically, the threshold for the
Colon dataset is that 4 samples are incorrectly classified at
most. For Breast dataset and MLL dataset the thresholds are
5 and 2 samples are incorrectly classified at most.

Comparing the results produced by our GAEF method with
those obtained from GA/KNN algorithm, we can conclude
that GAEF method is comparable or even superior in several
cases to GA/KNN algorithm in terms of gene selection for
microarray data classification.

TABLE VI
CLASSIFICATION ACCURACY OF GA/KNN ALGORITHM

GA/KNN
Feature size Colon Breast MLL

5-gene 74.78 66.63 86.22
10-gene 76.55 68.63 87.89
15-gene 83.11 69.81 85.45
20-gene 83.11 69.40 88.11
25-gene 83.11 69.36 87.00

C. Correlation of Frequently Identified Genes

Tables 5-7 give the top-5 most frequently selected genes of
Colon dataset, Breast dataset and MLL dataset, respectively.
Specifically, Hsa.37937 and Hsa.692 in Colon dataset, Con-
tig7258 RC in Breast dataset, and 40763at, 32847at and

35614 at in MLL dataset are the most frequently selected
genes using different methods. Each table is subdivided into
four sub-tables corresponding to the gene selection methods
of usingχ2-test and Information Gain directly, and using they
as GA embeds. Selected genes in each sub-table are pairwised
with each other for Pearson Product-Moment correlation coef-
ficient calculation. It is evident that the average Pearson corre-
lation coefficients of GAEF selected genes are generally lower
than those identified directly by filter algorithms. Nevertheless,
GAEF algorithm did not attempt to reduce the correlation
between each pair of genes to the minimum. This is because as
demonstrated in empirical study [27] correlation among genes
does not necessarily be totally useless. On the contrary, itmay
facilitate the sample classification in some degree.

V. D ISCUSSION

One major problem of applying GA based wrapper for fea-
ture selection of high dimensional dataset is that the algorithm
is prone to overfitting and often quickly converge to a local
optimal solution. Therefore, the selected feature subsetsoften
perform poor on unseen data classification. This phenomenon
is evident in our experimental results that using GA with
kNN classifier for gene selection and data classification of
microarrays. By embedding an filtering algorithm into the
GA wrapper, we are able to minimize the overfitting of the
resulting hybrid algorithm in feature selection and sample
classification processes. The explanation of this improvement
is straightforward. By adding a filter algorithm, candidate
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TABLE VII
TOP-5 MOST FREQUENTLY SELECTED GENES OFCOLON DATASET AND THEIR PAIRWISE CORRELATIONS

χ2+kNN
Geneid Hsa.627 Hsa.8147 Hsa.37937 Hsa.692(f765) Hsa.1832
Hsa.627 -
Hsa.8147 -0.277 -
Hsa.37937 -0.315 0.815 -

Hsa.692(f765) -0.298 0.794 0.761 -
Hsa.1832 -0.283 0.815 0.886 0.725 -

Average Pearson correlation coefficient: 0.597

Info+kNN
Geneid Hsa.627 Hsa.8147 Hsa.37937 Hsa.692(f765) Hsa.692(f267)
Hsa.627 -
Hsa.8147 -0.277 -
Hsa.37937 -0.315 0.815 -

Hsa.692(f765) -0.298 0.794 0.761 -
Hsa.692(f267) -0.285 0.886 0.739 0.851 -

Average Pearson correlation coefficient: 0.602

GA+χ2+kNN
Geneid Hsa.692(f267) Hsa.37937 Hsa.601 Hsa.692(f765) Hsa.3306

Hsa.692(f267) -
Hsa.37937 0.739 -
Hsa.601 -0.243 -0.237 -

Hsa.692(f765) 0.851 0.761 -0.279 -
Hsa.3306 -0.223 -0.147 0.665 -0.189 -

Average Pearson correlation coefficient: 0.433

GA+Info+kNN
Geneid Hsa.5971 Hsa.41323 Hsa.692(f245) Hsa.2451 Hsa.2291
Hsa.5971 -
Hsa.41323 0.705 -

Hsa.692(f245) -0.192 -0.120 -
Hsa.2451 0.567 0.582 -0.155 -
Hsa.2291 -0.178 -0.012 0.571 0.145 -

Average Pearson correlation coefficient: 0.323

features are no longer evaluated by the sole criterion of
the classification accuracy of a given inductive algorithm,
but regulated by the filter algorithm implicitly. Hence, the
hybrid algorithm itself does not seek for high classification
accuracy of training dataset blindly and greedily but take into
consideration of other characteristics of the data as well.In
this way, different selection criteria are balanced, and the
“importance” of a given feature to the dataset is evaluated
from multiple aspects.

VI. CONCLUSIONS

Filter and wrapper algorithms are commonly treated as com-
petitors in feature selection of datasets with high dimension.
Several studies have been conducted to compare the strengths
and the weaknesses of each method in microarray data analysis
context [12], [29], [30], but few of them attempted to integrate
individual methods. In this study, instead of treating each
method as competitor, we take the effort to integrate them as
components of a higher system. The proposed hybrid model
called GAEF utilizes GA to pre-select large feature subsetsand
invokes a filter selector to further identify highly differential
feature subsets for accurate sample classification. This model
is tested on both binary-class dataset and multi-class dataset.
The experimental results suggest that such an embedded two-
stage feature selection model be able to improve sample
classification accuracy as well as the stability of the selection
results.
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TABLE IX
TOP-5 MOST FREQUENTLY SELECTED GENES OFMLL DATASET AND THEIR PAIRWISE CORRELATIONS

χ2+kNN
Geneid 36239 at 35164at 32847at 40763at 39318at
36239 at -
35164 at 0.580 -
32847 at 0.712 0.745 -
40763 at -0.159 -0.152 -0.193 -
39318 at 0.626 0.578 0.629 -0.142 -

Average Pearson correlation coefficient: 0.452

Info+kNN
Geneid 36239 at 35164at 32847at 40763at 37539at
36239 at -
35164 at 0.580 -
32847 at 0.712 0.745 -
40763 at -0.159 -0.152 -0.193 -
37539 at 0.688 0.625 0.669 -0.152 -

Average Pearson correlation coefficient: 0.468

GA+χ2+kNN
Geneid 31886 at 41747s at 35164at 266 s at 40763at
31886 at -

41747 s at 0.304 -
35164 at 0.356 0.457 -
266 s at 0.602 0.528 0.650 -
40763 at -0.109 0.136 -0.152 -0.163 -

Average Pearson correlation coefficient: 0.346

GA+Info+kNN
Geneid 36122 at 32847at 35260at 35614at 1914 at
36122 at -
32847 at 0.413 -
35260 at 0.494 0.732 -
35614 at 0.334 0.661 0.738 -
1914 at -0.169 -0.279 -0.170 -0.213 -

Average Pearson correlation coefficient: 0.420
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