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Traditional Conversational Recommender 
Systems (CRS)

FindMe (Burke et al., 1997) 

Dynamic Critiquing (McCarthy et al., 2005)
2



MobyRek with mobile critiquing (Ricci and Nguyen, 2005)

Apartment Finder (Pu and Chen, 2005) 
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Preference Model

Step 1: User states initial 
preferences 

Step 2: 
System recommends 
multiple examples

K items are displayed in 
the recommended set

Step 4:
User picks the final choiceStep 3:

User revises preferences 
via critiquing

Space of all 
options

Critiquing-based Recommender Systems

4

Conversational interaction
ü Feedback elicitation
ü Preference refinement

Li Chen and Pearl Pu. Critiquing-based Recommenders: Survey and Emerging Trends. User Modeling and User-Adapted 
Interaction Journal (UMUAI), vol. 22(1), pages 125-150, 2012. 4



• Users are likely to construct their preferences in a 
context-dependent and adaptive fashion during the 
decision process (Payne et al., 1993; Carenini and 
Poole, 2000). 
• Users become aware of their latent preferences only 

when proposed solutions violate them (Pu and 
Faltings, 2000 & 2002). 
• Compensatory decision strategy (i.e., tradeoff making) 

normally leads to rational and high-quality decision 
(Frisch and Clemen, 1994)

Motivated by Adaptive Decision Theory 

Unfamiliar 
product 
domain
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User-initiated critiquing: Unit or 
compound (Chen and Pu, AAAI’06)

Hybrid critiquing: User-initiated critiquing 
+ system-suggested critiques (Chen and 
Pu, IUI’07)

• Critiquing-based system can significantly improve users’ decision accuracy by 
up to 57%, against non-critiquing based 

• Hybrid critiquing can achieve the desired user control and effectively save 
users’ interaction effort
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Sentiment-based critiquing 

Li Chen, Dongning Yan, and Feng Wang. User Evaluations on Sentiment-based Recommendation Explanations. ACM Transactions on 
Interactive Intelligent Systems (TiiS), vol. 9(4), Article 20, 2019.

Incorporation of sentiment features into the critiquing interface can 
improve users’ product knowledge and preference certainty 
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Dialogue-based CRS (DCRS)

Feedback

Recommendation

Icons made by: https://www.flaticon.com/

https://www.amazon.co.uk/b?ie=UTF8&node=11368385031https://www.poptin.com/blog/how-to-use-
chatbots-drive-sales-engagement/
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Challenges 

• Dialogue-based CRS: Users can freely express their 
preference in a way that they feel at ease
• But,
• in such less controlled setting, how to elicit their 

feedback on recommendation?
• can we accurately understand their intents behind 

utterances?
• can we predict their satisfaction with recommendation?

• Little work has investigated these issues in a multi-
turn, mixed initiative dialogue-based CRS
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Our Focuses

Empirical study: User perception of and interaction with 
critiquing-integrated DCRS

Classification of user intents for dialogue-based 
conversational recommendations

Yucheng Jin, Wanling Cai, Li Chen, Nyi Nyi Htun, and Katrien Verbert. MusicBot: Evaluating Critiquing-based Music Recommenders 
with Conversational Interaction. In Proceedings of 28th ACM International Conference on Information and Knowledge Management 
(CIKM’19), pages 951–960, Beijing, China, November 3-7, 2019.

Prediction of user intents and satisfaction
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Critiquing-based interaction in dialogue system
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Interface design of our MusicBot
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User Experiment

• Participants: 45 valid (19 female)
• User initiated (UC) critiquing vs. Hybrid critiquing (UC + SC)
• Experimental task

Warm Up

Pre-Study 
Questionnaire

Find 5 songs 
in two scenarios 
and give ratings

Watch Video 
Tutorial Build User Profile

Interact with 
MusicBot

Post-Study 
Questionnaire

subway

party

UC

HC
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Measurements

ResQue: User-centric evaluation 
framework for recommender systems 
(Pu et al., 2011)

PARADISE: Evaluation framework for 
spoken dialogue agents
(Walker et al., 1997)

• Rating (stars) for the selected songs
• Completion time
• Dialog turns
• Listened songs
• Button clicks
• Messages by typing
• Messages by voice
• Words per utterances
• Unknown utterances 

Objective behavioral variables
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UC: User-initiated Critiquing
HC: Hybrid Critiquing (UC + SC)

Users who tried SC tend to perceive higher ease of use and diversity.
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Personal Characteristics
Effect of personal characteristics on user perceptions

Music Sophistication (+): Interest matching, Control, Trust,  Intention to Give 
Feedback and Reuse
Desire For Control (+): Control, Easy to Understand and Use
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Summary 
• Combining UC and SC in a conversational user interface may 

increase user engagement and likelihood of finding more 
(diverse) songs.
• Designers should consider MS and DFC as key personal 

characteristics in interaction design for critiquing-based 
music recommenders.

• Limitations
• Small-scale user data
• Not “smart” enough to understand user intentions
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Our Focuses

Wanling Cai and Li Chen. Predicting User Intents and Satisfaction with Dialogue-based Conversational Recommendations. 
In Proceedings of 28th Conference on User Modeling, Adaptation and Personalization (UMAP’20), pages 33–42, July 14-17, 2020. 
[Best Student Paper Award]

Empirical study: User perception of and interaction with 
critiquing support in DCRS

Classification of user intents for dialogue-based 
conversational recommendations

Prediction of user intents and satisfaction
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User Intent and Satisfaction Prediction

Implications:
1. More accurately 

model users’ 
preference

2. Allow the system 
to select more 
appropriate 
action

User intent indicates the goal or 
intention that users have during their 
interaction with the system (Rose and 
Levinson, WWW 2004)

User satisfaction indicates if the 
user’s goal is fulfilled to some 
extent (Hashemi et al., CIKM 2018)
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ReDial Dataset 
human-human dialogues 
centered around movie 
recommendations 
(Li et al., NIPS 2018)
ReDial dataset: https://redialdata.github.io/website/

Statistics of our selected dialogue data

Recommendation Dialogue Data
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Initial Taxonomy

Development set
(20 randomly sampled 

dialogues)

Refined Taxonomy

Preliminary test set
(10 newly sampled 

dialogues)

Validation set
(10 newly sampled 

dialogues)

Final Taxonomy

propose annotate annotaterefine refine validate
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User Intent Prediction
• Multi-label Classification Problem

E.g., “I did see that one, but I didn’t really like it. I do love 80s movies 
though.” -> two intents: Reject and Critique-Add

• Classification Models
• 8 Machine Learning Models (e.g., LR, SVM, Naive Bayes, XGBoost, 

MLP, etc.) and 2 Deep Learning Models (CNN and Bi-LSTM)

• Features
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Context features can help boost 
the prediction performance
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User Satisfaction Prediction

• Binary Classification Problem
• Classification Models
• 8 Machine Learning Models: LR, SVM, Naive Bayes, 

XGBoost, MLP, etc.

• Features
• Dialogue behavior features (i.e., user intents and 

recommender actions)
• Utterance-level features (i.e., content, discourse, and 

sentiment features)
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Comparison of Classification Models 

Comparison of Feature Categories

• Classification Models: MLP 
(best precision & F1)

• Effective Features: Dialogue 
behavior features (i.e., user 
intents and recommender 
actions) 
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Summary 
• Taxonomy established for user intents in dialogue-

based CRS
• User intent prediction: XGBoost and SVM can 

achieve outperforming accuracy by unifying four 
feature categories (i.e., content, sentiment, 
discourse, and context)
• User satisfaction prediction: Leveraging both user 

intents and recommender actions enables some 
model like MLP to achieve competitive accuracy

26



Future Work
• Prediction 
• To verify the taxonomy’s generalizability to other 

domains
• To measure the performance of deep learning (DL) 

methods with more labelled dialogue data
• To investigate the temporal sequence of 

utterances/responses within a dialogue, for further 
improving the prediction accuracy

• System design
• To integrate more feedback/critiquing aids to match to 

users’ intents
• To study how system-suggested critiques could guide 

users to explore (diverse) items
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Thanks! 
Contact info: 
Dr. Li CHEN
lichen@comp.hkbu.edu.hk
Homepage: 
http://www.comp.hkbu.edu.hk/~lichen/

Intent Annotation of Recommendation Dialogue (IARD) dataset is publicly 
available at: 
https://www.comp.hkbu.edu.hk/~lichen/download/IARD_dataset.html

Ms. Wanling Cai Dr. Yucheng Jin
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