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ABSTRACT
Collaborative filtering (CF) stands as a cornerstone in recommender
systems, yet effectively leveraging themassive unlabeled data presents
a significant challenge. Current research focuses on addressing the
challenge of unlabeled data by extracting a subset that closely ap-
proximates negative samples. Regrettably, the remaining data are
overlooked, failing to fully integrate this valuable information into
the construction of user preferences. To address this gap, we intro-
duce a novel positive-neutral-negative (PNN) learning paradigm.
PNN introduces a neutral class, encompassing intricate items that
are challenging to categorize directly as positive or negative sam-
ples. By training a model based on this triple-wise partial ranking,
PNN offers a promising solution to learning complex user prefer-
ences. Through theoretical analysis, we connect PNN to one-way
partial AUC (OPAUC) to validate its efficacy. Implementing the
PNN paradigm is, however, technically challenging because: (1)
it is difficult to classify unlabeled data into neutral or negative
in the absence of supervised signals; (2) there does not exist any
loss function that can handle set-level triple-wise ranking relation-
ships. To address these challenges, we propose a semi-supervised
learning method coupled with a user-aware attention model for
knowledge acquisition and classification refinement. Additionally,
a novel loss function with a two-step centroid ranking approach
enables handling set-level rankings. Extensive experiments on four
real-world datasets demonstrate that, when combined with PNN,
a wide range of representative CF models can consistently and
significantly boost their performance. Even with a simple matrix
factorization, PNN can achieve comparable performance to sophis-
ticated graph neutral networks. Our code is publicly available at
https://github.com/Asa9aoTK/PNN-RecBole.
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1 INTRODUCTION
Collaborative filtering(CF), as the most fundamental technique in
recommender systems [12, 15, 22], aims to capture users’ prefer-
ences and make top-K recommendations based on their historical
interactions [8, 10, 29]. In real-world scenarios, these interactions
are typically in the form of implicit feedback (e.g., clicks or pur-
chases), rather than explicit ratings [28]. In these scenarios, user
interactions act as positive samples, reflecting user preferences.
However, the numerous unobserved items, lack explicit user feed-
back and remain unlabeled, thereby hindering effective utilization.

Most existing works [2, 3, 5, 18, 36] make an intuitive assump-
tion that unlabeled data can directly provide negative signals. Yet,
recent works reveal a nuanced reality: unlabeled data and negative
samples harbor an inevitable disparity. For instance, unlabeled data
may contain items that users potentially like or items with user
uncertainty. Acknowledging this phenomenon, current research
endeavors to address the challenge of unlabeled data by attempting
to extract a subset closely approximating negative samples, thereby
bridging this gap. Techniques like negative sampling [4, 6, 39], data
filtering [15, 28], and weight adjustment [14] are employed for this
purpose. Regrettably, under this approach, the remaining data are
overlooked, failing to fully integrate this valuable information into
the construction of user preferences. This limitation hampers these
methods from fully harnessing the potential of unlabeled data.

In this paper, we pose a fundamental question: Is it feasible to
fully unearth and leverage the information within massive unlabeled
data? An intuitive approach might be to initially follow the exist-
ing methods by filtering out some negative samples and treating
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the remaining items as positive instances. However, such an ap-
proach is ill-suited for recommender systems. Recommendations
fundamentally deal with ranking problems rather than binary classi-
fication. We cannot guarantee that the remaining items exclusively
belong to the positive class. Moreover, the challenge intensifies
as hard negative samples are difficult to distinguish from positive
samples. Misclassifying hard negative samples as positive instances
can severely compromise effectiveness.

Our answer is a novel generic positive-neutral-negative (PNN)
learning paradigm. Given user 𝑢 ∈ 𝑈 , different from categorizing
all items into either positive Σ𝑢𝑝𝑜𝑠 or negative Σ𝑢𝑛𝑒𝑔 , our insight
is to introduce a third “neutral” class Σ𝑢𝑛𝑒𝑢 , which encompasses a
plethora of intricate items that are challenging to directly categorize
as either positive or negative samples. In what follows, we slightly
abuse the notation to let Σ𝑢∗ also denote the set of items with class
label ∗. With this new class, our goal is to train a model based on
partial rankings Σ𝑢𝑝𝑜𝑠 >𝑢 Σ𝑢𝑛𝑒𝑢 >𝑢 Σ𝑢𝑛𝑒𝑔(i.e., 𝑢 prefers items Σ𝑢𝑝𝑜𝑠
over Σ𝑢𝑛𝑒𝑢 over Σ𝑢𝑛𝑒𝑔). This way allows complex and challenging
unlabeled data to intuitively participate in user preference construc-
tion. Furthermore, we establish a theoretical connection between
PNN and one-way partial AUC (OPAUC) to validate PNN’s efficacy
in recommendation performance.

While the conceptual framework of the PNN paradigm effec-
tively addresses the aforementioned issue, providing a concrete
implementation is technically challenging for at least two reasons:

• Sparse supervised signals. Reliable signals primarily stem
from user interactions, which tend to be sparse compared to
the pool of unlabeled data. This scarcity impedes the effective
identification of neutral and negative items within massive
unlabeled data.

• Constrained positive-negative loss functions. Tradi-
tional loss functions categorize all items into either positive
or negative classes, failing to accommodate the nuanced na-
ture of neutral items. Even if these latent neutral items are
unearthed, they are inevitably pigeonholed into positive or
negative classifications.

To address the former challenge, inspired by pseudo-labelling
techniques [19, 30], we design a novel semi-supervised learning
method to leverage the BPR loss to acquire sufficient prior knowl-
edge. This knowledge enables us to discern intricate signals con-
cealed within unlabeled data. Then, we propose a user-aware atten-
tion model to indicate the readiness to classify unlabeled data. This
model uses classification performance on observed items to decide
how to change semi-supervised learning to our loss function. For
the second problem, we propose a novel loss function that deals with
set-level ranking relationships involving three classes. Though pref-
erence ranking may not satisfy the transitive property [1, 16, 24],
theoretically we can still losslessly decompose a triple-wise ranking
into three pairwise rankings. Since Σ𝑢𝑝𝑜𝑠 >𝑢 Σ𝑢𝑛𝑒𝑔 can be learned
from the BPR loss during the knowledge acquisition phase, we in-
troduce a novel loss function to tackle Σ𝑢𝑝𝑜𝑠 >𝑢 Σ𝑢𝑛𝑒𝑢 and Σ𝑢𝑛𝑒𝑢 >𝑢

Σ𝑢𝑛𝑒𝑔 . To support set-level rankings, we propose an innovative two-
step centroid ranking approach. In the first step, we advocate rep-
resenting each set of items within the three classes by its centroid,
thereby transforming intricate set-level relationships into more
manageable item-level counterparts. Subsequently, we propose a

clamp mechanism meticulously to maintain adaptive margins be-
tween distinct classes. This mechanism guarantees that every item
in a class ranks higher or lower than any item in another class. We
summarize our main contributions as follows:

• We introduce the novel PNN learning paradigm, a pioneering
approach to fully exploit the wealth of information within
massive unlabeled data in CF. By incorporating a third neu-
tral class and leveraging set-level ranking relationships, PNN
addresses the complexity of unlabeled data. Furthermore,
through mathematical analysis, we establish the relationship
between PNN and OPAUC, demonstrating PNN’s ability to
optimize various indicators of the recommendation system.

• We propose a concrete implementation of the PNN learning
paradigm which can be seamlessly integrated with multi-
ple mainstream CF models. It features a semi-supervised
learning method with a user-aware attention model to reli-
ably classify unlabeled data and a two-step centroid ranking
approach to accommodate set-level rankings.

• We perform extensive experiments on four public datasets to
demonstrate that, when combined with PNN, a wide variety
of mainstream CF models can consistently and substantially
boost their performance, confirming the value of PNN.

2 PNN MEETS OPAUC
In this section, we embark on a review of traditional methods and
shed light on the PNN paradigm, leveraging the OPAUC metric.

The goal of CF is to learn the model’s parameters Θ to recom-
mend the top-ranked items. In the implicit feedback setting, for a
user𝑢, I+

𝑢 denotes the positive class constituting by observed items
while the remainder, I𝑢𝑛

𝑢 = I \ I+
𝑢 , represents unlabeled data. We

demarcate true negative items as I−
𝑢 . Traditional loss functions can

be formulated as follows:

min
Θ

∑︁
𝑢∈𝑈

∑︁
𝑖∈I+

𝑢

𝐸 𝑗∼𝑃𝑛𝑠 ( 𝑗 |Θ) [L(𝑟 (𝑢, 𝑖 | Θ), 𝑟 (𝑢, 𝑗 | Θ))], (1)

where 𝑃𝑛𝑠 ( 𝑗 | Θ) denotes the negative sampling probability that a
negative item is drawn. Departing from conventional paradigms, we
introduce the PNN learning framework, which stratifies unlabeled
data into neutral and negative classes, employing set-level rankings
for parameter optimization:

max
Θ

∑︁
𝑢∈𝑈

Σ𝑢𝑝𝑜𝑠 >𝑢 Σ𝑢𝑛𝑒𝑢 >𝑢 Σ𝑢𝑛𝑒𝑔 . (2)

As a novel paradigm, our objective is to theoretically dissect the
impact of PNN on recommendation performance. Recent research
reveals the correlation between OPAUC and top-K evaluation met-
rics [20], motivating our investigation into PNN efficacy via this
metric. OPAUC is expressed as:

�𝑂𝑃𝐴𝑈𝐶 (Θ, 𝛾, 𝛿) = 1
|𝑈 |

∑︁
𝑢∈𝑈

∫ 𝛿

𝛾

𝑇𝑃𝑅𝑢,𝜃

[
𝐹𝑃𝑅−1

𝑢,𝜃
(𝑠)

]
d𝑠, (3)

where𝑇𝑃𝑅 and 𝐹𝑃𝑅 represent true positive rates and false positive
rates, respectively. OPAUC only cares about the performance within
a given false positive rate (FPR) range [𝛾, 𝛿]. In line with prior
works [20], we consider the special case of OPAUC with 𝛾 = 0,
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yielding the non-parametric estimator:�𝑂𝑃𝐴𝑈𝐶 (𝛿) = 1
|𝑈 |

∑︁
𝑢∈𝑈

1
|I+
𝑢 |

1
|I−
𝑢 |

∑︁
𝑖∈𝐼+𝑢

∑︁
𝑗∈𝑆𝐼−𝑢 [1, | I−

𝑢 | ·𝛿 ]
I
(
𝑟𝑢𝑖 > 𝑟𝑢 𝑗

)
,

(4)
where 𝐼 (·) is an indicator function and 𝑆𝐼 −𝑢 [1, 𝑛− · 𝛿] denotes the
subset of the top-ranked negative items(subsequently abbreviated as
𝑆𝐼 −𝑢 ). However, as previously mentioned, given that unlabeled data
harbors signals beyond mere negativity, a chasm emerges between
I−
𝑢 and I𝑢𝑛

𝑢 . Our optimization endeavor cannot directly procure
top-ranked negative items. Thus, we invoke further refinement:�𝑂𝑃𝐴𝑈𝐶 (𝛿) = |𝐾 |

∑︁
𝑖∈𝐼+𝑢

∑︁
𝑖𝑛∈𝑆𝐼𝑢𝑛𝑢

I
(
𝑟𝑢𝑖 > 𝑟𝑢 𝑗

)
I(𝑖𝑛 ∈ 𝑆𝐼 −𝑢 ) . (5)

|𝐾 | denotes the constant unrelated to derivation. And for brevity,
we’ve omitted the user. Since direct sampling from I−

𝑢 is unfeasible,
we initially sample from unlabeled data and subsequently utilize an
indicator function to identify top-ranked negative samples. Then,
for these samples, it is evident that 𝑟𝑢𝑖𝑛 > 𝑟𝑢 𝑗 . Consequently, we
can rewrite the equation as�𝑂𝑃𝐴𝑈𝐶 (𝛿) = |𝐾 |

∑︁
𝑖∈𝐼+𝑢

∑︁
𝑖𝑛∈𝐼𝑢𝑛𝑢

∑︁
𝑗∈𝐼𝑢𝑛𝑢

I
(
𝑟𝑢𝑖 > 𝑟𝑢𝑖𝑛 > 𝑟𝑢 𝑗

)
I(𝑖𝑛 ∈ 𝑆𝐼 −𝑢 )

(6)
Obviously, by expressing Eq. 6 in set notation and introducing
symbols for positive, neutral, and negative classes within PNN, we
arrive at Eq. 2.

It becomes evident that neutral samples and the set-level rank-
ings introduced by PNN can directly optimize the OPAUC metric,
thereby enhancing various evaluation metrics of recommender sys-
tems. Simultaneously, through Eq. 6, it’s apparent that the concrete
implement PNN needs to grapple with two key challenges. First,
I(𝑖𝑛 ∈ 𝑆𝐼 −𝑢 ) implies the necessity to devise a reliable scheme to dis-
tinguish neutral samples and negative ones. Second, I

(
𝑟𝑢𝑖 > 𝑟𝑢𝑖𝑛 > 𝑟𝑢 𝑗

)
necessitates an approach beyond conventional positive-negative
learning paradigms.

3 METHODOLOGY
Driven by the aforementioned limitations, we propose a novel
generic positive-neutral-negative (PNN) learning paradigm. In the
following sections, we introduce a concrete implementation as a loss
function L, which allows it to be seamlessly integrated with many
mainstream CF models. The implementation boils down to two key
components: a classifier that reliably distinguishes between neutral
and negative items and a ranking mechanism that can effectively
handle set-level triple-wise ranking relationships. The workflow is
illustrated in Figure 1. Note that these steps can be implemented
by different methods and thus the overall paradigm is generic.

3.1 Semi-Supervised Learning
The key challenge of the classification is a lack of supervised signals
that are essential to separate neutral and negative items. Inspired
by pseudo-labelling techniques [19, 30], we design a novel semi-
supervised learning method that adequately leverages the knowl-
edge acquired from the BPR loss as the decision foundation. Given
user 𝑢 ∈ 𝑈 , we formulate the loss function as follows:

L𝑢 = (1 − 𝜆)LBPR + 𝜆LPNN, (7)

where LBPR represents the BPR loss, LPNN denotes the PNN loss
that factors in the influence of both the classification and ranking
tasks, and 𝜆 is a key parameter that allows us to adaptively adjust
the weights between the BPR loss and the PNN loss.

At the beginning of the training process, we mainly rely on the
BPR loss to train the model to acquire prior knowledge about user
preferences via

LBPR = − ln[𝜎 (𝑠 (e𝑢 , e𝑖 ) − 𝑠 (e𝑢 , e𝑗 ))], (8)

where 𝑠 (·, ·) denotes the score function (e.g., inner product) used to
calculate similarities, 𝜎 (·) denotes the sigmoid function, and e𝑢 , e𝑖 ,
and e𝑗 are user/item embeddings. Here 𝑖 is a positive sample with
which the user interacted, and 𝑗 is a negative sample selected from
unlabeled data.

We use dynamic negative sampling (DNS) [36], a hard negative
sampling method, to select an item 𝑗 with probability proportional
to 𝑝 𝑗 ∝ 𝑠 (e𝑢 , e𝑗 ). The intuition of DNS is to select negative items
that are “closer” to the user. Such negative samples can yield greater
gradients [4, 17], thereby accelerating the training process. This
choice is important because we expect the model to quickly acquire
valuable knowledge from the BPR loss and then start to optimize
LPNN. However, this strategy needs to calculate the scores of all
unlabeled data to assign probabilities. The time complexity is pro-
hibitive. To balance efficiency and effectiveness, we propose to
select the negative sample by batch style via

e𝑗 = arg max
𝑛∈𝑏𝑎𝑡𝑐ℎ\𝑖

𝑠 (e𝑢 , e𝑛). (9)

Diverging from the approach of selecting negative samples from
the entire item set, we restrict the scope to a single batch.Within this
batch, we directly identify the highest-score sample as the negative
sample, excluding the current positive sample. The parameter 𝜆
is designed to indicate the readiness to make use of the PNN loss.
A conventional method is to set 𝜆 as a hyperparameter or learn a
function of the number of completed training epochs [30]. However,
such methods are not aligned with our objective. More specifically,
once the current model has acquired sufficient knowledge for the
classification task, we want to reduce the weight of the BPR loss
and start to focus on optimizing the PNN loss. Conversely, when the
classification task is arduous, we may want to increase the weight
of the BPR loss.

Similarly, how to design 𝜆 is also a challenging task due to a
lack of supervised signals. Inspired by previous works [6, 15], we
propose a user-aware attention model to indirectly assess the clas-
sification performance based on the user’s positive items sets Σ𝑢𝑝𝑜𝑠 .
Intuitively, if the model can correctly identify these items as posi-
tive samples, it suggests that the model has adequately learned user
preferences from the BPR loss. Following this intuition, we devise
𝜆 as follows:

𝜆 = 𝜎 [W1 (
∑︁

𝑖∈Σ𝑢𝑝𝑜𝑠

𝛼𝑎𝑡𝑡𝑟𝑖 e𝑖 )], (10)

where W1 ∈ R1×𝑑
+ is a trainable matrix, and the sigmoid func-

tion 𝜎 (·) is used to map values to (0, 1). Here 𝛼𝑎𝑡𝑡𝑟
𝑖

represents the
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𝐴 = 𝜋𝑟!

Encoder

Positive Embedding

Negative Embedding

Element-wise Product

Neutral Embedding

𝐴
= 𝜋𝑟!

Attention

Adaptive 
Weight

classifier

clamp

batch
Sampling

uniform loss

BPR loss

ranking

Figure 1: The overall workflow of our PNN learning paradigm.

aggregation weight, which can be computed via

𝛼𝑎𝑡𝑡𝑟𝑖 =

exp
(
𝛽𝑎𝑡𝑡𝑟
𝑖

)
∑

𝑗∈Σ𝑢𝑝𝑜𝑠 exp
(
𝛽𝑎𝑡𝑡𝑟
𝑗

) ,
𝛽𝑎𝑡𝑡𝑟𝑖 = e𝑇𝑢 tanh(W2e𝑖 + b),

(11)

where W2 ∈ R𝑑×𝑑+ and b ∈ R𝑑×1 are trainable parameters, and
the user embedding e𝑢 is used as a query vector. In this way, the
attention mechanism can serve as an indirect evaluation metric for
classification performance.

When our model possesses sufficient knowledge, the positive
items should exhibit a high degree of similarity to the user’s prefer-
ences. As a result, 𝛼𝑎𝑡𝑡𝑟

𝑖
will receive a higher value. Consequently,

the weight 𝜆 will also increase, prioritizing the significance ofLPNN
in the overall loss function.

3.2 PNN Loss Function
After acquiring sufficient knowledge from the BPR loss to warm-
start the PNN loss, we can now focus on classifying unlabeled data
into either neutral or negative and effectively handling set-level
triple-wise ranking relationships.

3.2.1 Classification Task. Following the convention of implicit
CF, for a given user 𝑢 ∈ 𝑈 , the positive class Σ𝑢𝑝𝑜𝑠 consists of all
her interacted items. Let |Σ𝑢𝑝𝑜𝑠 | = 𝑁𝑢 . The classification between
neutral and negative is achieved by the PNN loss function.

Intuitively, the items with the lowest similarities to 𝑢 are more
likely to be truly negative. Driven by this intuition, we take a
greedy approach to iteratively select 𝑁𝑢 negative items. Since the
knowledge gained from the semi-supervised learning process could
still be limited, our design principle is to put only truly reliable
negative items into Σ𝑢𝑛𝑒𝑔 . For this reason, we limit the size of Σ𝑢𝑛𝑒𝑔
to 𝑁𝑢 to reduce the risk of introducing false negative samples.
Note that 𝑁𝑢 is much smaller than the number of unlabeled data.
Formally, in each iteration, we update Σ𝑢𝑛𝑒𝑔 as follows:

𝑖𝑛𝑒𝑔 = arg min
𝑖∈E

𝑠 (e𝑢 , e𝑖 ),

E𝑢 = E𝑢 − 𝑖𝑛𝑒𝑔,
Σ𝑢𝑛𝑒𝑔 = Σ𝑢𝑛𝑒𝑔 ∪ {𝑖𝑛𝑒𝑔},

(12)

where E is initialized to the set of 𝑢’s unlabeled items E𝑢 , and Σ𝑢𝑛𝑒𝑔
is initialized to ∅. Consequently, the neutral class consists of all
remaining unlabeled data, namely E𝑢 − Σ𝑢𝑛𝑒𝑔 .

Recalling that the PNN loss function is optimized on top of
the knowledge acquired from the BPR loss. Since the BPR loss is
designed to set positive items apart from unlabeled data , it may
lead to clusters of unlabeled data with similar scores, which is
detrimental to our classification goal. Considering the scenario
where both 𝑖1 and 𝑖2 receive identical scores of 2 points, in such
a case, discerning which is more likely to represent a negative
sample becomes challenging. To address this problem, it is natural
to impose a constraint that unlabeled data are sufficiently distant
from each other. Specifically, we introduce the following loss factor:

Luniform = log E
𝑖,𝑖′∈E𝑢

𝑒−2∥e𝑖−e𝑖′ ∥2
. (13)

By utilizing the Euclidean distance, we encourage unlabeled data
to push each other further apart, leading to a more uniform distri-
bution [27]. As a result, we can more reliably distinguish between
neutral and negative items.

3.2.2 Ranking Task. Next, we discuss how to handle set-level triple-
wise ranking relationships so that our solution can be seamlessly
integratedwithmainstreamCFmodels. It is important to realize that
preference rankingmay not satisfy the transitive property [1, 16, 24].
Hence we need to decompose the set-level triple-wise ranking
relationship Σ𝑢𝑝𝑜𝑠 >𝑢 Σ𝑢𝑛𝑒𝑢 >𝑢 Σ𝑢𝑛𝑒𝑔 into three pairwise ranking
relationships to avoid information loss: Σ𝑢𝑝𝑜𝑠 >𝑢 Σ𝑢𝑛𝑒𝑔 , Σ𝑢𝑝𝑜𝑠 >𝑢

Σ𝑢𝑛𝑒𝑢 , and Σ𝑢𝑛𝑒𝑢 >𝑢 Σ𝑢𝑛𝑒𝑔 . While the BPR loss operates at the item
level, it can still well enforce Σ𝑢𝑝𝑜𝑠 >𝑢 Σ𝑢𝑛𝑒𝑔 . So the PNN loss should
take into consideration the latter two pairwise rankings.

Once we have decomposed pairwise rankings, we move to ad-
dress the challenge due to the set-level formulation. To this end, we
propose a two-step centroid ranking approach to convert set-level
relationships into item-level relationships while maintaining the
desirable property of set-level rankings. In the first step, we pro-
pose to represent the set of items in each of the three classes by its
centroid, namely e𝑖𝑛𝑒𝑢 = E

𝑖∈Σ𝑢𝑛𝑒𝑢
e𝑖 , e𝑖+ = E

𝑖∈Σ𝑢𝑝𝑜𝑠
e𝑖 , and e𝑖− = E

𝑖∈Σ𝑢𝑛𝑒𝑔
e𝑖 .

This natural idea also gains another benefit of mitigating the impact
of class imbalance: the size of Σ𝑢𝑛𝑒𝑢 is much larger than that of Σ𝑢𝑝𝑜𝑠
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or Σ𝑢𝑛𝑒𝑔 . Then we can capture the two pairwise rankings via

Lrank = − ln[𝜎 (𝑠 (e𝑢 , e𝑖+ ) − 𝑠 (e𝑢 , e𝑖𝑛𝑒𝑢 ))]
− ln[𝜎 (𝑠 (e𝑢 , e𝑖𝑛𝑒𝑢 ) − 𝑠 (e𝑢 , e𝑖− ))] .

(14)

Here we construct Lrank in a format similar to the BPR loss. This
is because it guarantees that the magnitudes of LBPR and Lrank
remain comparable and that the learning process would not be
dominated by one of them [21, 32].

Unfortunately, the above method cannot guarantee that every
item in a class ranks higher than any item in another class. Take
positive and neutral as examples, an ideal ranking need to satisfy
∀𝑖 ∈ Σ𝑢𝑝𝑜𝑠 >𝑢 ∀𝑗 ∈ Σ𝑢𝑛𝑒𝑢 . It is not hard to understand because Eq. 14
can only enforce the ranking relationships on the centroids. Some
of the classes may overlap with each other. Therefore, we want
to maintain larger margins between different classes so that the
set-level property can be respected. Intuitively, we can set a fixed

(a)

pos

neg

neu

(b)

cla

Figure 2: The overall process of the clamp mechanism. pos,
neu, and neg, respectively represent the positive, neutral, and
negative class, and cla denotes clamp embedding.

margin between classes as usual to avoid overlap. However, we
have no prior knowledge to determine the positive-neutral-negative
reasonable margin, artificially setting the margin will introduce
inductive bias. Inspired by previous works [7, 9, 33, 35], in the
second step, we propose a novel clamp mechanism to adaptively
generate the margin. Our insight is to utilize two clamp embeddings
to tightly constrain the neutral classes in the embedding space.
Since the neutral class occupies a position between the positive
and negative classes, clamping the neutral class creates a distinct
margin with the other two classes. As a result, this approach enables
better separation and avoids overlap among the different classes.
Figure 2 vividly shows this process.

Our clamp embedding requires the presence of one embedding
between positive and neutral, as well as another embedding be-
tween neutral and negative. For the sake of brevity, we will focus
solely on the positive-related embedding. First, we generate noise
Δ𝑝𝑜𝑠 ∈ R𝑑 as follows. We adopt a uniform distribution on the
interval [0, 0.1] to decide the magnitude. A uniform distribution
introduces a certain amount of randomness, which is also beneficial
to improve the model’s robustness. We fix the direction of Δ𝑝𝑜𝑠
towards the positive. Take the direction towards the positive class
as an example. We can generate the clamp embedding as

Δ𝑝𝑜𝑠 = Δ̄𝑝𝑜𝑠 ⊙
(e𝑖+ )

| | (e𝑖+ ) | |
, Δ̄𝑝𝑜𝑠 ∈ R𝑑 ∼ 𝑈 (0, 0.1),

e𝑝𝑜𝑠
𝑐𝑙𝑎𝑚𝑝

= e𝑖𝑛𝑒𝑢 + Δ,
(15)

where ⊙ is the element-wise product, and 𝑓 (𝑥) = 𝑥
| |𝑥 | | is the sign

function to determine the direction vector of the noise. e𝑛𝑒𝑔
𝑐𝑙𝑎𝑚𝑝

can
be obtained in a similar way.

Table 1: The statistics of the datasets used in the experiments.

Dataset Users Items Interactions Sparsity

ML-1M 6,041 3,707 1,000,209 95.53%
Yelp 31,669 38,049 1,561,406 99.87%
Gowalla 29,859 40,982 1,027,370 99.92%
Foursquare 1,084 38,334 91,024 99.78%

Note that we want to enlarge the margin by tightly constraining
the neutral classes in the embedding space. For this reason, we
minimize the distance between the two clamp embeddings, com-
pressing the neutral class similar to how a clamp operates. which
leads to the following:

Lconstrain = E∥(e𝑝𝑜𝑠
𝑐𝑙𝑎𝑚𝑝

− e𝑛𝑒𝑔
𝑐𝑙𝑎𝑚𝑝

)∥2 . (16)

It is worth noting that Eq. 16 can be simplified, providing an alter-
native interpretation of the clamp mechanism. However, to ensure
readers’ understanding, we retain the original form. Now we are
ready to present the PNN loss LPNN, which accounts for both clas-
sifying unlabeled data and tackling set-level triple-wise rankings:

LPNN = 𝛼Lconstrain + 𝛽Luniform + Lrank, (17)

where 𝛼 and 𝛽 are hyperparameters to control the relative weights
of Lconstrain and Luniform, respectively.

3.3 Mini-Batch Training
In this section, we explain how PNN can be easily integrated with
different mainstream CF models. Ideally, we want PNN to use all
observed and unobserved items of a given user in each training
epoch. In this case, the final loss functionL can be expressed asL =∑
𝑢∈𝑈 L𝑢 . However, for efficiency reasons, mainstream CF models

generally adopt mini-batch training, where a mini-batch consists
of user-item interactions in the form of (𝑢, 𝑖). Thus, accessing all
user interaction data in a mini-batch is impossible.

To seamlessly integrate PNN, we propose to relax the ranking
as 𝑖 >𝑢 Σ𝑢𝑛𝑒𝑢 >𝑢 Σ𝑢𝑛𝑒𝑔 , where Σ𝑢𝑛𝑒𝑢 and Σ𝑢𝑛𝑒𝑔 denote the neutral
class and negative class that can be built in mini-batch training,
respectively. Note that |Σ𝑢𝑛𝑒𝑢 | ≪ |Σ𝑢𝑛𝑒𝑢 | and |Σ𝑢𝑛𝑒𝑔 | ≪ |Σ𝑢𝑛𝑒𝑔 |. If a
model can provide unlabeled data, we can directly utilize them to
construct Σ𝑢𝑛𝑒𝑢 and Σ𝑢𝑛𝑒𝑔 . However, when such data is not available,
we design a scheme with reference to contrastive learning [31,
35]. We utilize items that were interacted with by other users, but
not user 𝑢, in a mini-batch as unobserved items to form neutral
and negative classes. Thus we have L =

∑
(𝑢,𝑖 ) ∈𝐷 L𝑢 . Similar to

contrastive learning, during training, when 𝑖 takes all the values in
Σ𝑢𝑝𝑜𝑠 , we can get the following approximation:∏
𝑖∈Σ𝑢𝑝𝑜𝑠

𝑝 (𝑖 >𝑢 Σ𝑢𝑛𝑒𝑢 >𝑢 Σ𝑢𝑛𝑒𝑔) ≈ 𝑝 (Σ𝑢𝑝𝑜𝑠 >𝑢 Σ𝑢𝑛𝑒𝑢 >𝑢 Σ𝑢𝑛𝑒𝑔) . (18)

This approximation enables PNN to be seamlessly applied to almost
all mainstream CF models. Specifically, we just need to replace the
original pairwise ranking loss function with L =

∑
(𝑢,𝑖 ) ∈𝐷 L𝑢 .
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Table 2: Experimental results of different CF models with (w) or without (w/o) the PNN loss function. The best results are
boldfaced, and the improvement is the average of all metrics.

Datasets Metric BPR-MF LightGCN NGCF SGL

w/o w w/o w w/o w w/o w

ML-1M

Recall@10 0.1635 0.1840 0.1730 0.1971 0.1614 0.1880 0.1769 0.1942
Recall@20 0.2502 0.2742 0.2647 0.2909 0.2475 0.2839 0.2665 0.2887
Hit@10 0.7419 0.7753 0.7603 0.7997 0.7407 0.7803 0.7699 0.7929
Hit@20 0.8374 0.8613 0.8546 0.8811 0.8359 0.8694 0.8591 0.8752
NDCG@10 0.2554 0.2835 0.2682 0.2895 0.2541 0.2898 0.2682 0.2909
NDCG@20 0.2619 0.2869 0.2749 0.2951 0.2595 0.2951 0.2755 0.2959

Improvement 8.34% 7.90% 11.39% 6.47%

Gowalla

Recall@10 0.0938 0.1236 0.1280 0.1357 0.1011 0.1215 0.1331 0.1437
Recall@20 0.1389 0.1787 0.1849 0.1972 0.1490 0.1813 0.1897 0.2085
Hit@10 0.1989 0.2534 0.2553 0.2712 0.2110 0.2491 0.2667 0.2846
Hit@20 0.2763 0.3366 0.3432 0.3635 0.2900 0.3414 0.3519 0.3797
NDCG@10 0.0674 0.0896 0.0917 0.0981 0.0722 0.0875 0.0966 0.1044
NDCG@20 0.0804 0.1052 0.1079 0.1157 0.0859 0.1046 0.1128 0.1229

Improvement 28.90% 6.50% 20.09% 8.25%

Yelp

Recall@10 0.0427 0.0547 0.0543 0.0668 0.0439 0.0587 0.0612 0.0674
Recall@20 0.0717 0.0873 0.0884 0.1079 0.0738 0.0946 0.0990 0.1084
Hit@10 0.1537 0.1917 0.1896 0.2262 0.1593 0.2047 0.2101 0.2275
Hit@20 0.2398 0.2819 0.2847 0.3317 0.2460 0.3014 0.3098 0.3334
NDCG@10 0.0334 0.0435 0.0432 0.0539 0.0345 0.0469 0.0487 0.0540
NDCG@20 0.0432 0.0543 0.0546 0.0676 0.0447 0.0588 0.0614 0.0677

Improvement 24.68% 21.58% 30.07% 9.44%

Foursquare

Recall@10 0.0262 0.0332 0.0369 0.0376 0.0325 0.0356 0.0358 0.0366
Recall@20 0.0381 0.0472 0.0537 0.0554 0.0474 0.0542 0.0524 0.0525
Hit@10 0.1717 0.2041 0.2364 0.2364 0.2151 0.2225 0.2281 0.2299
Hit@20 0.2336 0.2770 0.3158 0.3250 0.2973 0.3186 0.3213 0.3130
NDCG@10 0.0283 0.0352 0.0381 0.0398 0.0345 0.0392 0.0391 0.0392
NDCG@20 0.0328 0.0405 0.0443 0.0466 0.0403 0.0469 0.0455 0.0449

Improvement 22.65% 2.93% 10.74% -

4 EXPERIMENTS
In this section, we conduct comprehensive experiments to answer
the following key research questions:

• RQ1: How does integrating PNN help different mainstream
CF models boost their performance? How does the perfor-
mance of PNN compare to state-of-the-art baselines?

• RQ2: How does the neutral class affect model performance?
• RQ3: How do different components of PNN affect model
performance?

• RQ4: How do different parameter settings affect model per-
formance?

• RQ5: Is PNN efficient for practical use?

4.1 Experimental Setup
4.1.1 Datasets. We conduct experiments on four datasets widely
used in the literature to evaluate the performance of PNN: (1)
MovieLens: It contains user ratings on movies. We use 1M versions
and treat all rating movies as interactive items. (2) Yelp: It contains

user reviews of restaurants and bars. We use the transaction records
after Jan. 1st, 2018. (3) Gowalla: This is a check-in dataset obtained
from Gowalla, where users share their locations by checking-in. (4)
Foursquare: This dataset contains check-ins in NYC and Tokyo
collected for about 10 months. We split the historical interactions
into training, validation, and test sets in a ratio of 8:1:1. Table 1
summarizes the statistics of the datasets.

4.1.2 Implementation Details. The experiments are conducted on
the NVIDIA Ampere A100-40G GPU using PyTorch. To ensure re-
producibility, we implement all methods by using the RecBole v1.1.1
framework [37]. We maintain a fixed size of 64 for the embeddings.
The optimization of parameters is carried out using Adam with a
default learning rate of 0.001 and a default mini-batch size of 2048.
The 𝐿2 regularization coefficient is set to 10−4. We evaluate the
performance of PNN by varying the value 𝛼 within the range of
[0, 1] and the value 𝛽 within the range of [0, 1]. We meticulously
tune all hyper-parameters on the validation datasets and report the
best performance for all basic models.
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Table 3: The performance comparison between PNN and other state-of-the-art methods.

Dataset Methods HR@10 HR@20 Recall@10 Recall@20 NDCG@10 NDCG@20 MRR@10

ML-1M

SRNS 0.7611 0.8533 0.1746 0.2618 0.2639 0.2687 0.4661
MixGCF 0.7601 0.8483 0.1739 0.2604 0.2657 0.2702 0.4680
UIB 0.7346 0.8318 0.1559 0.2406 0.2453 0.2520 0.4279
SimpleX 0.7586 0.8518 0.1709 0.2573 0.2626 0.2675 0.4607
ANS 0.7675 0.8583 0.1759 0.2625 0.2624 0.2683 0.4640
PNN 0.7753 0.8613 0.1840 0.2742 0.2835 0.2869 0.4837

Gowalla

SRNS 0.2295 0.3177 0.1171 0.1711 0.0814 0.0972 0.1042
MixGCF 0.2401 0.3254 0.1189 0.1728 0.0853 0.1008 0.1145
UIB 0.2275 0.3161 0.1140 0.1695 0.0794 0.0954 0.1029
SimpleX 0.2192 0.3082 0.1074 0.1617 0.0736 0.0892 0.0949
ANS 0.2467 0.3317 0.1206 0.1756 0.0869 0.1027 0.1180
PNN 0.2534 0.3366 0.1236 0.1787 0.0896 0.1052 0.1217

Foursquare

SRNS 0.1948 0.2596 0.0314 0.0418 0.0351 0.0392 0.0840
MixGCF 0.1994 0.2752 0.0316 0.0458 0.0351 0.0405 0.0863
UIB 0.1662 0.2299 0.0265 0.0375 0.0280 0.0322 0.0717
SimpleX 0.1801 0.2650 0.0267 0.0421 0.0267 0.0329 0.0641
ANS 0.1958 0.2798 0.0303 0.0461 0.0321 0.0386 0.0821
PNN 0.2041 0.2770 0.0332 0.0472 0.0352 0.0405 0.0876

Yelp

SRNS 0.1834 0.2779 0.0520 0.0862 0.0406 0.0522 0.0690
MixGCF 0.1891 0.2781 0.0538 0.0871 0.0424 0.0536 0.4680
UIB 0.1592 0.2504 0.0445 0.0756 0.0350 0.0455 0.0598
SimpleX 0.1850 0.2780 0.0519 0.0861 0.0410 0.0524 0.0706
ANS 0.1844 0.2777 0.0524 0.0862 0.0414 0.0527 0.0708
PNN 0.1917 0.2819 0.0547 0.0873 0.0435 0.0543 0.0739

4.1.3 Evaluation Protocols. We evaluate performance employing
standard metrics for top-K recommendations, encompassing Nor-
malizedDiscounted Cumulative Gain (NDCG@K), Hit Rate (HR@K),
Recall (Recall@K), and Mean Reciprocal Rank (MRR). Our findings
are based on the average results obtained from five independent
runs and we conduct statistical significance analysis by calculating
𝑝-values against the best-performing baseline.

4.1.4 Baseline. To validate the effectiveness of our solution, we
integrate PNN with a wide range of mainstream CF models.

• MF-BPR [18], which is the most classic matrix factorization.
• NGCF [29], which employs a graph neural network to lever-
age high-order information.

• LightGCN [8], which eliminates the redundant components
from NGCF to improve performance.

• SGL [31], which incorporates contrastive learning to im-
prove the accuracy and robustness.

Furthermore, we compare PNN with several representative state-
of-the-art methods. Following the conventional setting [4, 18, 26],
we consider BPR-MF as the basic model of the following methods.

• SimpleX [15], which extracts a large volume of high-information
samples from unlabeled data to serve as negative samples
and uses cosine similarity for ranking.

• UIB [40], which introduces a personalized boundary to pe-
nalize samples crossing the threshold.

• SRNS [6], which selects hard samples from unlabeled data
to serve as negative samples while incorporating a variance
mechanism to filter out false negative samples.

• MixGCF [11], which leverages information from positive
samples and graph neighborhood samples to synthesize neg-
ative samples based on unlabeled data.

• ANS [38], which proposes to generate negative samples
based on fine-granular factors within unlabeled data.

4.2 RQ1: Overall Performance Comparison
We report the main experimental results in Table 2 and Table 3,
where the reported improvements are the average of all metrics
and are significant over the (best) baseline(s) under a two-sided
t-test with 𝑝 < 0.05.

• From Table 2, it can be observed that, with the help of PNN,
all base models show significant performance improvements
in almost all cases. The performance improvement of NGCF
on Yelp is as high as 30.07%. Surprisingly, the experimental
results indicate that, even with a simple BPR-MFmodel, PNN
can achieve comparable performance to sophisticated GNN
models. The results confirm the superiority and applicability
of our proposed PNN solution.

• As shown in Table 3, while traditional methods achieve rea-
sonably good performance, PNN consistently delivers the
best performance across all datasets and all metrics. The
encouraging results suggest exploring a reasonable way to
unearth and leverage the information within unlabeled data.
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• It is interesting to observe that SRNS achieves better perfor-
mance in some datasets. This validates our assertion that
unlabeled data and negative samples exhibit an inevitable
disparity. While SRNS improves performance by filtering
items that users potentially like, unfortunately, due to its
limited utilization of this filtered samples, its performance
still lags behind PNN.
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Figure 3: The results of the study on neutral class.

4.3 RQ2: Study on Neutral Class
In this section, we will explore the role of neutral samples in PNN.
Intuitively, we can label items that users potentially like or items
with user uncertainty in the dataset and then evaluate the detec-
tion rate of false negative samples. However, a high detection rate
does not directly reflect the distinction between our method and
traditional approaches (such as SRNS, which can also detect false
negative samples). Inspired by [39], we randomly select 10% of
interactions from Yelp and Foursquare datasets as negative to simu-
late the false negative samples and use the constructed datasets to
evaluate different methods. Following the principles of PNN, these
samples should be categorized as the neutral class and participate
in training processes. As can be observed in Figure 3, SimpleX per-
forms worst because it relies on many negative samples, making it
more vulnerable to noise. In contrast, PNN can effectively resist the
impact of false negative noise. Despite SRNS’s capability to filter
false negative samples, its failure to effectively utilize this portion
of the signal still results in suboptimal performance, reaffirming
our motivation to fully leverage unlabeled data.

4.4 RQ3: Ablation Study
We analyze the effectiveness of different components via the follow-
ing variants: (1) PNN without Lconstrain (PNN w/o constrain), (2)
PNN without Luniform (PNN w/o uniform), (3) PNN without Lrank
(PNN w/o rank), (4) PNN without adaptive weight 𝜆 (PNN w/o ada),
and (5) PNN without semi-supervised learning (PNN w/o sem).
The results are presented in Table 4. They suggest that all compo-
nents positively contribute to model performance. We can observe
that Lrank (corresponding to PNN w/o rank) and semi-supervised
learning (corresponding to PNN w/o sem) significantly impact the
performance. The former can be attributed to the fact that the rank-
ing task has a direct impact on the top-K recommendation task.
Without Lrank, we cannot leverage the triple-wise ranking relation-
ships. The latter confirms the challenge of the classification task
in the absence of supervised signals and the effectiveness of the
proposed semi-supervised learning method.

Table 4: Ablation Study.

Dataset Method Top-20

Hit Ratio Recall NDCG

Yelp
PNN w/o constrain 0.2705 0.0454 0.0389
PNN w/o uniform 0.2705 0.0451 0.0380
PNN w/o rank 0.0960 0.0152 0.0115
PNN w/o ada 0.2761 0.0463 0.0399
PNN w/o sem 0.1967 0.0319 0.0262

PNN 0.2770 0.0472 0.0405

Gowalla
PNN w/o constrain 0.3078 0.1562 0.0908
PNN w/o uniform 0.3140 0.1651 0.0951
PNN w/o rank 0.0406 0.0150 0.0079
PNN w/o ada 0.3008 0.1558 0.0894
PNN w/o sem 0.1439 0.0620 0.0361

PNN 0.3366 0.1787 0.1052

4.5 RQ4: Hyperparameter Study
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Figure 4: Impact of hyperparameters on PNN.

We conduct experiments on Foursquare and Yelp to study the
impact of different values of 𝛼 and 𝛽 and present the results in
Figure 4. Recall that 𝛼 is the parameter to balance the importance of
Lconstrain and 𝛽 to balance the importance of Luniform. An overly
small 𝛼 value may lead to class overlap and cannot preserve the
desirable set-level ranking property; an overly large 𝛼 value may
create large margins that push intra-class items to cluster. Similarly,
overly large or small 𝛽 values could undermine model performance.
The experimental results are well aligned with our analysis. But
overall PNN can obtain good performance under a relatively wide
range of hyperparameters.

4.6 RQ5: Efficiency Analysis
Following the previous works [15, 25, 38], we compare the efficiency
of PNN with other representative methods (BPR-MF, SimpleX, and
ANS). Table 5 presents the average training time per epoch and the
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Table 5: The efficiency results of different methods.

Dataset Method Training Time # of Epoch

Yelp
BPR-MF 2.40s 82
SimpleX 431.92s 36
ANS 258.26s 16
PNN 250.46s 15

Gowalla
BPR-MF 4.29s 47
SimpleX 342.33s 29
ANS 194.63s 20
PNN 45.66s 27

number of epochs required to converge. All methods are relatively
efficient. As expected, BPR-MF is the most efficient method due
to its simplicity. SimpleX demonstrates the worst efficiency due
to its requirement of a large number of negative samples and the
subsequent filtering of uninformative negative samples. PNN is the
second most efficient method. With its outstanding performance,
we believe it is a desirable choice for practical use.

5 RELATEDWORK
Effectively leveraging the massive unlabeled data is a significant
challenge. Most existing works [2, 3, 5, 18, 36] make an intuitive
assumption that unlabeled data can directly provide negative sig-
nals. BPR loss function [18, 23, 34] randomly selects unlabeled data
as negative samples. ENMF [3] efficiently learns model parameters
from the whole unlabeled data. Yet, recent works reveal a nuanced
reality: unlabeled data and negative samples harbor an inevitable
disparity. Acknowledging this phenomenon, current research at-
tempts to extract a subset closely approximating negative samples.
SimpleX [15] extracts a large volume of high-information samples
from unlabeled data to serve as negative samples. Zhuo et al. [40]
introduces the concept of user interest boundary (UIB) to penal-
ize samples crossing a threshold in the ranking task. DNS [36]
selects unlabeled data that are more similar to a user as negative
samples. GDNS [39] develops a gain-aware function to select real
negative samples. SRNS [6] selects negative samples while incor-
porating a variance mechanism to filter out false negative sam-
ples. MixGCF [11] integrates information from a graph structure
and positive samples to enhance the hardness of negative items.
DENS [13] disentangles relevant and irrelevant factors of samples
to select appropriate negative samples. ANS [38] proposes to gener-
ate synthetic negative samples to improve implicit CF. Regrettably,
under this approach, the remaining data are overlooked, we want
to unlock these hidden treasures behind unlabeled data to improve
recommendation performance.

6 CONCLUSION
In this work, our paper introduces an innovative positive-neutral-
negative (PNN) learning paradigm, which changes the utilization
of massive unlabeled data in CF for recommender systems. By in-
troducing a third neutral class and leveraging set-level ranking
relationships, PNN effectively addresses the complexity inherent
in unlabeled data. We have provided a concrete implementation of
PNN that seamlessly integrates with multiple mainstream CF mod-
els. This implementation includes a novel semi-supervised learning

method with a user-aware attention model to classify unlabeled
data reliably, as well as a two-step centroid ranking approach to
handle set-level rankings. Through extensive experiments on four
public datasets, we demonstrate that PNN significantly improves
the performance of various mainstream CF recommendation mod-
els. Our work marks a significant advancement in recommender
systems, promising improved user experiences and broader appli-
cability in real-world scenarios.
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