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Abstract.
Fine-grained opinions are often buried in user reviews. The opinionated aspects may also be associated with different weights

by reviewers to represent the aspects’ relative importance. As the opinions and weights provide valuable information about
users’ preferences for products, they can facilitate the generation of personalised recommendations. However, few studies to date
have investigated the three inter-connected tasks in a unified framework: aspect identification, aspect-based rating inference and
weight estimation. In this paper, we propose a unified framework for performing the three tasks, which involves 1) identifying
the product aspects mentioned in a review, 2) inferring the reviewer’s ratings for these aspects from the opinions s/he expressed
in a review, and 3) estimating the reviewer’s weights for these aspects. The relationship among these three tasks is inherently
dependent in that the output of one task adjusts the accuracy of another task. We particularly develop an unsupervised model to
Collectively estimate Aspect Ratings and Weights (shorted as CARW), which performs all of the three tasks by enhancing each
other mutually. We conduct experiments on three real-life datasets to evaluate the CARW model. Experimental results show that
the proposed model can achieve better performance than the related methods regarding each task.
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1. Introduction

With the explosive growth of e-commerce and so-
cial media over the past two decades, review writing
has become popular. Reviews enable users to express
their opinions about products and services, such as ho-
tels, restaurants and digital cameras. The opinions em-
bedded in these reviews provide valuable information
for other consumers. Many consumers rely on online
reviews to make informed purchase decisions, espe-
cially when they know little about the products [7,17].
Indeed, the body of a review often contains the re-
viewer’s detailed opinions about the multi-faceted as-
pects of a product. For example, a hotel review may
convey the reviewer’s opinions about food quality, ser-
vice, and ambience. Therefore, it is meaningful to au-
tomatically extract these fine-grained aspect opinions
from reviews, which has been referred as aspect-based
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opinion mining [32]. Specifically, the goal of aspect-
based opinion mining is to discover the set of aspects
mentioned in the reviews of a product and their asso-
ciated user sentiments.

However, existing approaches to aspect-based opin-
ion mining have some limitations that restrict their
use in practice. Some methods require a set of la-
beled entities to be prepared in advance for identify-
ing the aspects from reviews [14,18,29]. This require-
ment makes it hard to be applied in different product
domains. Moreover, for the task of aspect-based rat-
ing inference (i.e., the opinion quantification), many
of the related works are based on a sentiment lexi-
con [5,13,39], which contains a static sentiment score
for each word without considering the aspect it is re-
lated to. For example, although the word “friendly” can
be a strong positive opinion word for the “service” as-
pect, but not for the “value” aspect in hotel reviews.

Another meaningful task related to the aspect-based
opinion mining is to estimate the weights that review-
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ers place on different aspects of a product from their
written reviews. These weights reveal the preferences
of the reviewers for aspects [35]. For example, con-
sider the following hotel review: “The food is deli-
cious. However the ambience and service is not so
good.” It can be seen that this review expresses nega-
tive opinions about ambience and service aspects but a
positive opinion about the food aspect. Given that the
reviewer’s overall rating for this hotel is 4 (in the range
of [1, 5]), it can imply that the food aspect is more im-
portant than the other aspects to the reviewer.

In this paper, we are interested in investigating the
relationship among the three tasks: aspect identifica-
tion, aspect-based rating inference, and aspect-based
weight estimation. To the best of our knowledge, most
of related works have just focused on one or two of
these tasks [13,23,41]. In our view, these tasks are es-
sentially inter-connected between each other. The ac-
curacy of aspect identification can influence the per-
formance of aspect-based rating inference. Therefore,
errors may be accumulated if the tasks are performed
separately.

In this paper, we develop a unified framework to
improve the three tasks simultaneously. We aim not
only to identify the aspects mentioned in product re-
views and reviewers’ opinions about these aspects at
a fine granularity, but to derive reviewers’ weights for
these aspects (see Figure 1). An example of the ex-
pected output is shown in Figure 2. The main chal-
lenge is how to minimise error propagation when per-
forming the three tasks. Error propagation occurs when
errors caused by an upstream sub-task propagate to
and adversely affect the performance of downstream
sub-tasks. We address this problem by using shared
representations to create dependencies between the
tasks and thereby recast them as three components of
a joint learning task. This enables knowledge trans-
fer between tasks. Specifically, we propose a unified
unsupervised CARW (shorted from Collectively esti-
mate Aspect Ratings and Weights) model. The data-
sparsity problem is also solved by discovering cluster-
level preferences for accommodating reviewers’ pref-
erence similarity.

The reminder of this paper is organized as follows.
Section 2 discusses related work. Section 3 describes
our problem statement and notations used in this paper.
Section 4 presents the details of our proposed model.
In Section 5, we show the results of our experimen-
tal evaluations, and Section 6 concludes the paper and
discusses directions for future work.

2. Related Work

Researchers are paying increasing attention to meth-
ods of extracting information from reviews that indi-
cates users’ opinions of aspects about products [32].
In this section, we describe the existing literatures on
aspect identification, aspect-based rating inference and
aspect-based weight estimation.

2.1. Aspect Identification

Most of the earliest attempts to identify aspects are
frequency-based [2,13,19,31], for which some con-
straints are applied to identify the high-frequent nouns
or noun phrases as aspect candidates. For example,
in [13] and [19], the aspects are extracted by using an
association rule miner. In [31], the noun phrases that
occur more frequently in general English than in prod-
uct reviews are discarded. As the main limitation of the
frequency-based approaches, the low-frequent aspects
are often ignored. To overcome this problem, some
methods construct a set of rules to identify aspects,
which can be called rule-based approaches [19,30,38].
In [19], a set of predefined Part-of-Speech (POS) pat-
terns are used to extract aspects from reviews. For ex-
ample, a POS pattern such as ‘ADJ NN’ is applied
to identify the noun word “manual” in the phrase
‘good_ADJ manual_NN’ as the aspect. The limitation
of these methods is that they will produce non-aspects
that match with the relation patterns. Furthermore, the
frequency- and rule-based approaches require the man-
ual effort of tuning various parameters, which limits
their generalization in practice.

To address the problems mentioned above, some
model-based approaches that automatically learn the
model parameters from the data have been proposed.
Some of these models are based on supervised learning
techniques, such as the Hidden Markov Model (HMM)
and Conditional Random Field (CRF). For example,
in [14], a system named OpinionMiner is developed to
extract aspects and associated opinions based on lexi-
calized HMM (L-HMMs), which can integrate POS in-
formation in the HMM framework, but the model does
not consider the interaction between sequence labels.
In [29] and [18], they extend the CRF model to ex-
tract aspects and corresponding opinions from review
texts. Although the supervised model-based methods
overcome the limitation of frequency- and rule-based
methods, these models require a set of manually la-
beled entities for training the model.
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Fig. 1. The inter-connected three tasks related to aspect-based opinion mining.

Fig. 2. An example of the input and output of our model in the hotel domain.

The unsupervised model-based methods, on the
other hand, are primarily based on statistical topic
models, such as the Probabilistic Latent Semantic
Analysis (PLSA) [12] and Latent Dirichlet Alloca-
tion (LDA) [3] model. For example, in [22,23,33,5,
21,42,27], they adopt topic models to learn latent top-
ics that correlate directly with aspects. The basic idea
behind this model is that documents (i.e., reviews or
review sentences) are represented as a small number
of latent topics (here, the topics can be referred as as-
pects), where topics are associated with a distribution
over the words. More concretely, [23] proposes a topic
modeling method, called structured PLSA that mod-
els the dependency structure of phrases in short com-
ments. In this method, each phrase is represented as
a pair of head terms and modifier terms, and the head
term is about an aspect (e.g., the head term picture
and the modifier term great in the phrase ‘great pic-
ture’). The basic idea of this method is that the head
terms associated with similar set of modifier terms are
more likely to share similar semantic meaning. [33]
proposes a topic model, named as MG-LDA, based

on LDA for discovering aspects from reviews. In the
MG-LDA model, two types of topics including global
topics and local topics are separately modeled. The
global topics are related to the background descrip-
tion of a product in reviews, and the local topics are
related to the aspects of the product. [5] applies the
LDA model at sentence-level to identify the local topic
of each sentence as the aspect. In [42], a topic model
called MaxEnt-LDA is devised that can leverage the
POS tags of words to distinguish aspects, opinions,
and background words by integrating a discriminative
maximum entropy (Max-Ent) with the LDA model.
To alleviate the cold-start problem, [27] assumes that
each reviewer (and item) has a set of distributions over
aspects and aspect-based ratings. In contrast with su-
pervised learning models, the unsupervised methods
do not require the labeled training data.

2.2. Aspect-based Rating Inference

The existing rating inference methods can be cat-
egorised into two groups: lexicon-based and super-
vised learning approaches. Lexicon-based approaches
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use a sentiment lexicon, in which each word is as-
sociated with an orientation (positive or negative) or
rating [13,5,39]. The critical issue is how to con-
struct such a sentiment lexicon. Typically, a small-
scale set of seed words is first constructed manually.
Then some techniques are applied to enlarge this seed
set to include more words. For example, [13] enlarges
the sentiment lexicon by identifying the synonyms or
antonyms of a seed word. [5] propagates the polarity
score across a conjunction graph, which is built over
adjective words with a set of seed words and their po-
larities. For the supervised learning approaches [4], be-
cause a classifier, which is trained from labeled data
in one domain, will perform poorly in another domain,
some recent researches leverage the overall rating as-
sociated with each review to learn individual classifier
or called rating predictor for each aspect [23,40]. For
example, [40] proposed a semi-supervised method to
train a classifier by treating the overall ratings as sen-
timent labels.

In addition, some works [25,15,26] have used topic
modeling techniques to simultaneously identify as-
pects and infer the rating for each aspect. In the work
of [25], a review is assumed to be generated by sam-
pling words from a set of topic distributions and two
sentiment distributions which correspond to positive
and negative, respectively. In [15], each review is as-
sumed to have a distribution over sentiments and each
sentiment have a distribution over aspects. Then, the
words from the review are generated based on the as-
pect’s and the corresponding sentiment’s distributions.
However, [25,15] purely estimate the polarity of senti-
ment (i.e., positive and negative) expressed on aspects,
which is different from the numerical rating that we
aim to infer.

2.3. Aspect-based Weight Estimation

So far only few studies have been conducted to un-
cover the weights the reviewer places on aspects [1,
41,28,36,37]. In [1], the authors study how the opin-
ions expressed in reviews affect the product demand.
In particular, the hedonic regression model, which has
been commonly used in econometrics, is adopted to
identify the weight of each aspect by using product de-
mand as an objective function. But the derived weights
are common to all of the reviewers without considering
their individual preferences. [41] uses the Probabilis-
tic Regression Model (PRM) to estimate aspect-based
weights. Concretely, the overall rating is assumed to be
drawn from a Gaussian distribution with the mean as

the product of the aspect-based ratings and the aspect-
based weights. For each review, given the inferred as-
pect ratings, the aspect weights with the most likely
posterior probability are inferred with the occurrence
frequency as the priori knowledge. In [36], the PRM
is also used to estimate the aspect weights. The nov-
elty of this method is that a probabilistic graphic model
is introduced to concurrently estimate both the rating
and the weight of each aspect. As an extension of [36],
[37] introduces a statistical topic model to identify as-
pects and estimate aspect ratings and weights, which is
similar to the objective of our proposed model. How-
ever, their model is limited when there are only a few
number of reviews posted. Hence, it suffers from the
review sparsity phenomenon.

2.4. Limitations of Related Work

We summarise the limitations of the three branches
of related works and indicate the novelty of our pro-
posed CARW model in comparison with them in Ta-
ble 1. Moreover, relative to previous work [35,6],
we propose a unified framework to perform the three
tasks, aspect identification, aspect-based rating infer-
ence, and aspect-based weight estimation, simultane-
ously so as to reduce the error propagation.

3. Problem Statement

Formally, in this paper, we assume that we have
a set of U users, which can be denoted as U =
{u1, . . . , uU}, and a set of M products (such as ho-
tels or digital cameras), which can be denoted as
M = {m1, . . . ,mM}. Then, we let R = {rij |ui ∈
U and mj ∈ M} be a set of reviews that have been
posted for certain products. Typically, when writing a
review rij , the user ui also assigns an overall rating
yij ∈ R+ (say from 1 to 5) to express the overall qual-
ity of the reviewed product mj . We also assume that
there are W unique words W = {w1, . . . , wW } oc-
curring in all of the reviews. The major notations used
throughout the paper can be found in Table 2.

The research problems that we have been engaged
in solving are as follows:

1. Aspect identification: The goal of this task is
to extract aspects mentioned in a review. An as-
pect is an attribute or a component of the prod-
uct, such as a hotel’s “service”, “location” and
“food”. We assume that there are A aspects men-
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Table 1
The novelty of our proposed CARW model in comparison to the
related work

Task Related work Core ideas Limitations Novelty of CARW

Aspect
identification

Frequency
based [13,19,31,2]

Identifying the frequently
occurring nouns and noun
phrases as aspect
candidates.

1. Some low-frequency
nouns are ignored.
2. Various parameters (like
thresholds) need to be
manually tuned.

1. Performing the task in
an unsupervised manner.
2. Fewer parameters need
to be tuned.
3. The synonyms are
grouped automatically in
the model.

Rule based [19] Constructing a set of POS
patterns to identify
aspects.

Non-aspects matched with
the POS patterns are
produced.

Supervised model
based [14,29,18]

Learning a model (e.g.,
classifier) based on labeled
data.

It requires manually
labeled data for training
models.

Topic model
based [22,23,33,5,21,42]

Mapping co-occurring
words in texts to aspects.

Some auxiliary
information is discarded
(e.g., the sentiment score
of the aspect).

Aspect-based
rating inference

Lexicon based [13,5] Using a sentiment lexicon
to infer the ratings.

1. The sentiment score of a
word is the same no matter
what the related aspect is.
3. Not all of the sentiment
words are included in the
lexicon.

1. The sentiment scores of
words are learned from the
data automatically.
2. Each word can have
different sentiment scores
related to different aspects.
3. The learned sentiment
scores can be numerical
ratings (e.g., in the range
of [1, 5]).

Supervised model
based [23]

Using the overall rating to
learn individual
classifier/rating predictor
for each aspect.

The aspect ratings share
the same value as the
corresponding overall
rating in the training
process.

Topic model based [25,15] Considering the positive
and negative words as two
distinct topics in the topic
model.

1. Some useful
sentiment-indicating
information (e.g., overall
rating) is not considerred.
2. Only the binary polarity
ratings (e.g., positive and
negative) are considered.

Aspect-based
weight
estimation

Probabilistic regression
model (PRM)
based [41,36,37]

Using a linear regression
model.

1. It is difficult to learn
each reviewer’s
aspect-level weights when
there is review sparsity.
2. It requires that the
aspect ratings are
available.

1. Does not require that the
aspect ratings are
available.
2. Reviewers are clustered
for alleviating the problem
of review sparsity.

Latent class regression
model (LCRM) based [6]

1. Using a linear
regression model.
2. Considering the
cluster-wise behaviors
behind all of the reviewers.

It requires that the aspect
ratings are available.

tioned in reviews, A = {a1, . . . , aA}. An aspect
can be denoted by ai = {w|w ∈ W, A(w) = i},
where A(·) is a mapping function from a word
to an aspect. For example, for hotel reviews,
words such as “price”, “value” and “worth” can
be mapped to aspect “price”.

2. Aspect-based rating inference: We use an A-
dimensional vector vij ∈ RA×1 to represent the
aspect-based ratings (e.g., the range of rating can
be from 1 to 5). Each element vijk of vij is a
score value indicating the reviewer’s sentiment
toward aspect ak. The task of aspect-based rat-
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ing inference is then to estimate the vector vij
given a review rij and the associated overall rat-
ing yij .

3. Aspect-based weight estimation: This task aims
to estimate the non-negative weights αi (the de-
gree of importance) that the user ui places on as-
pectsA. The aspect-based weights enable system
to generate recommendations tailored to individ-
ual user’s preferences.

We emphasize the identification of aspects, and the
estimation of aspect-based ratings vij of review rij ,
and the reviewer ui’s weights αi on aspects, with a
unified model. We expect that this model will reduce
the error propagation among the three tasks. Moreover,
when deriving the aspect weights of each reviewer,
we propose to integrate the Latent Class Regression
Model (LCRM) into a probabilistic graphic model, so
as to address the review sparsity problem. In the next
section, we present the details of our proposed model.

4. Our Methodology

In this section, we propose an unsupervised model
that can collectively perform the three tasks aspect
identification, aspect-based rating inference and aspect-
based weight estimation simultaneously, called CARW.
Before presenting details of this model, we first list our
some assumptions:

– The text describing a particular aspect is gener-
ated by sampling words from a topic model (i.e.,
a multinomial word distribution) corresponding
to the aspect. For example, the words “service”,
“staff” and “waiter” are frequently used to de-
scribe the aspect “service” in the hotel reviews.

– The rating for an aspect is determined based on
the words describing the corresponding aspect.
For example, if the review text says “the staff
are very friendly and helpful”, we can infer the
rating for the aspect “service” as 5 (within the
range [1, 5]) because the opinion expression “very
friendly and helpful” indicates a strong positive
sentiment.

– The overall rating is regarded as the weighted
combination of aspect ratings where the weight
reflects the relative emphasis of each aspect. Fol-
lowing this assumption, the overall rating has a
linear relationship with the aspect ratings, and the
ratings for different aspects are independent with
each other. Although the assumption of indepen-

dence may not be true in reality, this assumption
can help to maintain the model’s simplicity [41].

– Each product has a distribution over the aspects
representing how often different aspects are dis-
cussed in reviews of that product.

– Each product has a rating distribution over as-
pects that represents how well the product is eval-
uated on different aspects by reviewers.

– Each reviewer belongs to a cluster so review-
ers in the same cluster share similar aspect-based
weights.

Based on the above assumptions, to generate a re-
view text, we first sample the aspects expressed in
that review conditioned on the aspect distribution of
the corresponding product mj . Following the basic
Latent Dirichlet Allocation (LDA) model, this dis-
tribution follows a multinomial distribution θj with
prior Dirichlet distribution Dir(γ), denoted as θj ∼
Dir(γ). The aspect-based ratings expressed in a re-
view are then sampled conditioned on the rating dis-
tribution of the corresponding product. For the sake
of simplicity, we define the aspect rating distribution
of product mj as a multivariate Gaussian distribu-
tion vj ∼ N (ϑj , η

2
j I). The aspect-based weights αi

of reviewer ui are sampled conditioned on the clus-
ter s/he belongs to and the weight distribution asso-
ciated with that cluster. The aspect weight distribu-
tion is also defined by following a multivariate distri-
bution αi ∼ N(µk,Σk), given that the user ui be-
longs to the k-th cluster (denoted as ci = k). The
overall rating yij is sampled based on the aspect-based
weights αi of the reviewer and the aspect-level rat-
ings vij that follow a Gaussian distribution, denoted as
yij ∈ N (αTi vij , σ

2). We use zijl = k to indicate that
the l-th word in review rij belongs to the k-th aspect.
Finally, the words appearing in a review are sampled
based on the mapped aspects and their ratings. Figure 3
shows the graphical model.

4.1. Model Inference and Parameters Learning

Formally, for each review rij of product mj given
by reviewer ui, the log-posterior probability of the la-
tent variables (note that the latent variables include 1)
aspect ratings vector vij , 2) the word’s topic/aspect
identification zij , and 3) reviewer’s cluster member-
ship ci ) is conditioned on the model parameters Φ =

{π1:U ,α1:U ,θ1:M ,ϑ1:M ,η1:M ,
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Table 2
Notations used in this paper

Notation Description

U = {u1, . . . , uU} the set of users (reviewers), and U is the number of users.
M = {m1, . . . ,mM} the set of products, and M is the number of products.
R = {rij |ui ∈ U and mj ∈M} the set of user-item pairs, where rij ∈ R indicates that user ui wrote a review to product

mj , and R denotes the total number of reviews.
A = {a1, . . . , aA} the set of aspects, and A is the number of aspects.
rij the review written by user ui for item mj .
yij ∈ R+ the overall rating associated with review rij .
vij ∈ RA the aspect ratings inferred from review rij over A aspects {vij1, . . . , vijA}.
wij the words occurring in review rij , and wijl denotes the l-th word in review rij .
zij the aspect assignment of each word in review rij , and zijl = k denotes the l-th word

that is assigned to k-th aspect.
W = {w1, . . . , wW } the corpus of words, and W is the number of words.
ci ∈ {1, · · · , C} the cluster membership of reviewer ui (ci = k denotes that reviewer ui belongs to k-th

cluster), and C is the number of clusters.
αi ∈ RA×1 the aspect weights reviewer ui places on A aspects.
πi ∈ RC×1 the prior cluster distribution of reviewer ui.

αi

Σk

µk

yij vij

σ2

wij

ϑj ηj

βφa b

zij θj γ

ci

πi

W

R

M

U

V

A

K

Fig. 3. The graphical plate notation for our CARW model

µ1:K ,Σ1:K , φ, β} and the hyperparameters {τ, σ, γ}:

(1)

L(Φ; rij) = logP (zij ,vij , ci|wij , yij ,Φ, τ, γ)

∝ logP (wij , yij |zij ,αi,vij ,Φ)

+ logP (zij ,vij , ci|Φ, τ, γ)

= logP (wij |zij ,vij , φ, β)

+ logP (yij |vij ,αi, σ2)

+ logP (vij , zij |θj , ϑj , ηj)
+ logP (ci|πi, αi) .

In the above equation, the log-likelihood probabil-

ity of the observed words wij given the aspect assign-

ments zij and ratings vij is defined as

logP (wij |vij , zij , φ, β)=

N∑
l=1:zl=zijl

(φzlwl
+βzlvzlwl

),

(2)
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where N is the number of words contained in a re-
view, wl and zl indicate the l-th word and the corre-
sponding word’s aspect assignment, respectively, and
vzl denotes the rating for aspect zl. Note that φzl is in-
dexed by aspect zl, indicating which words are associ-
ated with the aspect. Alternatively, βzlvzl is indexed by
aspect zl and the rating for that aspect is vzl , so that we
can learn the opinion score associated with each word
for every aspect.

As mentioned above, given the rating for each as-
pect in a review and the associated reviewer’s weight
on the aspect, the observed overall rating is assumed to
be drawn from a Gaussian distribution around αTi vij .
Formally, the log-likelihood of the observed overall
rating yij given the aspect weights αi and aspect rat-
ings vij is defined as

logP (yij |αi,vij , σ2) = N (yij |αTi vij , σ
2) =

−1

2
ln 2π − 1

2
lnσ2 − 1

2σ2
(yij −

A∑
k=1

αik · vijk)2 ,

(3)

where αik and vk denote the weight and the rating of
the k-th aspect, respectively.

The log-likelihood of the probability of aspect rat-
ings vij and the words’ aspect assignments zij with
regard to a review of product mj is defined as

(4)logP (vij , zij |θj , ϑj) = logP (zij |θj) +

logP (vij |ϑj , ηj) ,

where the probability of aspect assignment of each
word P (z|θj) follows a multinomial distribution with
parameter θj , denoted as zij ∼ Multinomial(θj),
and the aspect-based ratings vij follow a multivari-
ate Gaussian distribution with mean as ϑj and covari-
ance matrix as ηjI , denoted as zij ∼ N (ϑj , ηjI). The
mean rating ϑj reflects how much most of reviewers
enjoy the product, and the variance parameter ηj shows
whether the reviewers agree with each other in terms
of their opinions about that product as well as the as-
pects.

According to the assumptions that we mentioned at
the beginning of this section, within the framework of
latent class regression model (LCRM), the reviewer’s
aspect weight can be drawn from a multivariate Gaus-
sian distributionN (µk,Σk) given that the reviewer be-
longs to a cluster k. We expect that this clustering pro-
cedure could enhance a reviewer’s weight estimation
by considering the inner-similarity among reviewers

within the same cluster. Formally, the aspect-weight
probability of the reviewer ui belonging to cluster k
(denoted as ci = k) is defined as

logP (ci|πi,αi) = log
πikP (αi|µk,Σk)∑C
k=1 πikP (αi|µk,Σk)

, (5)

where πik is the prior probability of the reviewer ui
belonging to the k-th cluster.

We now show how to learn the model’s parameters
Φ and the hidden variables v, z, c, with regard to each
review and each reviewer so as to maximize the log-
posterior probability as defined in Eqn 1. In this work,
the optimization proceeds by coordinating ascent on
hidden variables including {v, z, c}1 and model pa-
rameters Φ, i.e., by alternately performing the follow-
ing operations:

1. Update hidden variables with fixed parameters

(v̂, ẑ, ĉi) = arg max
(v,z,ci)

L(Φ; rij). (6)

For each review, the aspect ratings v and the
words’ aspect assignments are updated as

(7a)

v̂ = arg max
v

[
A∑
k=1

N∑
l=1

δ(zl

= k) logP (wl|zl, vk, φ, β)

+ logP (yij |αi,v, σ2)

+ logP (v|ϑj)

]
,

(7b)

ẑ = arg max
z

[
A∑
k=1

N∑
l=1

δ(zl

= k) logP (wl|zl, v̂k, φ, β)

+ logP (z|θj)

]
,

where δ(zl = k) is an indicator function denot-
ing that the l-th word is relevant to the k-th as-
pect.

Specifically, for updating each word’s aspect
assignment zl using above equation 7b, the pa-

1In the following, for the sake of simplicity, we use notation with-
out index to represent parameters.
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rameter φzlwl
that indicates how likely the word

wl is assigned to aspect k is calculated as:

φzlwl|zl=k =
n
(wl)
−l,k + a

n
(·)
−l,k +Wa

, (8)

where n
(·)
−l,k is the total number of words as-

signed to the k-th aspect, which does not include
the current one; n(wl)

−l,k is the total times of word
wl assigned to the k-th asepct; and a is a hyper-
parameter that determines how this multinomial
distribution is smoothed. The parameter βzlvzlwl

is calculated via:

βzlvzlwl|vzl=t,zl=k =
n
(wl)
−l,t,k + b

n
(·)
−l,t,k +Wb

, (9)

where n(·)−l,t,k is the total number of words as-

signed to aspect k and aspect rating t; n(wl)
−lt,k is

the total times of word wl assigned to aspect k
and aspect rating t; and b is a hyperparameter for
smoothing the multinomial distribution.

For each reviewer, his/her cluster membership
is updated according to

ĉi = arg max
ci

[logP (αi|ci) + logP (ci|πi)] ,

(10)

and the cluster-level aspect weight prior (µc,Σc)
can be updated according to

µ̂k =
1

Uc

U∑
i=1

δ(ci = c)αi (11)

Σ̂k =
1

Uc

U∑
i=1

[
(αi − µ̂c)(αu − µ̂c)T

]
, (12)

where Uc denotes the set of reviewers who be-
long to cluster c.

2. Update parameters with fixed hidden variables

(θ̂, ϑ̂, π̂, α̂) = arg max
(θ,ϑ,π,α)

∑
rij∈R

L(Φ; rij),

so as to update the aspect distribution for product
mj :

θ̂j = arg max
θj

∑
rij∈R

logP (ẑ|θj), (13)

update the aspect-based ratings distribution for
product mj as

ϑ̂j = arg max
ϑj

∑
rij∈R

logP (v̂|ϑj), (14)

and update the aspect-based weights for reviewer
ui as

(15)
α̂i = arg max

αi

∑
rij∈R

logP (yij |v̂, αi)

+ logP (αi|ĉi) .

Algorithm 1 gives the pseudo-code of the model’s
inference process.

Algorithm 1 The optimization procedure of our pro-
posed CARW model

1: initialize the hidden latent variables {z,v} and ci
randomly

2: initialize the model parameters Φ randomly
3: repeat
4: 1. update hidden variables with fixed pa-

rameters
5: for each review rij do
6: update the aspect ratings v via Eqn 7a
7: update the words’ aspect assignments z via

Eqn 7b
8: end for
9: for each reviewer ui do

10: update the cluster membership ci via
Eqn 10

11: end for
12: 2. update parameters with fixed hidden

variables
13: for each product mj do
14: update the aspect distribution via Eqn 13
15: update the aspect rating distribution via

Eqn 14
16: update the aspect weights via Eqn 15
17: end for
18: until convergence

5. Experiment and Results

5.1. Aspect Identification Task

In this section, we conduct an experiment to vali-
date how the CARW model performs in terms of the
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aspect identification task. We first describe the review
data set we used for evaluation, the compared methods
and evaluation metrics.

5.1.1. Description of the Dataset
With the goal of evaluating the quality of the identi-

fied aspects from reviews, we use a publicly available
restaurant review dataset collected from CitySearch2,
originally used in [11]. After excluding short reviews
(say with less than 50 words), we have 28,323 re-
views posted by 19,408 reviewers for 3,164 restau-
rants (on average 1.46 reviews per reviewer). As the
ground-truth, we use 1,490 labeled sentences which
were classified into three main aspects (food, service,
ambiance). To check for the classification agreement,
each of the sentence was annotated by three different
annotators. We also use a set of seed words related
to each aspect as prior knowledge to guide the model
learning. Table 3 shows the seed words, which are the
same as ones used in [20]. As for the main parame-
ters, they are set as σ = 0.1, γ = 0.5, a = 0.01, b =
0.01, A = 4, C = 50, thorough experimental trials.

Table 3
Seed words for four main aspects in restaurant reviews

Aspect Seed words
food food, chicken, beef, steak

service service, staff, waiter, reservation

ambiance ambiance, atmosphere, room, experience

price price, value, quality, worth

5.1.2. Compared Methods and Evaluation Metrics
The frequency-based method used in [13] is treated

as the baseline method. In this method, two phases
are performed for the task of aspect identification. The
first is a POS tagger implemented in the package Core-
NLP3 to identify frequent nouns (and noun phrases) as
the aspect candidates. The second is to compute the
candidate’s lexical similarity to the seed words. The
lexical similarity is determined via WordNet [9].

In addition, we implemented three different topic
models to be compared with our CARW model: LDA
based [3], Local LDA based [5] and MG-LDA [33].
The standard LDA model only considers the word co-
occurrence patterns in review contents. In contrast, Lo-
cal LDA model assumes that aspects are more likely

2http://www.citysearch.com
3http://nlp.stanford.edu/software/corenlp.

shtml

discovered from sentence-level word co-occurrence
patterns. The property of MG-LDA model is that it dis-
tinguishes between broad topics and fine-grained rat-
able topics [33]. To maintain comparability with the
three models, we use the seed words as contained in
Table 3 to guide the process of model learning. We also
compared to the supervised SVM classifier [34], which
was trained on unigram word features.

In order to test whether the outcome of our aspect-
based weight estimation (see Section 5.3) can be bene-
ficial from the accuracy improvement on aspect identi-
fication, we also compared our CARW model to a vari-
ation CARWfixed_weights. In the CARWfixed_weights model,
the weight for each aspect is fixed with as a constant
value (e.g., 1/7 when there are 7 aspects).

The evaluation metrics include precision (P), recall
(R), and F-1 score, as they have been widely used for
evaluating labeling accuracy [10]. In our case, for each
aspect, the metric precision represents the proportion
of correctly classified sentences among all of the clas-
sified ones. Formally, considering a specific aspect,
precision is defined as

Precision =
|IdentifiedAspects ∩ TrueAspects|

|IdentifiedAspects|
(16)

For each aspect, metric recall refers to the propor-
tion of correctly classified sentences among all of the
sentences annotated with that aspect. Formally, recall
is defined as

Recall =
|IdentifiedAspects ∩ TrueAspects|

|TrueAspects|
(17)

Another metric is the harmonic mean of precision
and recall, termed as the F1 score

F1 =
2× Precision×Recall
Precision+Recall

(18)

5.1.3. Analysis of Results
Table 4 reports the experiment results. We can ob-

serve that our proposed unsupervised CARW model
produces results comparable to those by the super-
vised model SVM. Additionally, CARW outperforms
the other unsupervised models (i.e., LDA, Local LDA
and MG-LDA) in terms of F1 metric for “Food”, “Ser-
vice” and “Ambiance” aspects. With regard to preci-

http://www.citysearch.com
http://nlp.stanford.edu/software/corenlp.shtml
http://nlp.stanford.edu/software/corenlp.shtml
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sion, CARW beats Local LDA for “Service” and “Am-
biance” aspects. In terms of the recall metric, the per-
formance of CARW is better than the others for “Food”
aspect.

In addition, the better performance of CARW rel-
ative to CARWfixed_weights indicates that the aspect
weights learned in our joint model can empirically
benefit from the task of aspect identification.

We also report the quantitative analysis of the exper-
iment results. Specifically, Appendix Table 10 gives
the aspect-related words and the associated sentiment
words resulted from our CARW mode. From this ta-
ble, we can see the frequency-based method shows
the worst performance. As introduced before, the
frequency-based method uses a set of seed words as
the discriminator to identify which aspect a sentence
refers to. Hence, its performance should be sensitive to
the quality of constructed seed words.

5.2. Aspect-based Rating Inference Task

To evaluate the performance of CARW model in
performing the task of inferring aspect-based rating,
we use two datasets since they contain ground-truth
aspect ratings in each review.

5.2.1. Description of the Dataset
The first dataset contains a set of hotel reviews from

Tripadvisor.com4 [36]. In this dataset, in addition to
the overall rating, each hotel review is associated with
ratings for seven aspects: value, room, location, clean-
ness, check-in/front desk, service and business service.
To ensure that each review includes all aspects, we re-
move those reviews in which any of the seven aspect
ratings is missing or which has less than 50 words.
Thus, there are 53,696 reviews (given by 45,744 re-
viewers for 1,455 hotels) for the evaluation. In this
dataset, we set σ = 0.1, γ = 0.5, a = 0.01, b =
0.01, A = 7, C = 120 via experimental trials. An-
other dataset is a subset of the beer review dataset
used in [24] that includes four aspects: feel, look, smell
and taste, which were collected from BeerAdvocate5.
We use a subset of 7,015 beer reviews in our experi-
ment. For this dataset, we set σ = 0.1, γ = 0.5, a =
0.01, b = 0.01, A = 4, C = 50. The statistical de-
scriptions of the two datasets are shown in Table 7. The
seed words for hotel reviews are shown in Table 5, and
the seed words for beer reviews are shown in Table 6.

4http://www.tripadvisor.com
5http://beeradvocate.com

5.2.2. Compared Methods and Evaluation Metrics
We implemented a lexicon-based method as the

baseline [35]. In this method, each aspect rating is es-
timated based on the words that describe that aspect
in the review. Concretely, the rating of aspect Ak in
review rij is computed as

v̂ijk =

∑
w∈Wk(rij)

opinion(w)

|Wk(rij))|
, (19)

where Wk(rij) denotes the set of words in the review
rij that are relevant to aspect Ak, and opinion(w) de-
notes the word’s sentiment score according to the sen-
timent lexicon SentiWordNet [8].

We also implemented two related methods, local
prediction and global prediction, as introduced in [23].
Note that they both assume that the results of aspect
identification are known before they conduct the rat-
ing inference task. Thus, in the experiment, the results
of aspect identification created by our CARW model
are used as inputs to these compared methods. Specif-
ically, in the local prediction method [23], all of the
aspects are assumed to share the same ratings with the
overall rating. It means that only a single rating clas-
sifier is learned by using the overall rating as the tar-
get label. For each aspect, the trained classifier is ap-
plied to estimate its rating. In contrast, the global pre-
diction [23] method first learns a rating classifier for
each rating level (from 1 to 5 in our case) of the aspect
based on the Native Bayes classifier. For example, for
the 2-star rating classifier, the phrases occurring in re-
views with the overall rating 2 are used as the training
corpus. Then, the Native Bayes classifier was trained
based on a unigram language model.

In this experiment, we test whether the aspect
weights learned from CARW model can in turn en-
hance the accuracy of inferring aspect-based ratings.
Similar to the aspect identification task, we take
CARWfixed_weights model as the baseline.

One evaluation metric is L1 error, which measures
the absolute difference between the estimated ratings
and real ratings as defined in Eqn 20:

L1 =

∑
(i,j)∈R |vij − v∗ij |

R×A
, (20)

in which vij and v∗ij denote the estimated aspect rat-
ings vector and real aspect ratings vector regarding re-
view rij , respectively.

In addition to the L1 measure, we use three other
metrics according to [36]. The first metric is ρaspect,

http://www.tripadvisor.com
http://beeradvocate.com
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Table 4
Comparison results regarding aspect identification task (P: Preci-
sion, R: Recall, F: F1 score)

Food Service Ambiance
P R F P R F P R F

Frequency-based 0.575 0.329 0.466 0.514 0.515 0.514 0.239 0.285 0.260

LDA 0.646 0.554 0.597 0.469 0.494 0.481 0.126 0.179 0.148

MG-LDA 0.888 0.772 0.826 0.637 0.648 0.642 0.609 0.876 0.719

Local LDA 0.969 0.775 0.861 0.731 0.810 0.768 0.573 0.892 0.698

CARW 0.802 0.970 0.878 0.864 0.682 0.762 0.853 0.720 0.780

CARWfixed_weights 0.653 0.642 0.647 0.501 0.523 0.512 0.412 0.514 0.457

SVM 0.814 0.975 0.887 0.874 0.670 0.759 0.860 0.538 0.662

Table 5
Seed words for seven aspects in hotel reviews

Aspect Seed words
value value, price, quality, worth

room room, suite, view, bed

location location, traffc, minute, restaurant

cleanliness clean, dirty, maintain, smell

check-in/front desk stuff, check, help, reservation

service service, food, breakfast, buffet

business service business, center, computer, internet

Table 6
Seed words for four aspects in beer reviews

Aspect Seed words
feel silky, velvety, mouthfeel, body, watery

look beauty, dark, gorgeous, appearance, light

smell sweet, malt , smell, nose , smell

taste taste, hops, bitter, bland, chocolate

Table 7
Statistical descriptions of hotel and beer review datasets

Hotel dataset Beer dataset
#Products 1,455 1,000

#Reviews 53,696 7,015

#Reviewers 45,744 964

#Avg. reviews per reviewer 1.17 7.28

which is the average Pearson correlation between the
estimated ratings and real ratings across all aspects
within each review, formally defined as

ρaspect =

∑
(i,j)∈R ρvij ,v∗

ij

|R|
, (21)

where ρvij ,v∗
ij

is the Pearson correlation between the
estimated aspect ratings vector vij and real ratings
vector v∗ij regarding review rij . This metric can mea-
sure how well the estimated aspect-based ratings can
preserve the ranking of aspects based on their real rat-
ings.

The second metric is ρreview, which is the average
Pearson correlation between the estimated ratings and
real ratings for each aspect across all products, defined
as

ρreview =

∑A
k=1 ρ(−→vk,

−→
v∗k)

A
, (22)

where −→vk and
−→
v∗k are respectively the average of esti-

mated aspect-based ratings and the average real aspect-
based ratings across all products regarding aspect Ak.
This metric measures how well the estimated ratings
can be used for ranking in terms of each aspect.

The third one is MAP@10 which measures how
well the estimated aspect-based ratings preserve the
top products on the top positions in the ranking list,
defined as

MAP@10 =

∑
Ai∈A

∑
mj∈Rel(Ai)

σ(rank(mj)<10)
rank(mj)

A
,

(23)

where Rel(Ai) denotes the set of relevant products
(here, we treat the top-100 products according to their
on their real aspect ratings as the relevant products),
and rank(mj) indicates the ranking position accord-
ing to the estimated aspect ratings, and σ(·) is an in-
dicator function that ensures only the top-10 products
are considered.
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5.2.3. Analysis of Results
We report the results of running different methods

on hotel and beer reviews in Table 8. From this ta-
ble, we can see that CARW model outperforms the
other methods in both datasets. For the hotel reviews,
CARW outperforms the second-best method (i.e., the
global prediction) by 17% in terms of the L1 metric
and by 44% in respect to the ρaspect metric. For the
beer reviews, similar trends appear. What’s more, the
better performance of CARW against CARWfixed_weights

indicates that the aspect weight estimation can be help-
ful for improving the accuracy of aspect rating estima-
tion.

In Tables 11 and 12 (see Appendix), we show the
aspect-related words and associated sentiment words
in descending order of their sentiment scores as re-
turned by CARW model.

5.3. Aspect-based Weight Estimation Task

As for the third task, aspect-based weight estima-
tion, because we do not have ground-truth data, we
implemented a recommender system that incorporates
the estimated aspect-based weights into the process of
generating recommendations, so as to indirectly mea-
sure the accuracy of our method. In this experiment,
we use the same datasets of the second task.

5.3.1. Recommendation Method and Evaluation
Procedure

For a user whose aspect weights are αu, the score
of a product mj can be computed as

score(u,mj) =

A∑
k=1

αuk × opinion(mj , k), (24)

where αuk denotes the user’s weight on the k-th as-
pect, and opinion(mj , k) indicates the average opin-
ion value on the k-th aspect of the product mj based
on its reviews, calculated via avg(i,j)∈R[vijk]. Then,
the products with highest scores are recommended to
the user.

The following procedure is conducted to perform
the evaluation:

1. Choose reviewers who have posted at least 5 re-
views. In this step, 1000 reviewers who satisfy
this criterion are chosen for each dataset.

2. Treat each reviewer as a simulated user whose
aspect-based weights are estimated by the tested
method (e.g., CARW).

– For each tested user, the reviewed products
(with overall rating above 4) are used for test-
ing, and taken as relevant products when we
evaluate the recommendations.

– The products are ranked according to their
scores (via Eqn 24) that consider both the
aspect-based weights and the aspect-based rat-
ings.

5.3.2. Compared Methods and Evaluation Metrics
One compared method is based on probabilistic re-

gression model (PRM) [41], which is a linear regres-
sion model, that learns the weights for individual re-
viewers. For the PRM-based model, we apply CARW
to identify aspects and estimate aspect ratings as in-
puts to estimate aspect weights. The only difference
between CARW and PRM is thus that the reviewers are
clustered in CARW according to their aspect weights
so that their inter-similarity can be accommodated.

To evaluate the recommendation accuracy, we mea-
sure how well the ranking returned by the recom-
mender agrees with the user’s own ranking. The first
metric is the widely used MAP metric, which takes the
top 10 candidates into account, as defined in Eqn 23.
Another metric, the Kendall rank correlation coeffi-
cient [16], computes the fraction of pairs with the same
order in both system’s ranking and user’s ranking. For-
mally, it is defined as

Kendall=
#concordant pairs−#disordant pairs

1
2M(M − 1)

,

(25)

where #concordant pairs (#disordant pairs) de-
notes the number of pairs of products with the same
(different) order between the product ranking resulted
from the Eqn 24 and the product ranking resulted from
the overall ratings given by the user, and M is the total
number of products contained in the dataset.

5.3.3. Analysis of Results
As shown in Table 9, the recommendations based

on the aspect weights estimated by CARW model
are more accurate than PRM-based method on both
datasets. Specifically, for hotel recommendations, CARW
achieves higher Kendall value 0.610 (vs. 0.526 by
PRM) and MAP@10 value 0.0033 (vs. 0.0016 by
PRM). For beer recommendations, CARW also achieves
better performance in terms of both metrics. Thus,
we can conclude that the clustering-based approache
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Table 8
Evaluation of the estimated aspect ratings on hotel and beer reviews

Hotel reviews Beer reviews

L1 ρaspect ρreview MAP@10 L1 ρaspect ρreview MAP@10

Lexicon-based 1.401 0.112 0.201 0.208 1.712 0.028 0.103 0.198

Local prediction 1.343 0.230 0.534 0.297 1.302 0.211 0.245 0.263

Global prediction 1.243 0.231 0.561 0.298 1.503 0.232 0.246 0.263

CARW 1.061 0.413 0.647 0.308 1.081 0.235 0.310 0.278

CARWfixed_weights 1.316 0.234 0.551 0.283 1.301 0.210 0.257 0.257

Table 9
Evaluation of the recommendation accuracy for the third task of
aspect weight estimation

Hotel reviews Beer reviews

Kendall MAP@10 Kendall MAP@10

PRM 0.526 0.0016 0.510 0.0012

CARW 0.610 0.0033 0.582 0.0023

CARW is able to facilitate the generation of better rec-
ommendations than PRM.

6. Conclusion

In this paper, we propose a unified CARW model
that can simultaneously 1) identify the aspects men-
tioned in reviews, 2) infer the aspect-based ratings
based on the sentiments expressed on identified as-
pects, and 3) estimate the aspect-based weights placed
on aspects by a reviewer. The three tasks are addressed
in an unsupervised manner, so that the CARW model
can be feasibly applied across different domains by
minimizing the training effort. From the experimental
results, we can conclude that CARW outperforms the
related methods regarding all of the three tasks. In ad-
dition, we demonstrate that the three tasks can be com-
plementary to each other and be improved simultane-
ously through the unified model.

In the future, we will try to improve our model by
parallelizing its learning process to reduce the time
consumption. In addition, we will apply the proposed
model to other domains (such as digital camera, cars)
to validate its generalized effectiveness.
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Table 10
Top 20 aspect related words and their associated sentiment words for
restaurant reviews returned by our CARW model

Aspect Aspect words φ Sentiment words with high value β

food
food, place, steak, restaurant, chicken, order, table,
best, friend, menu, eat, wine, dinner, dish, meal, beef,
nice, delicious, dessert, appetizer

perfect, love, amazing, favorite, highly, derful,
friendly, best, delicious, fantastic, outstanding, excel-
lent, great, die, superb, attentive, cozy, incredible, ro-
mantic, family

service
service, staff, waiter, reservation, place, restaurant,
time, order, table, wait, come, friend, night, people, de-
licious, excellent, ask, friendly, seat, think

asd, inn, ethiopian, heaven, royalty, genius, oasis, sicil-
ian, genuine, hooked, greenwich, unassuming, virgil,
derfully, innovative, vegan, authenticity, recomend,
art, marvelous

ambiance
experience, atmosphere, room, ambiance, place,
restaurant, wait, come, friend, eat, wine, night, drink,
say, people, delicious, nice, bar, look, friendly

amazing, incredible, die, family, perfect, delicious,
favorite, fantastic, derful, efficient, superb, friendly,
comfortable, great, helpful, awesome, love, relax, ex-
cellent, reasonable

price
price, worth, quality, value, place, restaurant, just, or-
der, wine, dinner, eat, night, dish, drink, nice, people,
seat, love, dessert, bar

worth, beef, price, waiter, food, value, service,
chicken, breakfast, reservation, quality, staff, recom-
mend, steak, sprinkle, international, franchise, flay,
younger, pro

Table 11
Top 20 aspect related words and their associated sentiment words for hotel reviews returned by our CARW model

Aspect Aspect words φ Sentiment words with high value β

value
hotel, price, stay, great, value, worth, night, day, qual-
ity, make, like, beach, pool, area, resort, free, bath-
room, people, excellent, recommend

helpful, florence, excellent, perfect, highly, paris, fan-
tastic, friendly, comfortable, value, love, modern, dis-
tance, spacious, great, derful, central, nyc, recom-
mend, amsterdam

room
room, bed, view, hotel, suite, stay, night, day, nice,
make, pool, resort, say, book, bar, little, need, comfort-
able, come, desk

florence, helpful, excellent, perfect, friendly, derful,
paris, great, fantastic, highly, distance, recommend,
love, modern, staff, city, comfortable, stay, quiet, lon-
don

location
location, restaurant, minute, hotel, stay, traffic, nice,
day, time, walk, like, place, pool, area, small, friendly,
want, look, trip, street

location, helpful, excellent, florence, fantastic, com-
fortable, perfect, love, spacious, modern, friendly, rec-
ommend, highly, paris, great, derful, london, quiet,
stay, lovely

cleanliness
clean, hotel, smell, stay, dirty, maintain, place, make,
like, beach, people, bathroom, floor, excellent, look,
use, helpful, little, best, need

helpful, perfect, florence, excellent, paris, comfortable,
fantastic, derful, friendly, great, highly, recommend,
love, stay, definitely, spacious, quiet, clean, distance,
definately

check-in/front-desk
check, hotel, help, reservation, stay, staff, nice, time,
make, area, book, friendly, say, people, excellent, use,
helpful, best, desk , ask

florence, paris, helpful, perfect, excellent, highly,
modern, spacious, comfortable, distance, fantastic,
friendly, london, great, superb, fabulous, lovely, derful,
attraction, recommend

service
service, breakfast, food, hotel, buffet, stay, place, like,
area, resort, friendly, book, bar, little, people, use,
helpful, need, free,

helpful, perfect, florence, friendly, comfortable, spa-
cious, distance, great, excellent, derful, love, attrac-
tion, fantastic, recommend, paris, definitely, modern,
quiet, highly, city

business service
hotel, internet, business, center, stay, great, staff, good,
place, beach, want, say, book, friendly, bar, people, ex-
cellent, use, trip, free

florence, helpful, excellent, perfect, fantastic, friendly,
highly, paris, comfortable, great, derful, distance,
modern, recommend, love, spacious, square, quiet,
stay, definitely
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Table 12
Top 20 aspect related words and their associated sentiment words for beer reviews returned by our CARW model

Aspect Aspect words φ Sentiment words with high value β

feel
mouthfeel, bottle, carbonation, alcohol, light, smooth,
poured, drink, body, beer, medium, dry, sweet, feel, thin,
finish, like, full, tongue, creamy

perfect, silky, amazing, velety, incredible, exceptional,
perfect, flat, thin, absolute, velvet, water, weak, watery,
thin, bland, disappoint, macro, bad, bearing

look
head, dark, body, beer, nice, color, like, carbonation,
glass, white, thin, brew, black, tastes, appearance, clear,
pour, golden, hops, pale

beautiful, perfect, massive, amazing, pitch, huge, gor-
geous, forever, pitch, incredible, yellow, cheap, macro,
water, soda, miller, bud, lime, poor, horrible

smell
sweet, hops, smell, malt, caramel, beer, nose, light, cof-
fee, alcolhol, like, sweetness, slight, hints, fruity, spicy,
yeast, fruit, aroma, finish

amazing, awesome, fantastic, incredible, wonderful, ab-
solutely, exceptional, perfect, beutiful, good, weak, noth-
ing, cheap, skunky, bland, macro, water, adjunct, stale,
corn

taste
malt, taste, hop, flavor, chocolate, sweet, caramel, bitter,
coffee, bitterness, light, finish, fruit, smell, alcohol, hint,
strong, citrus, dark, sweetness

amazing, delicious, perfect, wonderful, incredible, abso-
lutely, awesome, outstanding, fantastic, bourbon, truly,
bland, weak, watery, metallic, corn, boring, macro, dis-
appointing, skunk
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