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ABSTRACT
Serendipity-oriented recommender systems have increasingly been
recognized as useful to overcome the “filter bubble” problem of
accuracy-oriented recommenders, by recommending unexpected
and relevant items to users. However, most of existing systems are
based on researchers’ assumptions about the effect of item features
on serendipity, but less from users’ perspective to study what item
features and even user characteristics might affect their perceived
serendipity. In this paper, we have attempted to fill in this vacancy
based on results of a large-scale user survey (involving over 10,000
users). We have analyzed the correlation between different types of
features (i.e., numerical and categorical) with user perceptions, and
furthermore identified the interaction effect from user characteris-
tics (such as personality traits and curiosity). We finally discuss the
implications of our work to augment the effectiveness of current
serendipity-oriented recommender systems.
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1 INTRODUCTION
Serving as popular tools of filtering massive information and help-
ing users make decisions, recommender systems (RSs) bring huge
benefits to both users and suppliers. Traditional RSs (like collabora-
tive based RSs) have mainly aimed to maximize the accuracy of item
prediction, but are likely to trap users into a “filter bubble”[22, 23],
since the recommendations that are too similar to the user’s pre-
vious preference may stop her/him from exploring different and
new items. Given this limitation, serendipity-oriented RSs have been
proposed, which, instead of stressing purely on accuracy or novelty
[3, 13], are targeted to balance both relevance and surprise. A recent
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study showed that increased serendipity can significantly lead to
higher user satisfaction with the recommendation [4].

The basic idea behind existing serendipity-oriented RSs is to
capture item features that may satisfy users’ needs for pleasant
surprises. For example, it is assumed that unpopular items will
bring more uncertainty and hence be out of the user’s expectation,
based on which the importance of unpopular items is increased
when generating serendipitous recommendations [20]. In another
work, it is assumed that the more dissimilar an item is to the user’s
profile (i.e., her/his previously visited items), the more surprising it
is [18, 34]. Users’ personal characteristics have also been considered
in some work. For instance, highly curious users are assumed to be
more likely to accept novel items, while users with low curiosity
may prefer to receive accuracy-oriented recommendations [21, 24,
27].

However, to the best of our knowledge, little work stands from
end-users’ perceptive to study what item features and/or user char-
acteristics would in practice affect their perceived serendipity of the
recommendation, which may impair the applicability of existing
serendipity-oriented RSs in real-life situations [17]. Therefore, in
this work, we have been engaged in answering the following three
research questions through a user survey:

RQ1: What item features can influence users’ perceived serendip-
ity?

RQ2: What user characteristics can affect their perceived serendip-
ity, and furthermore how would they interact with item
features to take the effect?

RQ3: What inspirations can this work bring to the design of
serendipity-oriented recommender systems?

We concretely conducted a large-scale user survey (involving
over 10,000 users) on a commercial platform to collect users’ feed-
back on recommendations, as well as their demographic informa-
tion (e.g., age, gender, personality, and curiosity). There are several
interesting findings from statistical analyses: 1). Lower item popu-
larity, smaller time difference (the time distance between the current
recommendation and the latest item of the same category in the
user’s profile), smaller category difference (the difference in terms
of category level in the item taxonomy), and shorter taxonomic
distance (the distance between two items’ leaf categories over the
taxonomy) are more significantly related to users’ perceived higher
serendipity. 2). Four association rules mined from items’ categori-
cal features reveal users’ behavior patterns. 3). Higher-age and/or
male users, or users with higher curiosity, higher openness to ex-
perience, higher conscientiousness, higher extraversion, higher
neuroticism, or lower agreeableness are easier to feel the recom-
mendation serendipitous. 4). Some item features do not interact
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with user characteristics, such as time difference based on long-
term profile, while some features significantly interact with, such
as category difference.

In short, there are five major contributions of this work: 1). We
have tested a number of item features and user characteristics on
users’ perceived serendipity of the recommendation through a large-
scale user survey. 2). For item features, we have particularly taken
into account product types (according to SEC classification [9, 26]
and types of consumer products [8]). 3). For user characteristics, we
have analyzed the respective influences of user personality traits
and curiosity. 4). We have further identified the interaction effects
between item features and user characteristics. 5). Several design
implications are derived from our experimental findings.

The remainder is organized as follows. We first introduce the re-
lated work on serendipity-oriented RSs, with focus on item features
and user characteristics they have considered (Section 2). We then
present our experimental methodology (Section 3), followed by re-
sults analysis (Section 4). Near the end, we discuss the implications
of our work (Section 5) and future directions (Section 6).

2 RELATEDWORK
The original definition of serendipity is “[...] making discoveries, by
accidents and sagacity, of things which they were not in quest for
[...]” [2, 21, 30]. In RSs, it has been emphasized to break through the
barriers of traditional accuracy-oriented approaches, for trigger-
ing users’ positive emotion to unexpected recommendations. [19]
divided serendipity-oriented recommending methods into three
categories, i.e., reranking, modification, and novel algorithms. In
this section, we mainly summarize explicit item features and
user characteristics that related methods have considered. Note
that the review does not include those algorithms based on implicit
features via graph-based [7, 28] or neural networks approaches
[29].

One of the most commonly considered item features is item
popularity. Unpopular items are likely to be unknown and hence
assumed to be unexpected than popular ones. For example, [20]
revised the optimization function of matrix factorization by adding
a popularity term to underestimate the importance of popular items.
Another frequently used item feature is item (dis)similarity to the
user profile. The more different/dissimilar an item is from the set
of items visited by the user before, the more unexpected it is as-
sumed to be [34]. In [34], the authors combined both item unpop-
ularity and dissimilarity to define unexpectedness and proposed
an unexpectedness-augmented PureSVD latent factor model. [18]
proposed a hybrid reranking algorithm that also considers both
unpopularity and dissimilarity. Both works defined popularity as
the number of user visits, and dissimilarity to the user profile as
the average of pairwise item dissimilarities. Besides, [25] proposed
a class distance metric based on item taxonomy, and defined item
novelty as the smallest distance from the target item’s class to the
classes that the user have lately accessed.

In addition, [15] measured the estimated purchase time to predict
when the user would purchase an item, and the proposed recom-
mending algorithm was to reduce the time cost for the user to find
that item. This time-saving strategy may lead to surprising effect as
claimed by the authors. [32] introduced a hybrid rank-interpolation

music RS that was aimed at balancing multiple metrics to improve
user satisfaction. Specifically, they considered listener diversity (the
entropy of the artist’s listener distribution) and clustering (a graph-
based measure of how nodes are clustered) to enhance serendipity.
[5] proposed a social network based serendipity RS, which considers
the recency (the item’s access time).

As for user characteristics, one of the most commonly considered
characteristics is curiosity [4], because it is an important premise
of users’ appetite for novelty in the field of psychology [1, 33]. [21]
developed a serendipity model based on curiosity theory, which
estimates a user’s coping potential via item diversity in her/his
profile. [24] proposed to predict user curiosity from her/his gen-
erated data in social networking, and then generate serendipitous
recommendations being tailored to the user’s curiosity value. [27]
designed a framework for computational serendipity, which adapts
the surprise degree of recommendations to the curiosity curve, so
as to trigger the user’s curiosity at the appropriate time.

Another type of user characteristic is innovator [16], referring
to those consumers who are more sensitive to new items. Items
purchased by them are assumed to surprise the followers. [31] stated
that innovators should have three properties: Having high user
activity, strong ability of discovering new items and taking shorter
time to find unpopular items, and being unlikely to follow the
mainstream. The recommendations to the current user were then
retrieved from items that the nearest innovators have interacted
with.

Although various item features and user characteristics have
been incorporated into serendipity-oriented RSs so far, they are
mostly based on researchers’ assumptions. To the best of our knowl-
edge, little work has empirically validated their relationships with
users’ perceived recommendation serendipity. The novelty of our
work lies in verifying the effects of major item features and user
characteristics on user perception. Moreover, we identify some new
item features (e.g., time difference and category difference) that
were not discussed in related work but show significant correlations
with user perception in our experiment. As for user characteristics,
in addition to curiosity, we find that users’ demographic character-
istics (e.g., age and gender) and personality traits (e.g., openness
to experience, conscientiousness, extraversion, agreeableness, and
neuroticism) significantly affect users’ perceived serendipity.

3 METHODOLOGY
In this section, we first introduce the conducted user survey, fol-
lowed by the set of item features and user characteristics we have
investigated through this experiment.

3.1 User Survey
We conducted a user survey on a popular mobile e-commerce ap-
plication in China (i.e., Mobile Taobao) starting from Dec. 21, 2017.
If a user of this app volunteered to join, s/he first answered several
questions about her/his demographic background (e.g., age and
gender). S/he was also asked to filled out two psychological quizzes
(see Table 1): One about her/his curiosity via ten-item Curiosity and
Exploration Inventory-II (CEI-II) [14], and the other about personal-
ity by Ten-Item Personality Inventory (TIPI) [10]. Note that we tend
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Table 1: User answers to survey questions

Question Mean (Std.) Median K-S test
Serendipity: “The item recommended
to me is a pleasant surprise.” 2.650 (1.454) 2.0 0.200∗∗∗

Curiosity: Curiosity and Exploration
Inventory-II (CEI-II) [14] 3.138 (0.819) 3.1 0.035∗∗∗

Big-Five Personality: Ten-Item
Personality Inventory (TIPI) [10]

-Openness to Experience 4.627 (1.286) 4.5 0.093∗∗∗
-Conscientiousness 4.562 (1.452) 4.5 0.089∗∗∗
-Extraversion 4.173 (1.651) 4.0 0.085∗∗∗
-Agreeableness 4.969 (1.069) 5.0 0.130∗∗∗
-Neuroticism 4.260 (1.426) 4.0 0.096∗∗∗

Note: Questions about serendipity and curiosity were responded on 5-point Likert
scale from 1 “strongly disagree” to 5 “strongly agree”, and those about personality
were on 7-point Likert scale. All questions were accompanied by Chinese translations.
***𝑝 < 0.001 for Kolmogorov-Smirnov test (that means the distribution is not normal).

Table 2: Statistics of user profile

# of valid users in the survey 11,383
# of users in age groups 18-20: 3,274; 20-30: 4,701; 30-40: 2,433;

40-50: 735; 50-60: 166; >60: 74
# of users in gender groups female: 7,769, male: 3,614
Profile duration Past 3 months
Average # of items clicked per user 1,802.219 (min = 7, max = 19,043)
Average # of items purchased per user 72.437 (min = 0, max = 1,858)

Note: The user profile refers to the set of items clicked and/or purchased by the user
in the past three months.

to choose short psychological quizzes for the purpose of avoiding
users becoming impatient when they fill out the questionnaire.

Then, the user received a recommended product (with its name,
image, short description, and price) as generated by Mobile Taobao,
and gave her/his immediate feedback on the recommendation in
terms of its serendipity (see Table 1). As the incentive, all of the
participants were placed in a lottery draw with customized presents
as awards given to the winners.

Till March 17, 2018, we received 13,741 users’ responses and got
their consent to use the data for research. We carefully checked all
of the responses in order to filter out invalid answers. For example,
if a user did not answer all of the questions, or gave the same rating
to two opposite questions, her/his response was deleted. In addition,
we only kept the user’s first response if s/he joined in the survey
more than once. As a result, 11,446 users remained, among whom
we further removed some outlier cases (17 cases in which the user
clicked either less than 5 or more than 15,000 items before taking
the survey, 12 cases where the recommendation’s top-level category
appeared less than 10 times within all users’ profiles, and 34 cases
where the recommendation’s top-level category is “Uncategorized”).
Finally, we have 11,383 users’ records (7,769 females), including
each one’s past three months’ historical data (i.e., the items s/he
had clicked or purchased). Table 1 lists the descriptive analysis of
their answers to our questions, and Table 2 shows the statistics of
their profiles.

Besides, an item taxonomy was obtained from Mobile Taobao
to show items’ hierarchical classification (see Figure 1). In total,
there are 20 top-level categories (e.g., “Clothes”, “Toys”, “Home ap-
pliances”, etc.), and 91 sub-categories under them. The leaf category
at the bottom of each path is the direct category that a particular
item belongs to.

Clothes Toys
Home 

appliances
...

Women's 
clothing

Men's 
clothing

Refrigerator
Air 

conditioner
Underwear/
loungewear

Tang/national/
stage costume

Tang/Chinese 
costume

Upper 
garment

Trousers

Suit/
uniform

T-shirt Pajamas

Top-level categories (20)

2nd-level categories (91)

5th-level categories (2675)

3rd-level categories (1259)

4th-level categories (5445)Student 
uniform

Work 
uniform

Figure 1: The item taxonomy (totally 9,490 categories after
pre-cleaning) from Mobile Taobao.

Table 3: Summary of numerical item features

Feature
name Short description

Non-personalized item features

Popularity 𝑝𝑜𝑝 , a binary function based on a set of the most popular
items.

Personalized item features

Time
difference

𝑇𝑖𝑚𝑒𝐷𝑖 𝑓 𝑓 , the time distance from the recommendation 𝑟

to the latest item in the user’s profile that belongs to the
same category of 𝑟 .

Category
difference

At which category level that two items differ from over the
taxonomy. Three variations: The recent category difference
(𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑟𝑒𝑐), the average category difference (𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑎𝑣𝑔),
and the minimal category difference (𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑚𝑖𝑛).

Taxonomic
distance

The minimum number of hops between two items’ leaf
categories over the taxonomy. Three variations: The recent
taxonomic distance (𝑇𝑎𝑥𝑜𝐷𝑖𝑠𝑡𝑟𝑒𝑐), the average taxonomic
distance (𝑇𝑎𝑥𝑜𝐷𝑖𝑠𝑡𝑎𝑣𝑔), and the minimal taxonomic distance
(𝑇𝑎𝑥𝑜𝐷𝑖𝑠𝑡𝑚𝑖𝑛).

3.2 Item Features
With the collected user data, we have extracted a number of item
features, which can be in general divided into numerical and cate-
gorical types. Numerical features (see Table 3) can further be divided
into non-personalized and personalized features based on whether
the feature is independent of the target user’s profile or not.
3.2.1 Numerical item features. The numerical feature means
that the feature’s value can be quantified via an algorithmic func-
tion.

(1) Non-personalized. The non-personalized feature is indepen-
dent of the target user’s profile. As mentioned in related
work, item unpopularity has been typically used to indicate
its surprise level [13], for which the popularity is usually de-
termined by the total number of users who have visited that
item. In our case, we define popularity as a binary function
by calling HOT as provided by Mobile Taobao [4]. Specifi-
cally, HOT will return the item with the most clicks at the
time of calling, so if an item belongs to the set of items ever
returned by HOT, its popularity is 1, otherwise 0.

(2) Personalized. Personalized item feature is to reveal the rela-
tionship between the current recommendation 𝑟 and those
in the target user 𝑢’s profile 𝑃𝑢 (consisting of items that 𝑢
has previously visited). In our collected user data, each user
has two profiles: 𝑃𝑐𝑙𝑖𝑐𝑘𝑢 (the previously clicked items) and
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 (the previously purchased items). A timestamp 𝑡𝑢𝑖
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is associated with each item 𝑖 to indicate when it was visited
by the corresponding user. In the following, we introduce
feature functions we have proposed, or referred to related
work, to utilize this information.
• Time difference. This feature can show the time distance
between the current recommendation 𝑟 and the latest one
in user profile (𝑃𝑐𝑙𝑖𝑐𝑘𝑢 or 𝑃𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑢 ) that belongs to the
same category of 𝑟 (where category refers to that defined
in the item taxonomy; see Figure 1). The function is given
in Equation (1):

𝑇𝑖𝑚𝑒𝐷𝑖 𝑓 𝑓 (𝑟, 𝑃𝑢 ) = 𝑡𝑢𝑟 − 𝑡𝑢𝑖𝑐𝑟 (1)

where 𝑡𝑢𝑟 is the recommendation 𝑟 ’s timestamp, and 𝑡𝑢𝑖𝑐𝑟
denotes the latest timestamp of 𝑢 visiting an item 𝑖 that
belongs to the same category of 𝑟 (i.e., 𝑐𝑟 ). In more detail,
𝑐𝑟 has two variations: 𝑐

𝑡𝑜𝑝
𝑟 refers to the top-level category

of 𝑟 , and 𝑐𝑙𝑒𝑎𝑓𝑟 refers to its leaf category.
• Category difference.
It measures at which category level the two compared
items become different over the item taxonomy. To be
more specific, there are in total 5 levels in our taxonomy
(as shown in Figure 1), so the largest possible category dif-
ference is 6 (when the two items do not share any common
category, i.e., being different starting from the top-level
category), and the smallest is 1 (when the two items have
the same leaf category at the 5-th level). Formally, it can
be calculated as 6− |𝐶𝑟 ∩𝐶𝑖 |, where𝐶𝑟 and𝐶𝑖 respectively
denote the category sets of the recommendation 𝑟 and the
item 𝑖 from the user’s profile 𝑃𝑢 (where 𝑃𝑢 can be 𝑃𝑐𝑙𝑖𝑐𝑘𝑢

or 𝑃𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑢 ).
There can be three ways of calculating the category

difference: a. The recent category difference that refers to
the category difference between the recommendation 𝑟

and the recent (latest) item 𝑖𝑟𝑒𝑐 in the user’s profile:

𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑟𝑒𝑐 (𝑟, 𝑃𝑢 ) = 6 − |𝐶𝑟 ∩𝐶𝑖𝑟𝑒𝑐 | (2)

b. The average category difference between the recommen-
dation 𝑟 and all items in the user’s profile:

𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑎𝑣𝑔 (𝑟, 𝑃𝑢 ) =
1

|𝑃𝑢 |
∑
𝑖∈𝑃𝑢

(6 − |𝐶𝑟 ∩𝐶𝑖 | (3)

c. Theminimal category difference between the recommen-
dation 𝑟 and all items in the user’s profile:

𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑚𝑖𝑛 (𝑟, 𝑃𝑢 ) =𝑚𝑖𝑛𝑖∈𝑃𝑢 (6 − |𝐶𝑟 ∩𝐶𝑖 |) (4)

Considering the average and minimal differences can be
sensitive to the duration of the user’s profile, we built two
more variations that only consider the user’s historical
data in the past 15 days till the survey, i.e., the user profiles
𝑃
𝑐𝑙𝑖𝑐𝑘_15𝑑
𝑢 and 𝑃𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒_15𝑑𝑢 respectively.

• Taxonomic distance. The taxonomic distance between
two items 𝑖 and 𝑗 is defined as the minimum number of
hops jumping from 𝑖’s leaf category 𝑐𝑙𝑒𝑎𝑓

𝑖
to 𝑗 ’s leaf cate-

gory 𝑐𝑙𝑒𝑎𝑓
𝑗

over the item taxonomy, which is equivalent to
the class distance proposed in [25]. Similar to category dif-
ference, there are also 3 ways of computing the taxonomic

Table 4: General product classification schemes

Scheme Type Explanation Instances

SEC
classification

[9, 26]

Search Evaluable prior to purchase Clothing, office
stationery

Experience
Evaluable based on purchase
experience

Hairdresser,
beauty salon

Credence
Evaluable based on professional
knowledge

Legal services,
medical treatment

Consumer
product type [8]

Convenience
With low involvement
effort and risk

Sugar,
magazines

Shopping
Consumers are willing to spend
more time in searching and
comparing before purchase

Automobiles,
clothing

Specialty

With unique characteristics or
brand identification; some users
will go to great lengths to get
them

Vintage wines,
expensive cars

Unsought
Users do not know about them
or do not normally think of
buying

Reference books

distance: a. The recent taxonomic distance between the
recommendation and the recent item in the user’s profile:

𝑇𝑎𝑥𝑜𝐷𝑖𝑠𝑡𝑟𝑒𝑐 (𝑟, 𝑃𝑢 ) = ℎ𝑜𝑝𝑠 (𝑐𝑙𝑒𝑎𝑓𝑟 , 𝑐
𝑙𝑒𝑎𝑓

𝑖𝑟𝑒𝑐
) (5)

b. The average taxonomic distance between 𝑟 and all items
in the user’s profile:

𝑇𝑎𝑥𝑜𝐷𝑖𝑠𝑡𝑎𝑣𝑔 (𝑟, 𝑃𝑢 ) =
1

|𝑃𝑢 |
∑
𝑖∈𝑃𝑢

ℎ𝑜𝑝𝑠 (𝑐𝑙𝑒𝑎𝑓𝑟 , 𝑐
𝑙𝑒𝑎𝑓

𝑖
) (6)

c. The minimal taxonomic distance:

𝑇𝑎𝑥𝑜𝐷𝑖𝑠𝑡𝑚𝑖𝑛 (𝑟, 𝑃𝑢 ) =𝑚𝑖𝑛𝑖∈𝑃𝑢ℎ𝑜𝑝𝑠 (𝑐
𝑙𝑒𝑎𝑓
𝑟 , 𝑐

𝑙𝑒𝑎𝑓

𝑖
) (7)

Still, for the average and minimal distances, two more
variations based on the 15-day user profile are considered.

3.2.2 Categorical item features. Categorical item features are
aimed to identify the association between categories of the current
recommendation and those appearing in the user profile. Specifi-
cally, we apply association rule mining over items’ category labels
in order to find out the most confident (i.e., frequently occurring)
rules for both serendipitous recommendations and non-serendipitous
ones. Moreover, in addition to considering categories defined in the
item taxonomy (see Figure 1), we assign some upper-level prod-
uct type labels to each item according to the general classification
scheme [8, 9, 26].

(1) Taxonomy category. Each item is assigned three category
labels according to the taxonomy (see Figure 1).
• Top-level category (e.g., “Clothes”, “Home applicances”,
etc.) that indicates a coarse-granularity categorization.

• 2nd-level category (e.g., “Men’s clothing” under “Clothes”),
which is the immediate sub-category under the top-level
category. Because every item has the 2nd-level category in
our case, we use it to represent the moderate granularity.

• Leaf category (e.g., “Upper garment” and “Trousers” at the
5th level), which is the category an item directly belongs
to, so it is of the finest granularity.

(2) Product type. There are different product classifications
as developed in the fields of marketing and economics [8],
among which we selected two of the most commonly used
schemes (see Table 4): SEC classification from the aspect of
whether users can acquire enough information to support
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their evaluation of the product [9, 26], and consumer product
type in consideration of the effort required by consumers
and the potential risk to purchase a product [8]. In total,
there are 12 (= 3 x 4) label combinations. We implemented a
mapping algorithm that automatically assigns product type
labels to each item by linking its 2nd-level category (given its
general price range, purchase frequency, brand recognition,
durability, etc.) to the two classification schemes.

3.3 User Characteristics
In our survey, we also acquired users’ basic demographic properties
and psychological traits.
3.1.1 Demographic characteristics. As shown in Table 2, our
users are distributed among different age groups, i.e., 18-20, 20-
30, 30-40, 40-50, 50-60, and above 60 years old. Another property
is gender. There are about 2/3 female participants and 1/3 males.
In terms of other demographic features (e.g., nationality and job
domain), we did not include them in this work, because most of
participants are Chinese, and the variety of job domains makes the
analysis complicated.
3.1.2 Psychological characteristics. Inspired by related work,
we obtained users’ curiosity in order to analyze its effect on their
serendipity perception. In addition, given that curiosity has been
found significantly correlated with users’ personality traits (such
as openness to experience, conscientiousness, extraversion, and
neuroticism [14]), we also included the Big-Five factor model [10]
to identify the five major personality traits’ respective influences.

• Curiosity. As mentioned before, we adopted a popularly
used curiosity quiz, i.e., Curiosity and Exploration Inventory-
II (CEI-II) [14], to measure whether the user has a strong de-
sire for new knowledge or experience in general. Indeed, cu-
riosity has been widely regarded as an important antecedent
of users’ appetite for novelty in the field of psychology [1]. It
can greatly affect the level of pleasure a user may experience
when s/he explores new and surprising things.

• Big-Five Personality.The Big-Five factormodel (also known
as the OCEANmodel) is a popularly used taxonomy to define
a person’s personality [10] from the following five aspects:
– Openness to Experience indicates the person’s facets like
imagination, preference for variety, and intellectual cu-
riosity.

– Conscientiousness indicates planned rather than sponta-
neous behaviors. Conscientious people are dependable
and self-disciplined, aiming for achievement.

– Extraversion is defined as “an attitude-type characterised
by concentration of interest on the external object” [12].
People with high extraversion tend to be enthusiastic,
outgoing, and talkative.

– Agreeableness implies facets like trust, altruism, and tender-
mindedness. People scoring high on this trait are empa-
thetic and willing to cooperate.

– Neuroticism is about anxiety, hostility, depression, self-
consciousness, impulsiveness, and vulnerability [6]. Peo-
ple who score higher on neuroticism are more likely to
be moody, feel stressful, and have difficulty in delaying
gratification.

Table 5: Results of independent-samples Mann-Whitney U
tests regarding numerical item features

Feature Variations Mann-Whitney
U

Mean of the low (high)
serendipity group

𝑇𝑖𝑚𝑒𝐷𝑖 𝑓 𝑓

𝑃𝑐𝑙𝑖𝑐𝑘𝑢 , 𝑐
𝑡𝑜𝑝
𝑟 14,350,794∗∗∗ 5.028 (3.675)

𝑃𝑐𝑙𝑖𝑐𝑘𝑢 , 𝑐
𝑙𝑒𝑎𝑓
𝑟 5,887,957∗∗∗ 12.121 (9.241)

𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 , 𝑐

𝑡𝑜𝑝
𝑟 9,600,291∗∗∗ 16.241 (14.761)

𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 , 𝑐

𝑙𝑒𝑎𝑓
𝑟 1,073,343∗∗∗ 22.706 (18.189)

𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑟𝑒𝑐
𝑃𝑐𝑙𝑖𝑐𝑘𝑢 14,925,459∗∗∗ 5.19 (5.00)
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 15,120,992∗∗∗ 5.50 (5.38)

𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑎𝑣𝑔

𝑃𝑐𝑙𝑖𝑐𝑘𝑢 15,898,945.500 5.58 (5.59)
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 15,737,353.500 5.68 (5.68)
𝑃
𝑐𝑙𝑖𝑐𝑘_15𝑑
𝑢 15,185,636∗∗∗ 5.50 (5.47)
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒_15𝑑
𝑢 13,622,498∗∗∗ 5.62 (5.58)

𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑚𝑖𝑛

𝑃𝑐𝑙𝑖𝑐𝑘𝑢 14,643,922.500∗∗∗ 3.22 (3.06)
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 15,266,937.500∗∗∗ 4.16 (4.08)
𝑃
𝑐𝑙𝑖𝑐𝑘_15𝑑
𝑢 14,036,685∗∗∗ 3.75 (3.47)
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒_15𝑑
𝑢 13,399,036∗∗∗ 4.79 (4.65)

𝑇𝑎𝑥𝑜𝐷𝑖𝑠𝑡𝑟𝑒𝑐
𝑃𝑐𝑙𝑖𝑐𝑘𝑢 15,235,757∗∗∗ 5.22 (4.90)
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 15,421,617∗ 5.97 (5.78)

𝑇𝑎𝑥𝑜𝐷𝑖𝑠𝑡𝑎𝑣𝑔

𝑃𝑐𝑙𝑖𝑐𝑘𝑢 16,667,286.500∗∗∗ 6.08 (6.16)
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 16,206,497.000∗ 6.41 (6.45)
𝑃
𝑐𝑙𝑖𝑐𝑘_15𝑑
𝑢 28,954,051 5.90 (6.17)
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒_15𝑑
𝑢 14,036,586 6.24 (6.50)

𝑇𝑎𝑥𝑜𝐷𝑖𝑠𝑡𝑚𝑖𝑛

𝑃𝑐𝑙𝑖𝑐𝑘𝑢 15,057,039.000∗∗∗ 1.32 (1.08)
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 15,496,016.000 3.09 (3.01)
𝑃
𝑐𝑙𝑖𝑐𝑘_15𝑑
𝑢 14,452,246∗∗∗ 2.29 (1.84)
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒_15𝑑
𝑢 13,658,742∗∗∗ 4.27 (4.09)

Note: ***𝑝 < 0.001, **𝑝 < 0.01 and, *𝑝 < 0.05 for Mann-Whitney U test.

We concretely employed Ten-Item Personality Inventory (TIPI)
[10] to measure each participant’s personality.

4 RESULTS ANALYSIS
We first analyzed the respective effects of item features and user
characteristics on users’ perceived recommendation serendipity
(see results in Sections 4.1 and 4.2), and then investigated their
interaction effects (see results in Section 4.3).

4.1 Impact of Item Features
We transformed users’ answers to the serendipity perception ques-
tion into two groups through median split method [11]. It turns out
that there are 5,389 users’ responses (47.3%) in the high serendipity
group (rating higher than 2, i.e., the median value), and 5,994 (52.7%)
in the low serendipity group.
4.1.1 Numerical item features. For numerical item features,
we chose statistical analysis methods to compare distributions of
feature values between the two serendipity groups (high and low).
Formally, for binary features like popularity, we calculated correla-
tion, and for non-binary values, we conducted the non-parametric
test Mann-Whitney U test because the values are not normally
distributed (Kolmogorov-Smirnov test 𝑝 < 0.05).

(1) Non-personalized numerical item feature. Pearson Chi-
Square was computed to see the correlation between rec-
ommendations’ popularity and users’ perceived serendipity,
whose result is 198.040 (𝑑 𝑓 = 1) with asymptotic significance
(2-sided) 𝑝 < 0.001. This indicates that there is a significant
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relationship between the two variables. We then calculated
𝑃ℎ𝑖 correlation, for which the result is −0.132 (𝑝 < 0.001). It
hence reveals a significantly negative correlation, suggesting
that less popular items are more likely to be perceived as
serendipitous by users.

(2) Personalized numerical item features
• Time difference. Results of Mann-Whitney U tests on all of
the four variations related to the time difference feature
are significant (𝑝 < 0.001, see Table 5). It hence indicates
that no matter which user profile is considered (clicked or
purchased), and which category is referred to (top-level
category or leaf category), there are significant differences
between high and low serendipity groups regarding the
time distance from the current recommendation to the
latest one of the same category in user profile. More specif-
ically, as mean values show, the average time differences
in the high serendipity group are always shorter, inferring
that if a recommended item is in the same category of
a more recent item that the user has visited, it might be
more serendipitous. This finding contradicts our common
assumption that an unexpected item would be likely from
a category that the user has not lately accessed.

• Category difference. It shows that the category difference
in the high serendipity group is smaller than that in the
low serendipity group, which is significant for three vari-
ations (i.e., recent, average, and minimal). Note that for
the average variation, the difference is only significant
when a short-term user profile (with 15-day length) is con-
sidered. These results suggest that the recommendation
perceived as serendipitous by users is not necessarily of
bigger category difference from those the user has visited.
In some cases, even the item is from the same 5-th level
leaf category (in which case the category difference is 1),
it might still be of serendipity.

• Taxonomic distance. Taxonomic distance also takes into
account the item’s category over the taxonomy, but it pri-
marily calculates the hops it takes from one item’s leaf
category to another item’s, rather than considering the
category’s layer (level) in the taxonomy. As it is shown in
Table 5, the difference between the high and low serendip-
ity groups is more significant for click profile (𝑃𝑐𝑙𝑖𝑐𝑘𝑢 ).
Moreover, in the average condition, the mean distance is
significantly longer in the high serendipity group, imply-
ing that the average distance over the taxonomy between
a serendipitous recommendation and the user profile is
larger (i.e., traversingmore nodes) than a non-serendipitous
one; while in the recent and minimal conditions, it is still
shorter in the high serendipity group.

4.1.2 Categorical item features.
For categorical features, we mined the association rules in form

of a conditional statement, i.e., {A, B, ... } Λ X→ High/Low serendip-
ity, meaning that if a user ever purchased items belonging to A
(and items belonging to B, ...), there is a high probability that s/he
will perceive an item from X category with high/low serendipity.
Motivated by the above findings, we fixed the user profile length to
15 days instead of 3 months, and mainly considered the purchase

profile 𝑃𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑢 . Specifically, we run the Apriori algorithm1 over
all users’ transactions (the threshold of 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 is set as 1% and
that of 𝑐𝑜𝑛𝑓 𝑖𝑑𝑒𝑛𝑐𝑒 is 50%). Each transaction contains the category
labels assigned to items purchased by that user (see Section 3.2.2) as
antecedents and the high or low serendipity level of her/his received
recommendation as the consequence. Finally we got respectively
324, 375, 313 and 9 rules for the top-level category, the 2nd-level
category, the leaf category, and the product type.

We further filtered out some rules with the following two criteria:
1). The same rule appears in both the high and low serendipity
groups. 2). This rule’s antecedent is part of the antecedent of another
rule. Below we list four rules with the largest confidence value in
respect of each categorical feature:

• Rule 1: As for the top-level category, {“Small appliances”, “Jew-
ellery / Watches / Eyewear”} Λ “Clothes”→ Low serendipity
(𝑐𝑜𝑛𝑓 𝑖𝑑𝑒𝑛𝑐𝑒 = 68.25%, 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 = 2.48%), indicating that
users, who have purchased products from “Small appliances”
and “Jewellery / Watches / Eyewear” categories, tend to per-
ceive the recommendation from category “Clothes" with low
serendipity.

• Rule 2: As for the 2nd-level category, {“Snacks / Nuts / Spe-
cialty”, “Makeup / Perfume / Beauty Tools”} Λ “Women’s cloth-
ing” → Low serendipity (𝑐𝑜𝑛𝑓 𝑖𝑑𝑒𝑛𝑐𝑒 = 73.99%, 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 =

1.23%), which infers that users, who have purchased prod-
ucts from “Snacks / Nuts / Specialty” and “Makeup / Perfume
/ Beauty Tools” categories, tend to perceive a recommenda-
tion from “Women’s clothing” with low serendipity.

• Rule 3: As for the leaf category, “Sweatshirt / Fleece” / “Sweater”
/ “Cotton-padded clothes”→ Low serendipity (𝑐𝑜𝑛𝑓 𝑖𝑑𝑒𝑛𝑐𝑒 =
59.46%, 55.81%, 55.50% respectively, 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 = 1.78%, 2.07%
and 1.98% respectively), inferring that users tend to per-
ceive a recommendation from “Sweatshirt / Fleece”, “Sweater”
or “Cotton-padded clothes” categories with low serendipity.
Note that this rule is independent of the user’s purchase
profile.

• Rule 4: As for the product type, {“‘Experience & Shopping”,
“Search Convenience”, “Search & Specialty”} Λ “Search & Shop-
ping” → Low serendipity (𝑐𝑜𝑛𝑓 𝑖𝑑𝑒𝑛𝑐𝑒 = 64.59%, 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 =
2.48%), suggesting that users, who have purchased items of
“Experience & Shopping”, “Search Convenience” and “Search
& Specialty” types, tend to perceive a recommendation of
“Search & Shopping” type with low serendipity.

4.2 Impact of User Characteristics
In this part of analysis, we grouped users by their characteristics
(e.g., female vs. male for gender analysis) and then compared dif-
ferent groups in terms of their serendipity scores on the 5-point
Likert scale.
4.2.1 Demographic characteristics. For age, we used Kruskal-
Wallis 1-way ANOVA test to perform a multi-group comparison.
The result is significant with 𝑝 < 0.001 (as adjusted by the Bon-
ferroni correction). It shows that higher-age users are easier to
feel serendipitous. Pairwise comparisons in-depth show that the
serendipity levels perceived by users in age groups 18-20, 20-30,

1Through the open-source data mining toolbox Weka (https://www.cs.waikato.ac.nz/
ml/weka/).
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Table 6: Results of independent-samples Mann-Whitney U
test regarding psychological traits

Trait # users in the
low (high) group

Mann-Whitney
U

Mean of serendipity
score in the low (high)

trait group
Curiosity 5,828 (5,555) 20,213,781.000∗∗∗ 2.33 (2.99)
Openness to
experience 6,187 (5,196) 16,742,037.000∗∗∗ 2.60 (2.72)

Conscientiousness 6,280 (5,103) 17,908,544.000∗∗∗ 2.51 (2.83)
Extraversion 6,190 (5,193) 16,863,659.500∗∗∗ 2.59 (2.72)
Agreeableness 5,246 (6,137) 15,293,260.000∗∗∗ 2.72 (2.59)
Neuroticism 5,956 (5,427) 17,437,065.000∗∗∗ 2.55 (2.76)

Note: ***𝑝 < 0.001 for Mann-Whitney U test.

and 30-40 years old are significantly different from those of other
three age groups, but there are no significant differences among
groups of 40-50, 50-60, and above 60 years old.

For gender, non-parametric Mann-Whitney U test was used for
between-group comparison, by which the results indicate that male
users gave significantly higher serendipity scores on items than
female users (mean= 2.79 vs. = 2.59, 𝑝 < 0.001).
4.2.2 Psychological traits. Median split method was used to di-
vide users into two groups in respect of each psychological trait
(e.g., high curiosity vs. low). Table 6 shows the number of users in
each group and Mann-Whitney U test results. It can be seen that
there is a significant difference regarding each trait. Specifically,
people with higher score on curiosity, openness to experience, con-
scientiousness, extraversion, or neuroticism, are likely to perceive a
recommendation as more serendipitous, than those with low score;
while for agreeableness, it is in the opposite way (i.e., people of low
agreeableness are more inclined to feel the item serendipitous).

Some of the results are consistent with findings of related work,
which show that highly curious users are more sensitive to novel
and unexpected items [19], and curiosity is significantly correlated
with the three personality traits, i.e., openness to experience, con-
scientiousness, and extraversion [14]. However, there are two new
observations in our results: 1). Neuroticism takes a positive effect
rather than a negative effect in [14]; 2). agreeableness is significantly
negatively related to users’ serendipity perception.

4.3 Interaction Effect
In order to know if the effect of item features on serendipity per-
ception varies from person to person, we further analyzed the
interaction effect between item features and user characteristics.
To this end, we computed a binary logistic regression for each pair
of item feature and user characteristic:

𝑙𝑛( 𝑠𝑒𝑟

1 − 𝑠𝑒𝑟
) = 𝛽0 + 𝛽1 · 𝐹 + 𝛽2 ·𝐶 + 𝛽3 · (𝐹 ×𝐶) (8)

where 𝑠𝑒𝑟 is the serendipity level (high/low), 𝐹 denotes the item
feature (e.g., popularity) and 𝐶 is one of user characteristics (e.g.,
curiosity). 𝐹 ×𝐶 is hence the interaction term, for which if the coef-
ficient is significant (𝑝 < 0.05), it indicates a significant interaction
effect, meaning that the effect of the item feature is not the same for
different user groups as divided by 𝐶 . Because we have 20 feature
functions (see Table 5) and 8 user characteristics, there are in total
160 logistic regression models.

There are several interesting findings (see Table 7): 1). Five
item features do not interact with user characteristics, including
click profile based time difference (i.e.,𝑇𝑖𝑚𝑒𝐷𝑖 𝑓 𝑓 (𝑃𝑐𝑙𝑖𝑐𝑘𝑢 , 𝑐

𝑡𝑜𝑝
𝑟 ) and

Table 7: Results of interaction effects between item features
and user characteristics

Item feature Variation Age Q O C E A N
𝑃𝑜𝑝𝑢𝑙𝑎𝑟𝑖𝑡𝑦 L

𝑇𝑖𝑚𝑒𝐷𝑖 𝑓 𝑓
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 , 𝑐

𝑡𝑜𝑝
𝑟 H

𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 , 𝑐

𝑙𝑒𝑎𝑓
𝑟 L

𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑟𝑒𝑐
𝑃𝑐𝑙𝑖𝑐𝑘𝑢 L
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 L L L L

𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑎𝑣𝑔
𝑃
𝑐𝑙𝑖𝑐𝑘_15𝑑
𝑢 L
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒_15𝑑
𝑢 L L L H L

𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑚𝑖𝑛

𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 L
𝑃
𝑐𝑙𝑖𝑐𝑘_15𝑑
𝑢 H
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒_15𝑑
𝑢 L L L L

𝑇𝑎𝑥𝑜𝐷𝑖𝑠𝑡𝑟𝑒𝑐
𝑃𝑐𝑙𝑖𝑐𝑘𝑢 L
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 L L L L

𝑇𝑎𝑥𝑜𝐷𝑖𝑠𝑡𝑎𝑣𝑔
𝑃𝑐𝑙𝑖𝑐𝑘𝑢 H
𝑃
𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑢 H H

𝑇𝑎𝑥𝑜𝐷𝑖𝑠𝑡𝑚𝑖𝑛 𝑃
𝑐𝑙𝑖𝑐𝑘_15𝑑
𝑢 L L L

Note: 1). “Q’, ’“O”, “C”, “E”, “A”, and “N” respectively denote Curiosity, Openness to
experience, Conscientiousness, Extraversion, Agreeableness, and Neuroticism. 2). For
significant interaction effects, “H” or “L” is given, meaning that in the High or Low
group w.r.t. a specific user characteristic, the corresponding item feature has a greater
impact on users’ perceived serendipity.

𝑇𝑖𝑚𝑒𝐷𝑖 𝑓 𝑓 (𝑃𝑐𝑙𝑖𝑐𝑘𝑢 , 𝑐
𝑙𝑒𝑎𝑓
𝑟 )), long-term click profile based minimal

category difference (𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑚𝑖𝑛 (𝑃𝑐𝑙𝑖𝑐𝑘𝑢 )), long-term click pro-
file based minimal taxonomic distance (𝑇𝑎𝑥𝑜𝐷𝑖𝑠𝑡𝑚𝑖𝑛 (𝑃𝑐𝑙𝑖𝑐𝑘𝑢 )), and
short-term purchase profile based minimal taxonomic distance
(𝑇𝑎𝑥𝑜𝐷𝑖𝑠𝑡𝑚𝑖𝑛 (𝑃𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒_15𝑑𝑢 )). 2). Popularity significantly interacts
with age. Concretely, unpopular items are 2.012 times more likely
to be perceived as serendipitous by users aged 18-20 (1.98 and 1.78
times respectively by users aged 20-30 and 30-40), inferring that
young people are more sensitive to item popularity. 3). Users with
low curiosity, openness to experience, extraversion, or neuroti-
cism are more sensitive to long-term purchase profile based re-
cent category difference (𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑟𝑒𝑐 (𝑝𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑢 )) and short-term
purchase profile based minimal category difference (𝐶𝑎𝑡𝑒𝐷𝑖 𝑓 𝑓𝑚𝑖𝑛

(𝑝𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒_15𝑑𝑢 )). 4). Average taxonomic distance is affected by user
characteristics in an opposite way, i.e., high openness to experience
users and high neuroticism users are more sensitive to average
taxonomic distance.

5 DISCUSSION
In this section, we summarize the major findings in the response of
the three research questions we raised at the beginning.

RQ1: What item features can influence users’ perceived
serendipity?

Results about numerical item features show that lower item
popularity, smaller time difference (the time distance between the
current recommendation and the latest item of the same category
in the user’s profile), smaller category difference (the category
level over the taxonomy that two items differ from), and shorter
taxonomic distance (the minimum number of hops between two
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items’ leaf categories over the taxonomy) (except the average vari-
ation) can be indicators of users’ perceived higher serendipity of
the recommendation. These findings, especially those involving
item categories, seem to contradict our common assumption that a
serendipitous recommendation should be from categories the user
was not recently exposed to. In other words, it implies that items
from (or similar to) categories the user has recently visited might
still be considered unexpected in addition to being relevant. More-
over, we find that a short-term user profile (say 15 days) acts more
effectively than a long-term profile (3 months) (except the average
taxonomic distance), which may be because the user’s tastes often
change over time and hence her/his recent preference may more
matter.

As for categorical item features, several high-confident associa-
tion rules are identified, respectively regarding the top-category,
the 2nd-level category, the leaf category, and the product type.
Though the rules may sound trivial in some sense, they indicate
that too much relevance among certain categories may lead users
to perceive the recommendation less serendipitous. For instance,
users, who ever purchased products from “Snacks / Nuts / Specialty”
and “Makeup / Perfume / Beauty Tools” categories, tend to perceive
a recommendation from “ Women’s clothing” of low serendipity.

RQ2: What user characteristics can affect their perceived
serendipity, and furthermore how they would interact with
item features to take the effect?

It shows that both age and gender can affect users’ serendipity
perception: Adult/older and/or male users are more likely to feel
a recommendation serendipitous, while young females are harder
to be surprised which we think may be because they are more
familiar with the online shopping environment due to frequent
browsing/purchasing experience. In addition, our results verify
that users with high curiosity, openness to experience, conscien-
tiousness, and/or extraversion are more likely to give a higher score
on the recommendation’s serendipity. More notably, we find that
the other two personality traits also take significant effect: People
with high neuroticism and/or low agreeableness are more inclined
to possess higher serendipity perception. We believe the reason
behind is that these five personality traits are all related to curios-
ity from different angles [14]: Openness to experience indicates a
person’s preference for variety, conscientiousness indicates her/his
aim for achievement, extraversion indicates interest in the external
object, agreeableness indicates altruism, and neuroticism indicates
vulnerability.

In terms of the interaction effects between item features and
user characteristics, there are two major observations: 1). Five item
features are not affected by user characteristics, i.e., click profile
based time difference, long-term click profile based minimal cate-
gory difference, long-term click profile based minimal taxonomic
distance, and short-term purchase profile based minimal taxonomic
distance. 2). The other item features interact with different user
characteristics. In particular, younger users are more sensitive to
item popularity, while users with low curiosity, openness to experi-
ence, extraversion, or neuroticism are more sensitive to long-term
purchase profile based recent category difference and short-term
purchase profile based minimal category difference. Different in-
teraction effects may reflect users’ common behavior as influenced
by their characteristics. For instance, because highly curious users

would have often explored more diverse items, they are less sensi-
tive to category difference than lowly curious users.

RQ3: What inspirations can this work bring to the design
of serendipity-oriented recommender systems?

There are three design implications for the development of
serendipity-oriented recommender systems, as inspired by the
above findings: 1). In addition to unpopularity and item dissim-
ilarity as emphasized in related work (see Section 2), we have par-
ticularly studied the effects of temporal feature (time difference)
and category distance (category difference and taxonomic distance)
as derived from timestamp information and taxonomy structure.
We believe that those features could be helpfully integrated into
the current recommendation algorithm to accommodate their roles
in affecting users’ serendipity perception. For instance, the cosine
similarity function used in the traditional item-based CF algorithm
might be replaced by the negative logarithmic function of cate-
gory difference. Moreover, temporal feature and category distance
could be possibly integrated to fulfill their combined effect. 2). To
make the recommendation’s serendipity degree more personalized,
we may further consider users’ personal characteristics, especially
curiosity and personality traits. For example, for highly curious
people, the “surprise” level of a recommendation might be strength-
ened to meet their propensity towards more unexpected discovery.
3). The significant interaction effects might be useful for adjust-
ing the role of a certain item feature in consideration of one user
characteristic. For example, still with the similarity function of CF
as an example, we can fuse it with a particular personality trait,
say neuroticism (as low neuroticism users are less sensitive to the
change in category difference, a lower weight might be applied to
the category difference with regard to this trait).

In future work, it should be worth verifying the actual perfor-
mance of these implications in real systems.

6 LIMITATIONS
Our work has several limitations: 1). We focus on single-item
serendipity in this work (each participant gave feedback on a single
recommendation in our survey), but in reality, a user may receive
multiple recommendations at one time. It should hence be interest-
ing to assess users’ perception of an entire list’s overall serendip-
ity as well. 2). The considered item taxonomy structure is mainly
from the providers’ perspective. Though we have attempted to in-
clude other product classification schemes that take into account
consumers’ evaluation approaches and involvement efforts, more
studies should still be needed to identify the inherent relationship
among categories within one structure, as well as the linkage among
different structures from end-users’ point of view. 3). More item
features could be investigated, such as the combination of tempo-
ral feature and category distance as indicated above and the user’s
interaction frequency with a category. 4). Our studied domain is lim-
ited to e-commerce, so the generalizability of those findings to other
domains should be validated in future work, especially those of
different taxonomy structure and classification approaches. Last but
not least, as discussed above, we will be interested in implementing
the derived design implications in a concrete recommender system
and measuring their practical effects on increasing the system’s
serendipity in comparison with the state-of-the-art.
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